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Foreword

The publication of this Volume marks the first time that the ASM Handbook series has dealt with fatigue and fracture as a
distinct topic. Society members and engineers involved in the research, development, application, and analysis of
engineering materials have had a long-standing interest and involvement with fatigue and fracture problems, and this
reference book is intended to provide practical and comprehensive coverage of all aspects of these subjects.

Publication of Fatigue and Fracture also marks over 50 years of continuing progress in the development and application
of modern fracture mechanics. Numerous Society members have been actively involved in this progress, which is typified
by the seminal work of George Irwin ("Fracture Dynamics," Fracturing of Metals, ASM, 1948). Since that time period,
fracture mechanics has become a vital engineering discipline that has been integrally involved in helping to prevent the
failure of essentialy all types of engineered structures.

Likewise, fatigue and crack growth have also become of primary importance to the development and use of advanced
structural materials, and this Volume addresses the wide range of fundamental, as well as practical, issues involved with
these disciplines.

We believe that our readers will find this Handbook useful, instructive, and informative at all levels. We also are
especially grateful to the authors and reviewers who have made this work possible through their generous commitments
of time and technical expertise. To these contributors we offer our special thanks.

William E. Quist

President, ASM International

Michael J. DeHaemer

Managing Director, ASM International

Preface

This volume of the ASM Handbook series, Fatigue and Fracture, marks the first separate Handbook on an important
engineering topic of long-standing and continuing interest for both materials and mechanical engineers at many levels.
Fatigue and fracture, like other forms of material degradation such as corrosion and wear, are common engineering
concerns that often limit the life of engineering materials. This perhaps is illustrated best by the "Directory of Examples
of Failure Analysis’ contained in Volume 10 of the 8th Edition Metals Handbook. Over a third of all examples listed in



that directory are fatigue failures, and well over half of all failures are related to fatigue, brittle fracture, or
environmentally-assisted crack growth.

The title Fatigue and Fracture also represents the decision to include fracture mechanics as an integral part in
characterizing and understanding not only ultimate fracture but also "subcritical” crack growth processes such as fatigue.
The development and application of fracture mechanics has steadily progressed over the last 50 years and is a field of
long-standing interest and involvement by ASM members. This perhaps is best typified by the seminal work of George
Irwin in Fracturing of Metals (ASM, 1948), which is considered by many as the one of the key beginnings of modern
fracture mechanics based from the foundations established by Griffith at the start of this century.

This Handbook has been designed as a resource for basic concepts, alloy property data, and the testing and anaysis
methods used to characterize the fatigue and fracture behavior of structural materials. The overal intent is to provide
coverage for three types of readers: i) metallurgists and materials engineers who need general guidelines on the practical
implications of fatigue and fracture in the selection, analysis or application structural materials; ii) mechanical engineers
who need information on the relative performance and the mechanistic basis of fatigue and fracture resistance in
materials; and iii) experts seeking advanced coverage on the scientific and engineering models of fatigue and fracture.

Major emphasis is placed on providing a multipurpose reference book for both materials and mechanical engineers with
varying levels of expertise. For example, severa articles address the basic concepts for making estimates of fatigue life,
which is often necessary when data are not available for a particular alloy condition, product configuration, or stress
conditions. This is further complemented with detailed coverage of fatigue and fracture properties of ferrous, nonferrous,
and nonmetallic structural materials. Additional attention also is given to the statistical aspects of fatigue data, the
planning and evaluation of fatigue tests, and the characterization of fatigue mechanisms and crack growth.

Fracture mechanics is also thoroughly covered in Section 4, from basic concepts to detailed applications for damage
tolerance, life assessment, and failure analysis. The basic principles of fracture mechanics are introduced with a minimum
of mathematics, followed by practical introductions on the fracture resistance of structural materials and the current
methods and requirements for fracture toughness testing. Three authoritative articles further discuss the use of fracture
mechanics in fracture control, damage tolerance analysis, and the determination of residual strength in metallic structures.
Emphasis is placed on linear-elastic fracture mechanics, athough the significance of elastic-plastic fracture mechanicsis
adequately addressed in these key articles.

Further coverage is devoted to practical applications and examples of fracture control in weldments, process piping,
aircraft systems, failure analysis, and more advanced topics such as high-temperature crack growth and thermo-
mechanical fatigue. Extensive fatigue and fracture property data are provided in Sections 5 through 7, and the Appendices
include a detailed compilation of fatigue strength parameters and an updated summary of commonly used stress-intensity
factors.

Once again, completion of this challenging project under the auspices of the Handbook Committee is made possible by
the time and patience of authors who have contributed their work. Their efforts are greatly appreciated along with the
guidance from reviewers and the Editorial Review Board.

S. Lampman

Technica Editor
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Industrial Significance of Fatigue Problems

David W. Hoeppner, Department of Mechanical Engineering, The University of Utah

Introduction

THE DISCOVERY of fatigue occurred in the 1800s when several investigators in Europe observed that bridge and
railroad components were cracking when subjected to repeated loading. As the century progressed and the use of metals
expanded with the increasing use of machines, more and more failures of components subjected to repeated |oads were
recorded. By the mid 1800s A. Wohler (Ref 1) had proposed a method by which the failure of components from repeated
loads could be mitigated, and in some cases eliminated. This method resulted in the stress-life response diagram approach
and the component test model approach to fatigue design.

Undoubtedly, earlier failures from repeated loads had resulted in failures of components such as clay pipes, concrete
structures, and wood structures, but the requirement for more machines made from metallic components in the late 1800s
stimulated the need to develop design procedures that would prevent failures from repeated loads of all types of
equipment. This activity was intensive from the mid-1800s and is still underway today. Even though much progress has
been made, developing design procedures to prevent failure from the application of repeated loads is still a daunting task.
It involves the interplay of several fields of knowledge, namely materials engineering, manufacturing engineering,
structural analysis (including loads, stress, strain, and fracture mechanics analysis), nondestructive inspection and
evaluation, reliability engineering, testing technology, field repair and maintenance, and holistic design procedures. All of
these must be placed in a consistent design activity that may be referred to as a fatigue design policy. Obvioudly, if other
time-related failure modes occur concomitantly with repeated loads and interact synergistically, then the task becomes
even more challenging. Inasmuch as humans always desire to use more goods and place more demands on the things we
can design and produce, the challenge of fatigue is always going to be with us.

Until the early part of the 1900s, not a great deal was known about the physical basis of fatigue. However, with the advent
of an increased understanding of materials, which accelerated in the early 1900s, a great deal of knowledge has been
developed about repeated load effects on engineering materials. The procedures that have evolved to deal with repeated
loads in design can be reduced to four:

The stress-life approach

The strain-life approach

The fatigue-crack propagation approach (part of a larger design activity that has become known as the
damage-tolerant approach)

The component test model approach

Reference

1. A. WOHLER, Z. BAUW, VOL 10, 1860, P 583

What is Fatigue?

Fatigueis a technical term that €icits a degree of curiosity. When citizens read or hear in their media of another fatigue
failure, they wonder whether this has something to do with getting tired or "fatigued” as they know it. Such is not the
case.

One way to explain fatigue is to refer to the ASTM standard definitions on fatigue, contained in ASTM E 1150. It is
difficult, if not impossible, to carry on intelligent conversations if discussions on fatigue do not use a set of standard
definitions such as E 1150. Within E 1150, there are over 75 terms defined, including the term fatigue: "fatigue (Note 1):
the process of progressive localized permanent structural change occurring in a material subjected to conditions that
produce fluctuating stresses and strains at some point or points and that may culminate in cracks or complete fracture
after a sufficient number of fluctuations (Note 2). Note 1--In glass technology static tests of considerable duration are



called “static fatigue' tests, a type of test generally designated as stress-rupture. Note 2--Fluctuations may occur both in
load and with time (frequency) asin the case of “random vibration'." (Ref 2).

The words in italics (emphasis added) are viewed as key words in the definition. These words are important perspectives
on the phenomenon of fatigue:

Process

Progressive

Localized

Permanent structural change
Fluctuating stresses and strains
Point or points

Cracks or complete fracture

The idea that fatigue is a process is critical to dealing with it in design and to the characterization of materials as part of
design. In fact, thisideais so critical that the entire conceptual view of fatigue is affected by it! Another critical ideaisthe
idea of fluctuating stresses and strains. The need to have fluctuating (repeated or cyclic) stresses acting under either
constant amplitude or variable amplitude is critical to fatigue. When a failure is analyzed and attributed to fatigue, the
only thing known at that point is that the loads (the stresses/strains) were fluctuating. Nothing is necessarily known about
the nucleation of damage that forms the origin of fatigue cracks.

Reference cited in this section

2. ASTM E 1150-1987, Standard Definitions of Fatigue, 1995 Annual Book of Sandards, ASTM, 1995, p 753-
762

Design for Fatigue Prevention

In design for fatigue and damage tolerance, one of two initial assumptions is often made about the state of the material.
Both of these are related to the need to invoke continuum mechanics to make the stresg/strain/fracture mechanics analysis
tractable:

The material isan ideal homogeneous, continuous, isotropic continuum that is free of defects or flaws.
The material is an ideal homogeneous, isotropic continuum but contains an ideal cracklike discontinuity
that may or may not be considered a defect or flaw, depending on the entire design approach.

The former assumption leads to either the stress-life or strain-life fatigue design approach. These approaches are typically
used to design for finite life or "infinite life." Under both assumptions, the material is considered to be free of defects,
except insofar as the sampling procedure used to select material test specimens may "capture”" the probable "defects’
when the specimen locations are selected for fatigue tests. This often has proved to be an unreliable approach and has led,
at least in part, to the damage-tolerant approach.

Another possible difficulty with these assumptions is that inspectability and detectability are not inherent parts of the
original design approach. Rather, past and current experience guide field maintenance and inspection procedures, if and
when they are considered.

The damage-tolerant approach is used to deal with the possibility that a crack-like discontinuity (or multiple ones) will
escape detection in either the initia product release or field inspection practices. Therefore, it couples directly to
nondestructive inspection (NDI) and evaluation (NDE). In addition, the potential for initiation of crack propagation must
be considered an integral part of the design process, and the subcritical crack growth characteristics under monotonic,
sustained, and cyclic loads must be incorporated in the design. The fina instability parameter, such as plane strain



fracture toughness (K|¢), also must be incorporated in design. The damage-tolerant approach is based on the ability to
track the damage throughout the entire life cycle of the component/system. It therefore requires extensive knowledge of
the above issues, and it also requires that fracture (or damage) mechanics models be available to assist in the evaluation of
potential behavior. Aswell, material characterization procedures are needed to ensure that valid evaluation of the required
material "property” or response characteristic is made. NDI must be performed to ensure that probability-of-detection
determinations are made for the NDI procedure(s) to be used. This approach has proved to be reliable, especialy for
safety-critical components.

The above approaches often are used in a complementary sense in fatigue design. The details of all three approaches are
discussed in this Volume.

The fatigue process has proved to be very difficult to study. Nonetheless, extensive progress on understanding the phases
of fatigue has been made in the last 100 years or so. It now is generally agreed that four distinct phases of fatigue may
occur (Ref 3, 4):

Nucleation

Structurally dependent crack propagation (often called the "short crack™ or "small crack™ phase)

Crack propagation that is characterizable by either linear elastic fracture mechanics, eastic-plastic
fracture mechanics, or fully plastic fracture mechanics

Final instability

Each of these phases is an extremely complex process (or may involve several processes) in and of itself. For example,
the nucleation of "fatigue" cracks is extremely difficult to study, and even "pure fatigue" mechanisms can be very
dependent on the intrinsic makeup of the material. Obviously, when one decides to pursue the nucleation of cracksin a
material, one has aready either assumed that the material is crack-free or has proved it! The assumption is the easier path
and the one most often taken. When extraneous influences are involved in nucleation, such as temperature effects (e.g.,
creep), corrosion of al types, or fretting, the problem of modeling the damage is formidable. In recent years, more
research has been done on the latter issues, and models for this phase of life are beginning to emerge.
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Industrial Significance

There is little doubt that fatigue plays a significant role in al industrial design applications. Many components are
subjected to some form of fluctuating stress/strain, and thus fatigue potentialy plays arole in all such cases. However, it
isstill imperative that all designs consider those aspects of nucleation processes other than fatigue that may act to nucleate
cracks that could propagate under the influence of cyclic loads. Theintrinsic state of the material and all potential sources
of cracks must also be evaluated.

Nonetheless, fatigue is a significant and often a critical factor in the testing, analysis, and design of engineering materials
for machines, structures, aircraft, and power plants. An important engineering advance of this century is also the transfer
of the multi-stage fatigue process from the field to the laboratory. In order to study, explain, and qualify component
designs, or to conduct failure analyses, a key engineering step is often the simulation of the problem in the laboratory.
Any simulation is, of course, a compromise of what is practical to quantify, but the study of the multi-stage fatigue
process has been greatly advanced by the combined methods of strain-control testing and the development fracture
mechanics of fatigue crack growth rates. This combined approach (Fig. 1) is a key advance that allows better



understanding and simulation of both crack nucleation in regions of localized strain and the subsequent crack growth
mechanisms outside the plastic zone. This integration of fatigue and fracture mechanics has had important implicationsin
many industrial applications for mechanical and materials engineering.
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Fig. 1 Laboratory simulation of the multi-stage fatigue process. Source: Ref 5
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Fracture and Structure

C. Quinton Bowles, University of Missouri-Columbia/Kansas City

Introduction

IT IS DIFFICULT to identify exactly when the problems of failure of structural and mechanical equipment became of
critical importance; however, it is clear that failures that cause loss of life have occurred for over 100 years (Ref 1, 2).
Throughout the 1800s bridges fell and pressure vessals blew up, and in the late 1800s railroad accidents in the United
Kingdom were continually reported as "The most serious railroad accident of the week"! Those in the United States also



have heard the hair-raising stories of the Liberty ships built during World War Il. Of 4694 ships considered in the final
investigation, 24 sustained complete fracture of the strength deck, and 12 ships were either lost or broke in two. In this
case, the need for tougher structural steel was even more critical because welded construction was used in shipbuilding
instead of riveted plate. In riveted plate construction, a running crack must reinitiate every time it runs out of a plate. In
contrast, a continuous path is available for brittle cracking in a welded structure, which is why low notch toughnessis a
more critical factor for long brittle cracks in welded ships.

Similar long brittle cracks are less likely or rare in riveted ships, which were predominant prior to welded construction.
Nonetheless, even riveted ships have provided historical examples of long brittle fracture due, in part, from low
toughness. In early 1995, for example, the material world was given the answer to an old question, "What was the
ultimate cause of the sinking of the Titanic?" True, the ship hit an iceberg, but it now seems clear that because of brittle
steel, "high in sulfur content even for its time" (Ref 3), an impact which would clearly have caused damage, perhaps
would not have resulted in the ultimate separation of the Titanic in two pieces where it was found in 1985 by
oceanographer Bob Ballard. During the undersea survey of the sunken vessel with Soviet Mir submersibles, a small piece
of plate was retrieved from 12,612 feet below the ocean's surface. Examination by spectroscopy revealed a high sulfur
content, and a Charpy impact test revealed the very brittle nature of the steel (Ref 3). However, there was some concern
that the high sulfur content was, in some way, the result of eighty years on the ocean floor at 6,000 psi pressures.
Subsequently, the son of a 1911 shipyard worker remembered a rivet hole plug which his father had saved as a memento
of his work on the Titanic. Analysis of the plug revealed the same level of sulfur exibited by the plate from the ocean
floor. In the years following the loss of the Titanic metallurgists have become well aware of the detrimental effect of high
sulfur content on fracture.

There are numerous other historical examples where material toughness was inadequate for design. The failures of cast
iron rail steel for engine loads in the 1800s is one example. A large body of scientific folklore has arisen to explain
structural material failures, almost certainly caused by alack of tools to investigate the failures. The author was recently
startled to read on article on the building of the Saint Lawrence seaway that described the effect of temperature on
equipment: "The crawler pads of shovels and bulldozers subject to stress cracked and crumbled. Drive chains flew apart,
cables snapped and fuel linesiced up. . .And anything made of metal, especially cast metal, was liable to crystallize and
break into pieces (Ref 4). It is difficult to realize that there still exists a concept of metal crystallization as a result of
deformation that in turn leads to failure. Clearly, the development of fluorescence and diffraction x-ray analysis,
transmission and scanning electron microscopes, high-quality optical microscopy, and numerous other analytical
instruments in the last 75 years has allowed further development of dislocation theory and clarification of the mechanisms
of deformation and fracture at the atomic level.

During the postwar period, predictive models for fracture control aso were pursued at the engineering level from the
work of Griffith, Orowan, and Irwin. Since the paper of Griffith in 1920 (Ref 5, 6) and the extensions of his basic theory
by Irwin (Ref 7) and others, we have come to realize that the design of structures and machines can no longer under all
conditions be based on the elastic limit or yield strength. Griffith's basic theory is applicable to all fractures in which the
energy required to make the new surfaces can be supplied from the store of energy available as potential energy, in the
form of eastic strain energy. The elastic strain energy per unit of volume varies with the square of the stress, and hence
increases rapidly with increases in the stress level. One does not need to go to very high stress levels to store enough
energy to drive a crack, even though this crack can be accompanied by considerable plastic deformation, and hence
consume considerable energy. Thus, self-sustaining cracks can propagate at fairly low stress levels, a phenomenon that is
briefly reviewed in this article along with the microstructural factors that influence toughness.
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Fracture Behavior

In most structural failures, final fracture is usually abrupt after some sort of material or design flaw (such as a material
defect, improper condition, or poor design detail) that is aggravated by a crack growth process that causes the crack to
reach acritical size for final fracture. The cracking process occurs slowly over the service life from various crack growth
mechanisms such as fatigue, stress-corrosion cracking, creep, and hydrogen-induced cracking. Each of these cracking
mechanisms has certain characteristic features that are used in failure analysis to determine the cause of cracking or crack
growth.

In contrast, the final fracture is usually abrupt and occurs from cleavage, rupture, or intergranular fracture (which may
involve a combination of rupture and cleavage). Fracture mechanisms also are termed "ductile," athough these terms
must be defined on either a macroscopic or microscopic level. This distinction is important, because a fracture may be
termed "brittle” from an engineering (macroscopic) perspective, while the underlying metallurgical (microscopic)
mechanism could be termed either ductile or brittle. For metallurgists, cleavage is often referred to as brittle fracture and
dimple rupture is considered ductile fracture. However, these terms must be used with caution, because many service
failures occur by dimple rupture, even though most of these failures undergo very little overall (macroscopic) plastic
deformation from an engineering point of view.

The majority of structural failures are of the more worrisome type, brittle fracture, and these amost invariably initiate at
defects, notches, or discontinuities. Cracks resulting from machining, quenching, fatigue, hydrogen embrittlement, liquid-
metal embrittlement, or stress corrosion also lead to brittle fracture. In fact, the single most prevalent initiator of brittle
fracture is the fatigue crack, which conservatively accounts for at least 50% of al brittle fractures in manufactured
products by one account (Ref 8).

In contrast, service failure by macroscopic ductile failure is relatively infrequent (although the microscopic mechanisms
of ductile fracture can ultimately lead to macroscopic brittle fracture). Typically, macroscopic ductile fracture occurs from
overloads as a result of the part having been underdesigned (a term that includes the selection and heat treatment of the
materials) for a specific set of service conditions, improperly fabricated, or fabricated from defective materials. Ductile
fracture may aso be the result of the part having been abused (that is, subjected to conditions of load and environment
that exceeded those of the intended use).

This section briefly introduces the macroscopic and microscopic basis of understanding and modeling fracture resistance,
while other articles in this Volume expand upon the microscopic and macroscopic basis of fatigue and fracture in
engineering research and practice. More detailed information on the mechanisms of ductile and brittle fracture is given in
the article "Micromechanisms of Monotonic and Cyclic Crack Growth™ in this Volume.

Griffith Theory and the Specific Work of Fracture. The origins of modern fracture mechanics for engineering
practice may be traced to Griffith (Ref 5, 6), who established an energy-release-rate criterion for brittle materials.
Observations of the fracture strength of glass rods had shown that the longer the rod, the lower the strength. Thus the idea
of adistribution of flaw sizes evolved, and it was discovered that the longer the rod, the larger the chance of finding a
large natural flaw. This physical insight led to an instability criterion that considered the energy released in a solid at the
time aflaw grew catastrophically under an applied stress.

From the theory of elasticity comes the concept that the strain energy contained in an elastic body per unit volume is
simply the area under the stress-strain curve, or:

Uy= (EQ1)

where ¢ is the applied stress and E is Y oung's modulus. However, there is a reduction (that is, arelease) of energy in an
elastic body containing a flaw or a crack because of the inability of the unloaded crack surfaces to support a load. We
shall assume that the volume of material whose energy is released is the area of an elliptical region around the crack (as
shown in Fig. 1) times the plate thickness, B; the volume is 7 (2a) - (a)B. This is based on the area of an ellipse being



rar,, Where r, and ry are the major and minor radii of the ellipse. Then, the total energy released from the body due to the
crack isthe energy per unit volume times the volume, which is:

ol no'a’h
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Fig. 1 Schematic illustration of the concept of energy release around a center crack in aloaded plate

Inidealy brittle solids, the released energy can be offset only by the surface energy absorbed, whichis:
W= (2AB) (2ys) = 4ABys (EQ3)

where 2aB is the area of the crack and 2y is twice the surface energy per unit area (because there are two crack surfaces).

Griffith's energy-balance criterion, in the simplest sense, is that crack growth will occur when the amount of energy
released due to an increment of crack advanceis larger than the amount of energy absorbed:

du _ dw
22 da (EQ 4)

Performing the derivatives indicated in Eq 4 and rearranging gives the Griffith criterion for crack growth:



oVTa=2E7; (EQY)

Fracture theory was built upon this criterion in the early 1940s by considering that the critical strain energy release rate,
G, required for crack growth was equal to twice an effective surface energy, 7V «r:

Gec =27 err (EQ 6)

This 7 is predominantly the plastic energy absorption around the crack tip, with only a small part due to the surface
energy of the crack surfaces. Then, with the development of complex variable and numerical techniques to define the
stress fields near cracks, this energy view was supplemented by stress concepts (i.e. the stress-intensity factor, K, and a

critical value of K for crack growth, K.). Replacing ¥'s with ¥ & in Eq 5 and noting that the energy and stress concepts are
essentially identical (that is, K = V E2G) gives

K=V EG{:: gV Ta (EQT)

which is the crack-growth-criterion equivalent of Eq 1. Thus, K. is the critical value of K that, when it is exceeded by a
combination of applied stress and crack length,will lead to crack growth. For thick-plate plane-strain conditions, this
critical value became known as the plane-strain fracture toughness, K., and any combination of applied stress and crack
length that exceeds this value could produce unstable crack growth, as indicated schematically in Fig. 2(a) (linear-elastic).
This forms the basis for understanding the relation between flaw size and fracture stress, which can be significantly lower
than yield strengths, depending on crack length and geometry (Fig. 3).
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Fig. 2 Relationships between stress and crack length, showing regions and types of crack growth. (a) Linear-
elastic. (b) Elastic-plastic. (c¢) Subcritical
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In work with tougher, lower-strength materials, it was later noted that stable slow crack growth could occur even though
accompanied by considerable plastic deformation. Such phenomena led to the nonlinear J-integral and R-curve concepts,
which can be used to predict the onset of stable slow crack growth and final instability under elastic-plastic conditions, as
noted in Fig. 2(b). Finaly, the fracture mechanics approach was applied to characterize subcritical crack growth
phenomena where time-dependent slow crack growth, da/dt, or cyclic crack growth, da/dN, may be induced by special
environments or fatigue loading. For combinations of stress and crack length above some environmental threshold, K|,
or fatigue threshold, AKy, subcritical growth occurs, as indicated in Fig. 2(c). These concepts form the macroscopic
model of fracture for practical engineering use at the component level.

Microscopic Factors in Fracture. Although planar discontinuities (cracks) are the dominant defect in fracture,
dislocation theory has been another avenue of research. Quite early in the study of materials and their failure, attempts
were made to calculate the theoretical strength of crystals, but of all the possibilities perhaps that of Frenkel (Ref 10) for
estimating the theoretical shear strength is most common. Theoretical (or "ideal") shear strength can be related to ductile
fracture, because the shearing-off mechanism that is basic to shear lip formation in a tensile test and to the final shearing
mode ("interna necking") occurs during void coalescence. However, for cleavage (brittle fracture, which is by far the
most worrisome type of fracture), the corresponding ideal strength is the ideal tensile strength first estimated by Orowan
in 1949 and described by Kelly in Ref 11.



The estimate of Frenkel considers two rows of atoms that shear past one another. The spacing between rows is a, and the
spacing between atoms in the dlip direction is a,. The shear stressis Fand is considered to be sinusoidal. The well-known
result is:

o= BIA(#/27) SIN(27X/B) (EQ8)

where p= shear modulus. The maximum value, which is also the point at which the lattice is mechanically unstable and
dip occurs, is 6= b/a(u/2r). Because a ==Db, the theoretical shear strength is owe ==#/2r, which is several orders of
magnitude greater than the value usualy observed for soft crystals. There have been numerous variations and
improvements to Eq 8 in an effort to improve predictions of material strength, but the result remains essentially the same.
Unfortunately, the strength of a given material predicted by theoretical calculations is much larger than the observed
strength. The question is "why?' Certainly it is important that dip in crystals occurs well below the ultimate stress and
that slip occurs by the movement of dislocations, as postulated by Taylor (Ref 12), Orowan (Ref 13), and Polanyi (Ref
14). But these observations do not completely answer the question, and we are led to search for other reasons for
weakness.

In looking for points of weakness, we begin by noting that pure metals by definition contain no alloying constituents (and
may be single crystals or polycrystalling), while structurally useful materials generally contain alloying constituents for
strengthening and may be precipitation hardening, such as many of the aluminum alloys, but may aso contain larger
second-phase particles. Structural metals may also contain multiple phases, such as the ferrous alloys do, and have grain
boundary phases as well as phases within the grain interior. A method that has been used to classify materias as to their
mode of failure is that of structure. Shown below are some materia properties and their effect on fracture behavior (Ref
15):

Physical property Increasing tendency for brittlefracture

Electron bond Metallic —+lonic —+Covalent

Crystal structure Close-packed crystals —+L ow-symmetry crystals

Degree of order Random solid — Short-range order —+ L ong-range order solution

For the different classes of materials, crystal structure is of fundamental importance because it influences or determines
the competition between flow and fracture. For example, polycrystals of copper are invariably ductile, while magnesium
polycrystals are relatively brittle. Magnesium has a close-packed hexagonal crystal structure, with parameters of a =
3202 A, c=5199 A, and c/a=1.624 A (whichisvery closeto the ratio of 1.633 obtained by piling spheres in the same
arrangement). This structure is basic to much of the physical metallurgy of magnesium and magnesium aloys. At room
temperature, slip occurs mainly on (0001) (<1120>), with a small amount sometimes seen on pyramidal planes such as
(1011) <1120>. As the temperature is raised, pyramidal slip becomes easier and more prevalent. However, note that the
dip directions, whether associated with basal or the pyramidal planes, are coplanar with (0001), a general observation for
al observed dip in magnesium and magnesium alloys. Therefore, it is impossible for a polycrystalline piece of
magnesium to deform without cracking unless deformation mechanisms other than dip are available. These mechanisms
are twinning, banding, and grain-boundary deformation.

At the microstructural level, fracture in engineering aloys can occur by a transgranular (through the grains) or an
intergranular (along the grain boundaries) fracture path. However, regardless of the fracture path, there are essentially
only four principal fracture modes:

Ductile fracture from microvoid coalescence

Brittle fracture from cleavage, intergranular fracture, and crazing (in the case of polymers)
Fatigue

Decohesive rupture

These basic fracture modes are discussed in more detail in the article "Micromechanisms of Monotonic and Cyclic Crack
Growth" in this Volume (with somewhat more emphasis on cleavage than in this article). Cleavage is perhaps more
related to the rapidity of fracturing, as suggested by Irwin's classic paper (Ref 7).



Four major types of failure modes have also been extensively discussed in the literature. A list of classes and the
associated modes of failure is shown below (Ref 16):

Dimpled rupture (microvoid coalescence):

Ductile fracture
Overload fracture

Ductile striation formation

Fatigue cracking (subcritical growth)

Cleavage or quasicleavage

Brittle fracture
Premature or overload failure
Quasicleavage from hydrogen embrittlement

Intergranular failure

Grain boundary embrittlement (by segregation or precipitation)
Subcritical growth under sustained load (stress-corrosion cracking or hydrogen embrittlement)

A study of these fracture classes normally requires use of the scanning electron microscope or the preparation of replicas
that may be examined in the transmission electron microscope. In some instances it is possible to examine cracked
inclusions and second-phase particles using thin foil transmission electron microscopy. An example of this latter behavior
can be found in the work of Broek (Ref 17). Optical microscopy can also be of use for examining large inclusion
particles.
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Precipitation-Hardening Alloys

Precipitation-hardening alloys, such as those of auminum, can be expected to have dispersed fine precipitates that may
range from spherical to platelet, depending on the aloy (Fig. 4a, b). The precipitates may be extremely small and
primarily produce lattice strain, such as the case of Guinier-Preston zones, or they may be somewhat larger but still have
coherent boundaries with the matrix, as in the case of peak-aged alloys, or be in the overaged condition, which usually
results in incoherent boundaries. Precipitates are generally impediments to dislocation motion and therefore tend to raise
both the yield strength and the ultimate strength.

Fig. 4 (a) Platelet formation in a 2xxx-series aluminum alloy that was solution heat treated, quenched, cold rolled 6%, and
aged 12 h at 190 °C. (b) Spheroidal precipitates in a 7xxx-series aluminum alloy. Larger precipitates are seen in the
subgrain boundary as well as around the dispersoid particle. Source: Aluminum: Properties and Physical Metallurgy, J.E.
Hatch, Ed., American Society for Metals, 1984, p 101, 191

Problems begin to arise when laboratory aloys are scaled to commercia production levels. Levels of aloy additions are
more difficult to control, and the purity of starting materials can be almost impossible to maintain. As aresult, in addition
to precipitates there may be larger second-phase particles in the grain interior or the grain boundary (Fig. 4a, b). These
particles, which are also called constituent particles, are assumed to be directly related to dimple rupture and are usually
observed in the bottom of the dimple in fractographs. Finaly, there may be denuded zones at grain boundaries that are
devoid of precipitates and constituent particles (Fig. 4a, 5a, 5b). These denuded zones may also exist around second-phase
particles.




Fig. 5 (a) Precipitate-free zones or denuded zones at a grain boundary in a 6xxx-series alloy. (b) Similar denuded regions
around dispersoid or constituent particles in a 7xxx-series alloy. Source: Aluminum: Properties and Physical Metallurgy,
J.E. Hatch, Ed., American Society for Metals, 1984, p 102

It is certainly possible to consider failure as occurring during tensile overload and general tensile yield. However, we are
also interested in failure resulting from an initial fatigue crack that is formed by cyclic loading, followed by crack growth
and then final failure. These failures generally result in a more localized plastic deformation behavior that is governed by
linear elastic fracture mechanics. With this scenario in mind, Grosskreutz and Shaw (Ref 18), Bowles and Schijve (Ref
19), and McEvily and Boettner (Ref 20), among others, have shown that fatigue cracks generaly initiate at larger
inclusions that are still larger than the usua second-phase particle. An example of this behavior is shown in Fig. 6. As
critical crack lengths are approached, dimple rupture begins. Numerous examples of dimple rupture have been published,
but Broek (Ref 17, 21) was probably the first to demonstrate clearly that void formation begins at the matrix-precipitate or
matrix-constituent particle interface and is followed by a linking of other dimples by a mechanism of interface separation
leading to final fracture.

Fig. 6 Two examples of cracks initiated at inclusions. In figure (a) the crack clearly initiated at a void occurring in a
cracked inclusion cluster. In figure (b) the crack appears to have initiated from the side of the inclusion. Cracks were
observed after 150,000 cycles. Material was 2024-T3.



Although fatigue crack initiation in commercia alloys begins at the inclusion-matrix interface, it has been demonstrated
that many larger particles are broken during fabrication processes such as forging or plate rolling, or the final stretching
that may be part of the heat treatment process. Larger particles can also be broken under tensile loading (Ref 16, 22).
Broek (Ref 17) has also observed by means of thin foil electron microscopy that long slender particles probably fracture,
whereas smaller, more spherical particles form voids at the particle-matrix interface (Fig. 7). In either case these particles
are clearly a potential source of void formation.

Fig. 7 Transmission electron micrograph of thin foil of an aluminum alloy. Fractured elongated dispersoids can be clearly
seen, along with one or two possible interface separations that led to voids. Courtesy of Martinus Nijhoff Publishers.
Source: Ref 21

Numerous authors have devised schematic diagrams depicting void formation and coalescence. One of the more
descriptive schematic diagrams, developed by Broek (Ref 21), is reproduced in Fig. 8. In general the progression is
believed to begin with the formation of small voids at the particle-matrix interface, or perhaps the fracture of some
particles at low stress levels. As stresses begin to increase, voids grow and ultimately begin to link. The stress
distributions shown in Fig. 8 determine the type of dimples that can be expected, and they can be of considerable value to
the failure analyst when it is necessary to determine the loading that caused a particular failure. A fractograph of classic
dimple fracture in an aluminum alloy, with small particles clearly visible in the bottom of the voids, isshownin Fig. 9. A
study of matching fracture surfaces, also carried out by Broek, showed that the particle is always left in the bottom of one
half of the dimple.
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Fig. 8 Different dimple geometries to be expected from three possible loading conditions. The dimple geometry can be
valuable to the failure analyst in determining the loading conditions present at the time of failure. Courtesy of Martinus

Nijhoff Publishers. Source: Ref 21

Fig. 9 Fractograph taken from 2024-Al fracture surface replica. Arrows identify small constituent particles at the bottom
of dimplesthat are the origin of the fracture process. Courtesy of Martinus Nijhoff Publishers. Source: Ref 21

The larger constituent particles in aluminum alloys are generally intermetallic compounds and are relatively insoluble
AlCuFe, M@,Si, and (Fe Mn)Als. Somewhat more soluble particles, such as CuAl, and CuAl,Mg, can also be found.



However, it is virtualy impossible to eliminate these particles by any usual heat treatment once they have formed. A
reduced fracture toughness in aluminum alloys can be attributed to the presence of these particles (Ref 23, 24), and a

change in toughness of 10 to 15 MPa\/,ﬁ has been observed when efforts have been directed at improving alloy
cleanliness by removing copper, chromium, silicon, and iron from commercia alloys. Further evidence of the detrimental
role of particles is given in Fig. 10(a), which shows the decrease of fracture strain with increase of volume percent of
micron-size intermetallic particles for a super-purity aluminum matrix and an Al-4Mg matrix. By contrast, Fig. 10(b)
demonstrates the effect of high-purity 7050 sheet material compared to that of 7475 and other 7xxx-series aluminum
aloys. Clearly, tear strength and fracture toughness are improved by increasing purity. Finally, Fig. 11 demonstrates the
effect of removing constituent particles on the fracture toughness of 7050 aluminum plate.
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Fig. 10 (a) The decrease in fracture strain with increase of volume percent of micron-size intermetallic particles for a
super-purity aluminum matrix and an Al-4Mg matrix. (b) A comparison of high-purity 7050 aluminum sheet, 7475 sheet,
and a 7xxx-series auminum alloy. Tear strength and fracture toughness are clearly better for the super-purity alloy.
Source: Aluminum; Properties and Physical Metallurgy, J.E. Hatch, Ed., American Society for Metals, 1984



Fig. 11 The effect of decreasing the number of Al,CuMg constituent particles on the toughness of 7050 is shown in the
graph. Both notch tensile strength and plane-strain fracture toughness are improved. Source: Aluminum: Properties and
Physical Metallurgy, J.E. Hatch, Ed., American Society for Metals, 1984
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Ferrous Alloys

Effect of Second-Phase Particles. Certain fundamental characteristics of fracture that are observed in aluminum alloys
are also observed in the fracture of ferrous aloys. For example, the presence of particles such as the sulfide inclusions
shown in Fig. 12 results in the typical inclusion-matrix interface failure and the formation of voids, including the possible



brittle fracture of the inclusion itself. Either the interface failure or the particle fracture leads to void formation and the
linking of voids to give ultimate failure with the usual mechanism of dimple rupture. Still another failure mode prevalent
in pearlitic steels is the initial brittle fracture of Fe;C lamella. These fractures open under continued loading and form
voids that can link up to result in larger voids, which in turn further link to give final failure. An example of this type of
initial failure, shown in Fig. 13, is taken from the work of Roland (Ref 25), who was examining several possible high-
toughness experimental alloys suitable for railroad wheels. Finally, it is not unusual to find fracture surfaces with dimples
having small particles at the bottom that have clearly been the sites of initial void formation. In Fig. 14 the resulfurized
AlSI 4130 had higher strength and lower toughness, while the spheroidized low-sulfur AlSI 4130 showed lower strength
and higher toughness. Note also that the void geometry of the spheroidized steel is completely different than that of the
resulfurized steel. However, ultimate failure was still the result of the linking of voidsin both cases.

Fig. 12 Areas from two different fracture surfaces. The fractures are clearly ductile, with varying sizes of dimples and
distinct particles in the bottom of the larger dimples. In the upper right-hand corner of (a), the particle is clearly fractured.
The material was a low-carbon steel (0.52% C, 0.90% Mn, 0.38% Cr, 0.32% Si) that was being considered for railroad
wheels. Source: Ref 19

Fig. 13 Optical photograph of polished surface of a highly strained sample of experimental 0.65% C wheel steel. Initia
fractures of iron carbide lamella are indicated by the arrow. The fractured lamella result in voids that link up to form a
continuous fracture. Source: Ref 19



Fig. 14 Scanning electron micrographs of AlISI 4130 steel. (@) and (b) Fractures of resulfurized steel that had been
guenched and tempered to 1400 MPa. (¢) Low-sulfur AlSI 4130 steel that had been spheroidized to 600 MPa. In all three
photographs, particles can be found in the dimples. Source: Metals Handbook, Sth ed., Vol 8

It is well known that hypoeutectoid steels (those with less than 0.8% C) generally have a proeutectoid grain boundary
ferrite that may be continuous or segregated, depending on the composition, and is present in addition to the usual
pearlite. Grain boundary ferrite is thought to contribute to crack arrest due to the energy expended in blunting a
propagating crack because of the ductile nature of ferrite. Observation of this crack arrest mechanism has been reported
by Bouse et al. (Ref 26) and Fowler and Tetelman (Ref 27). A crack blunting model based on the presence of grain
boundary ferrite was developed by Fowler and Tetelman (Ref 27) and is shown in Fig. 15. In contrast to the proeutectoid
ferrite found in hypoeutectoid steels, grain boundary carbide resulting from proeutectoid FesC in hypereutectoid steels
may also lead to crack arrest. It is very hard and serves as an impediment to crack propagation because of the energy
expended in fracturing the hard carbide. However, the iron carbide would a so be expected to fail in a brittle manner, and
once failed it might lead to lower overall material toughness because of its brittle nature.
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Fig. 15 A crack-blunting mechanism resulting from crack propagation into grain boundary ferrite in proeutectoid aloys.
Courtesy of American Society for Testing and Materials

In addition to the pearlite colonies and grain boundary ferrite or carbide found in plain carbon steels, there are a variety of
second-phase particles in aloy steels, as well as the usua inclusions that are visible in the optical microscope. A
considerable body of literature has examined the effect of particle size and particle distribution on the fracture properties
of alloy steels. For example, an empirical relationship relating the effect of particle size to fracture has been given by
Priest (Ref 28) for aNi-Cr-Mo-V steel with 0.45% C:

Kic= 23 MPAVIL 4 7(0* - oy () (EQ9)

where 6* = 2000 MPa (290 ksi), oys is the material yield strength (in MPa) and A is the average particle spacing between
inclusions (in mm). Figure 16 shows that Eq 9 fits the experimental data for large variations in particle spacing as well as
for three different test temperatures. In all cases reported, a dimpled rupture surface was the microstructural failure mode.
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Fig. 16 Plot of Eq 1 from Priest (Ref 28), demonstrating the relationship between constituent particle spacing, material
yield stress, and fracture toughness (Ref 15). Experimental data points are for the 0.45C-Ni-Cr-Mo-V steel. Source: Ref
16

Schwalbe (Ref 29) has suggested a model as shown in Fig. 17, whereby the crack-tip opening displacement, o, is related
to the distance between voids, d. Schwalbe assumes that constancy of volume and plane-strain conditions cause crack
advance because of negative strain in the x-direction. The large plastic strains also are responsible for fracture of
inclusions (or boundary separation at the inclusion-matrix interface), which leads to void formation. Because the dimple
size roughly corresponds to d, one can write:

Crack tip opening displacement = d; (EQ 10
dr=D (EQ 11)

Thus, the more closely spaced the inclusions (and by inference, the larger the density of particles), the smaller the crack-
tip opening displacement and the sooner void coal escence with the crack tip begins. Assuming that the onset of instability
is related to void coalescence with the crack tip, then an increase in K. should be expected with an increase in d. The
relationship between volume fraction of inclusions in aluminum and K, is shown in Fig. 18(a), and Fig. 16(b), which
shows the effect of sulfur content on the fracture properties of 0.45C-Ni-Cr-Mo steels (Ref 32). In Fig. 18(b) the
embirittling effect of sulfur results from the dimple formation at sulfides. Finally, note that d in Eq 10 and Ain Eq 9 are
essentially equivalent.
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Fig. 17 Model of static crack advance after Schwalbe (Ref 29). The crack-tip opening displacement is equal to the dimple
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Fig. 18 (a) Fracture toughness of some aluminum aloys vs. volume fraction of inclusions. (b) Fracture toughness of
0.45C-Ni-Cr-Mo steds as afunction of sulfur content and tensile strength

Similar relationships are discussed by Hahn (Ref 33), who has examined the relationships between particle size, particle
spacing, and the results of tensile tests, Charpy V-notch impact tests (CVN), and fracture toughness (K. results. Hahn's
results seem to show that the important variable is the size of the stressed volume. Thus, CVN samples, which have a



larger stressed volume in front of a somewhat blunt notch, tend to be more strongly influenced by the particle size in the
stressed volume, whereas K. samples, which have a much smaller stressed volume at the tip of a fatigue crack, typically
give results that are more dependent on the particle spacing in the volume in front of the crack tip. Hahn also advances the
interesting hypothesis that the differing dependencies of CVN and K| tests explain the lack of an all-inclusive, single
equation that is able to correlate CVN and K| results for al steels. An example of noncorrelating CVN and K| toughness
measurements is shown in Table 1.

Table 1 Example of noncorrelating Charpy V-notch (CVN) and K, toughness measurements of AISI
4340 steel

. (a)
Condition™ | CVN energy, J Kie, MPaV 1 | K, MPaV/ 111

A 6.6 70 52
B 95 34 33
Source: Ref 34

(a) Condition A--1 h at 1200 °C, salt quench to 870 °C, 1 h at 870 °C, oil quench to room temperature, oo = 1592 MPa.
Condition B--1 h at 870 °C, oil quench to room temperature, oo = 1592.

Effect of Matrix. Although void formation and the role of second-phase particles and small inclusions are important, itis
well known that properties of the matrix may aso have an important influence on fracture toughness behavior. For
example, Rice (Ref 35) has shown that an increase in matrix strength results in an increase in plastic zone normal stress,
such that:

oy =0y (1+7/2) (EQ 12

where o, is the stress normal to the crack path and oy is the material yield strength. Thus, higher yield strengths result in
smaller particles, contributing to dimple formation that in turn results in a smaller average effective inclusion spacing.
Similar observations were found by Psioda and Low (Ref 36) during a study of maraging steels. Generally, any change
that increases yield strength (such as lower temperature, high deformation rate, or heat treatment) results in a decrease in
Ki.. Of course, microstructural changes (such as change in particle size as a result of heat treatment) negates this
statement. Pellissier (Ref 37) concludes that a fine, homogeneous distribution of particles of intermetallic compounds
results in a high fracture toughness, whereas in martensitic steels the higher carbide content due to high carbon is
detrimental to toughness. It should also be noted that Eq 12 is for an elastic perfectly plastic material and that with strain
hardening, substantial increases in ¢, can develop.

Numerous workers have examined high-strength steels such as AlISI 4340 and AlSI 4130. Low tempering temperatures
led to a carbide film at the martensite lath boundaries and thus led to low toughness for 4340, according to Wei (Ref 38),
whereas Parker (Ref 39) suggests that fracture toughness in the as-quenched condition of AISI 4340 and similar steelsis
determined by precipitation at prior-austenite grain boundaries.
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Titanium Alloys

The titanium alloys are somewhat unique in that they can exist in the apha (face-centered cubic), beta (body-centered
cubic), or apha + beta condition, depending on the alloy composition and heat treatment. However, in any case, interface
weaknesses between the phases tend to lead to failure. For example, Gerberich and Baker (Ref 40) have shown that a
change from an equiaxed apha to a platelet alpha structure gives an increase in K, of approximately 25%, with 5% or
less change in yield strength and ultimate strength. The authors concluded that the properties changed because of the
change in fracture path that resulted from the change in microstructure. The authors also noted that an increase in oxygen
content tended to cause embrittlement of the apha phase, with a subsequent decrease in toughness. In another paper,
Gerberich (Ref 16) reiterates the importance of both composition and microstructural effects on the toughness of Ti-6Al-
4V. For example, he points out that the alpha plateletsin the alpha + beta Widmanstétten matrix may be either detrimental
or beneficial, depending on the oxygen content. However, there apparently is no processing route that provides a

toughness greater than 55 MPaV' 111 for yield strengths greater than about 1080 MPa.

Finally, an experimental alpha + beta aloy was studied where the strength was held constant in both the equiaxed apha
and transformed microstructural conditions. For equiaxed apha, toughness increased with beta grain boundary area per
unit volume. In the transformed condition, toughness increased with an increase in the percentage of primary alpha. Table
2 gives the relationship between K. and the fraction of transformed structure for Ti-6Al-4V.

Table 2 Relation between K, and fraction of transformed structure Ti-6Al-4V

Heat treat temperature | Fraction of | K.
° ° transfor med L
¢ i structure, % MPaV I | ks \/H
1050 1920 100 69.0 63
950 1740 70 61.5 56
850 1560 20 46.5 42
750 1380 10 39.5 36

Harrigan (Ref 41) has examined the effect of microstructures on the fracture properties of titanium alloys and concludes
that variations in microstructures can result in large scatter of experimental results. Thisis suggested by Fig. 19, where no
correlation is evident between toughness and yield strength. Still another representation of the relationship between
microstructure and toughness for titanium alloys was given by Rosenfield and McEvily (Ref 42), who conclude that
toughness depends on the size, shape, and distribution of the phases that are present (Fig. 20). Metastable beta aloys
appear to have the highest toughness, while alpha + beta alloys are generally less tough.
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Fig. 20 Diagram demonstrating the relationship between alloy strength and alloy microstructure for titanium alloys.
Source: Ref 42
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Fatigue Properties in Engineering

D.W. Cameron, Allegany, NY, and D.W. Hoeppner, Department of Mechanical Engineering, University of Utah

Introduction

FATIGUE PROPERTIES are an integral part of materials comparison activities and offer information for structura life
estimation in many engineering applications. They are a critical element in the path relating the materials of construction
to the components and must take into account as many influences as possible to reflect the actual product situation. In
application, fatigue is a detail analysis, trying to assess what will occur at a particular location of a component or
assembly under cyclic loading.

The topic of fatigue properties is very broad and is typically based on testing coupons. To be applicable, determined
properties must support one of the fatigue design philosophies that may be applied to the part. In this article the three
general approaches to fatigue design are stated, with discussion of their respective attributes, and their individual property
requirements are described. The intent here is not to present a comprehensive catalog of properties; that would take many
volumes this size. Instead, the purpose is to provide the basic insights necessary to examine those properties that can be
found, review some of the common presentation formats, and recognize their inherent characteristics. It is important to
review information criticaly for any use, to know when a direct "apples to apples’ comparison can be made, and
potentially to know how to manipulate some of the datato put it on equal footing with information gathered from diverse
sources. The susceptibility of mechanical properties to variation through microstructural manipulation and structural
consideration can be substantial.

The importance of testing in property generation is reviewed briefly, and material, property, and structure relations are
discussed. Three sections then cover properties specific to each of the magjor design approaches:. stress-life, strain-life, and
fracture mechanics. The individual sections offer selected examples of properties that reflect some detail of each
approach.

Although life estimation is not the subject of this article, it is obvious that this is one of the main uses of the "properties’
development. Basically, data on test coupons are only good at estimating the life of test coupons; other structures may not
be as amenable to estimation. A life estimation within afactor of 2 would be exceptional, and perhaps one within an order
of magnitude would not be considered too outrageous, depending on the quality of information, appropriateness of
technique, and "property” data. The substantial amount of scatter in results is one of the contributing features to these
difficulties. Certainly verification of life estimations should be considered an important activity to confirm the
calculations.



For the sake of brevity, we limit our discussion to constant-amplitude loading. Often, variable-amplitude loading is
necessary to correctly replicate structural situations. It is essential to understand that variable-amplitude loading can
produce different rankings than constant-amplitude results. Another concession to brevity is that within the fracture
mechanics area, only plane-strain considerations are included. Among other critical aspects not covered specifically here
are: crack nucleation models and the basic physics of this process and as well as that of crack extension; the extremely
important extrinsic factor of environment on both “initiation' and propagation characteristics; and other phenomenon such
as fretting discussed in more detail elsewherein this Volume.

Fatigue Design Philosophies

To be usable in anything other than a comparative sense, fatigue properties must be consistent with one of three general
fatigue design philosophies. Each of these has a concomitant design methodology and one or more means of representing
testing data that provide the “properties of interest. These are:

Design philosophy Design methodology Principal testing data description
Safe-life, infinite-life Stress-life SN

Safe-life, finite-life Strain-life e-N

Damage toler ant Fracture mechanics da/dN - AK

These "lifing" or assessment techniques correspond to the historical development and evolution of fatigue technology
over the past 150 to 200 years.

The safe-life, infinite-life philosophy is the oldest of the approaches to fatigue. Examples of attempts to understanding
fatigue by means of properties, determinations, and representations that relate to this method include August Wohler's
work on railroad axles in Germany in the mid-1800s (Ref 1). The design method is stress-life, and a general property
representation would be SN (stress vs. log number of cyclesto failure). Failurein SN testing is typically defined by total
Separation of the sample.

General applicability of the stress-life method is restricted to circumstances where continuum, "no cracks' assumptions
can be applied. However, some design guidelines for weldments (which inherently contain discontinuities) offer what
amount to residual life and runout determinations for a variety of process and joint types that generally follow the safe-
life, infinite-life approach (Ref 2). The advantages of this method are simplicity and ease of application, and it can offer
some initial perspective on a given situation. It is best applied in or near the elastic range, addressing constant-amplitude
loading situations in what has been called the long-life (hence infinite-life) regime.

The stress-life approach seems best applied to components that 1ook like the test samples and are approximately the same
size (this satisfies the similitude associated with the use of total separation as a failure criterion). Much of the technology
in application of this approach is based on ferrous metals, especially steels. Other materials may not respond in a similar
manner. Given the extensive history of the stress-life method, substantial property data are available, but beware of the
testing conditions employed in producing older data.

Through the 1940s and 1950s, mechanical designs pushed to further extremes in advanced machinery, resulting in higher
loads and stresses and thus moving into the plastic regime of material behavior and a more explicit consideration of finite-
lived components. For these conditions, the description of local events in terms of strain made more sense and resulted in
the development of assessment techniques that used strain as a determining quantity. The general data (property)
presentation is in terms of &-N (log strain vs. log number of cycles or number of reversals to failure). The failure criterion
for samples is usually the detection of a"small" crack in the sample or some equivalent measure related to a substantive
change in load-deflection response, athough failure may also be defined by separation.

Employment of strain is a consistent extension of the stress-life approach. As with the safe-life, infinite-life approach, the
strain-based safe-life, finite-life philosophy relies on the "no cracks' restriction of continuous media. While considerably
more complicated, this technique offers advantages: it includes plastic response, addresses finite-lived situations on a
sounder technical basis, can be more readily generalized to different geometries, has greater adaptability to variable-
amplitude situations, and can account for a variety of other effects. The strain-life method is better suited to handling a



greater diversity of materials (e.g., it is independent of assuming steel-like response for modification factors). Because it
does not necessarily attempt to relate to total failure (separation) of the part, but can rely on what has become known as
"initiation” for defining failure, it has a substantial advantage over the stress-life method. Difficulties in applying the
method arise because it is more complex, is more computationally intensive, and has more complicated property
descriptions. In addition, because this method does not have as extensive a history, "properties’ may not be as readily
available.

The ability to generate and model both SN and ¢-N data effectively is clearly very important. Three good sources for
increasing the understanding of this are ASTM STP 91A (Ref 3), ASTM STP 588 (Ref 4), and Ref 5. Specifications
covering theindividual areas are indicated below.

From a design standpoint, there are some circumstances where inspection is not a regularly employed practice,
impractical, unfeasible, or occasionally physically impossible. These situations are prime candidates for the application of
the safe-life techniques when coupled with the appropriate technologies to demonstrate the likelihood of failure to be
sufficiently remote.

The notable connection between the two techniques described above is the necessary assumption of continuity (i.e., "no
cracks"). Many components, assemblies, and structures, however, have crack-like discontinuities induced during service
or repair or as a result of primary or secondary processing, fabrication, or manufacturing. It is abundantly clear that in
many instances, parts containing such discontinuities do continue to bear load and can operate safely for extended periods
of time. Developments from the 1960s and before have produced the third design philosophy, damage tolerant. It is
intended expressly to address the issue of "cracked" components.

In the case where a crack is present, an alternative controlling quantity is employed. Typically this is the mode | stress-
intensity range at the crack tip (AK)), determined as a function of crack location, orientation, and size within the geometry
of the part. This fracture mechanics parameter is then related to the potential for crack extension under the imposed cyclic
loads for either subcritical growth or the initiation of unstable fracture of the part. It is markedly different from the other
two approaches. Property descriptions for the crack extension under cyclic loading are typically da/dN - AK, curves (log
crack growth rate vs. log stress-intensity range).

The advantage of the damage tolerant design philosophy is obviously the ability to treat cracked objects in a direct and
appropriate fashion. The previous methods only alow for the immediate removal of cracked structure. Use of the stress-
intensity values and appropriate data (properties) allows the number of cycles of crack growth over arange of crack sizes
to be estimated and fracture to be predicted. The clear tie of crack size, orientation, and geometry to nondestructive
evauation (NDE) is also a plus. Disadvantages are: possibly computationaly intensive stress-intensity factor
determinations, greater complexity in development and modeling of property data, and the necessity to perform numerical
integration to determine crack growth. In addition, the predicted lives are considerably influenced by the initial crack size
used in the calculation, requiring quantitative development of probability of detection for each type of NDE technique
employed. Related to the initial crack size consideration is the inability of this approach to model effectively that the
component was actually suitable for modeling as a continuum, which eliminates the so-called "initiation" portion of the
part life.
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Considerations in Conducting Tests

Having properties implies testing of materials to make such determinations. Even approximations of properties assume
some model of behavior, and initially testing was employed to provide that information. Thus, testing per se warrants
some discussion.

The principal question to be asked when considering testing is whether or not the desired information will be produced by
the testing. This is reflected directly in the "properties’ that will result. Fatigue testing can vary from a few preliminary
tests to elaborate, sophisticated programs. In support of deriving the necessary data in the best manner, the principal
author identifies three critical aspects of testing programs as the three E's of testing: efficacy, efficiency, and economy.
These are certainly not unique to fatigue. They are stated in order of importance and are interpreted as follows:

Efficacy: The testing must tell you what you want to know and provide it to the required confidence level. It must
be physically capable of generating the desired information, and it must be designed to discriminate to the degree
necessary to sort out the details or subtleties of response that is required. (It is sometimes the task of testing to
determine whether any difference can be distinguished.) This may call for extensive experimental design up front,
and statistical examination of data. Established and consistent test procedures are always a requirement.
Efficiency: The testing should be scheduled, consistent with maintaining efficacy, to generate the greatest amount
of usable/desired information as early as possible in the test program.

Economy: Testing should proceed in the most economical manner without compromising efficacy, while meeting
the desired information generation levels as well as possible.

Boath efficiency and economy are necessarily subservient to efficacy. A substantial amount of work may have to be done
before testing begins, to maximize the likelihood of success. If test program manipulations are to be done, they must be
done only to balance efficiency/economy issues. If the testing proceeds without the ability to generate the necessary
information (e.g., effectively identify subtleties), or if it is altered midstream with the same result, the integrity of the
program is breached and there is little or no justification to run or continue the tests (at least according to the original
intent of the project). Explicit consideration of the statistical nature of fatigue data should always be part of a testing
program.

Assessing Fatigue Characteristics

Supporting Information and What to Look for in Fatigue "Properties” Data. The ability to assess properties
information is one of the critical points in deciding if the data found are applicable and usable. Testing should have been
doneto a stated, set procedure or standard, and al information germane to the testing and resulting data should have been
recorded. With the multitude of influential variables, obviously thislist can get quite long, but without it the relative value
of the information cannot be determined. Dogs and horses have pedigrees, so do data.

For example, in trying to find fatigue properties of rather heavy 7075-T6 aluminum alloy forging, afatigue curveis found
that indicatesit is for this alloy and condition. The plot indicates a single line drawn on Sya versus log N coordinates, and
that's all. What use is it? There is no other description provided. Recommendation: ignore it, or call the originator for
clarification. Use of the data would be risky, because there is not sufficient information present to make a defensible
assessment. Many necessary pieces of dataare simply missing. A partial list might be:

What were the coupon size and geometry?

Was there a stress concentration?

What was the temperature?

Was an environment other than lab air employed?

What was the specimen orientation in the original material?

Does the line represent minimum, mean, or median response?

How many samples were tested?

What was the scatter?

If the plot is based on constant-amplitude data, what were the frequency and waveform?
Was testing performed using variable-amplitude loading? What spectrum?
What was the failure criterion?



If there were runouts, how were they handled and represented?

If the data found describe a thin sheet responsg, it is the wrong data.

If the product form is correct, but the plot represents testing done at R = 0.3 and fully reversed data are required,
the plot may be helpful, but it is not what is desired.

Material chemistry; product form, condition, and strength level; coupon geometry, size, orientation, and preparation;
testing equipment, procedures, parameters, failure criterion, and number of samples; data treatment; and sequence of
testing are just some of the contributing and possibly controlling features represented by the single line on the graph. An
example of what should be considered important as supporting facts can be found in ASTM E 468-90, "Presentation of
Constant Amplitude Fatigue Test Results for Metallic Materials' (Ref 6). It provides guidelines for presenting
information other than just final data.

Finding, characterizing, and critical review are clearly extremely challenging parts of attempting to apply materials
properties data, with critical designs requiring the most stringent consideration. In some cases this is extremely difficult:
necessary data may be sparse, proprietary, and/or poorly documented and very careful use of any information the only
choice available. Different criterion, however, apply to the use of property descriptions as examples, representative of
potential responses for purposes of demonstration and illustration (as they are employed here). While full documentation
is still desirable, the use of information in this context only requires that the data be judged an adequately sound depiction
of the archetypal behavior.

Asin al disciplines, the definition and standardization of both terms and nhomenclature are extremely important. A survey
of different books, articles, and other literature sources indicates that the fatigue community is no exception to
maintaining consistency in this area. The reader is directed to ASTM E 1150-87 (1993), "Standard Definitions of Terms
Relating to Fatigue" (Ref 7), for terminology. The authors have attempted to adhere to those definitions.

One point should be made very clear: to establish the nature of any constant-amplitude fatigue data, two dynamic
variables must be stated, or as a poor second, implied by the nature of the testing. Many dynamic variables apply to
constant-amplitude loads. Pmax, Pmin, Pm, Pa @nd AP, which indicate load maximum, minimum, mean, amplitude, and
range, respectively. Two load ratio quantities are also frequently encountered: R and A, defined as Pyin/Pmax @and Py/Pr,
respectively. Note that P, asload, is used in a generic sense here, with other possibilities including S,, aternating stress; £
m, Mean strain; AK, stress-intensity range; and so on. These dynamic variables are related such that if any two are known,
al the others can be determined, but two must be known.

As an example, if a series of tests are conducted at a constant R value (Syin/Snax), @nd the alternating stress is used as the
other independent dynamic variable, an SN curve for that situation can be produced and al dynamic variables can be
determined. If only one variable is given (e.g., S, or Sna), there isinsufficient information to tell what the test conditions
were and the data are virtually useless.
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Material-Property-Structure Interrelations

It is important to discriminate between fatigue "properties’ and structural fatigue response within the context of this
article. The term fatigue properties is used to describe the response of atest coupon, with all the necessary standardization
and other work that this implies. This point is then used to determine the "properties’ content of the rest of the article.
While test coupons are indeed mini-structures, they are frequently items of geometric convenience, designed for the
exigencies of testing, prepared especially for the investigation, and idealized for specific testing or influence
determinations. Their relation to any specific structure can be very remote.



A few comments on what ends up as the material for a structure should also be made. First is a composition, essentialy
the basic chemistry of an alloy or the specific components of a composite. Producing the structure may require a few or
many steps beyond this chemistry/components combination. Primary processing plays an important role. As examples, an
investment cast superalloy blade will have different characteristics depending on whether it is made using an equiaxed,
directionally solidified, or single-crystal process; and fiber-reinforced composites clearly have numerous wrap/lay
configurations that can influence their response. Subsequent thermal treatment for an aloy, or curing conditions for a
composite, also contribute to the end product. Many metallic alloys, far from being the uniform homogenous materials
often envisioned, are carefully orchestrated arrangements of microconstituents designed to provide specific property
balances from these in situ composites.

Effects of scale in the production of a material can have controlling effects. Examples are graphite size in gray iron,
transformation characteristics of steels or titanium alloys in heavy sections, mechanical working in forgings and
extrusions, distributions of fibers in chopped-fiber reinforced polymer parts, and phase and discontinuity distribution in
ceramics. Further considerations might include machining processes, plating, shot-peening, adhesive bonding, welding,
and amyriad of other influences that confound what initially appears to be the desired, rather straightforward association
between the material content and structure. Thisis coupled with the geometric requirements of shape necessary to provide
the geometry of the structure. Indeed, it is equally true that the material defines the structure and the structure defines the
material.

A small shaft smply loaded in rotating bending may behave quite like specimens tested in a similar manner. On the other
hand, a composite wing, built up from multiple parts joined by adhesives and mechanical fasteners, should not be
expected to behave in the same manner as a small simple-configuration test coupon of skin material. Attributes of the
material, coupon, or structure, along with testing conditions, contribute to the structure-sensitive mechanica behavior
identified here as fatigue properties. These have been aptly categorized by Hoeppner (Ref 8) as intrinsic and extrinsic
factors, and substantial progress has been made in understanding and controlling both. Design of the materials covers the
intrinsic characteristics (e.g., composition, grain size, cleanliness level, layup geometry, and cure cycle). Mechanical
design for a specific application addresses the extrinsic influences of the scale, geometry, stress state, loading rates,
environment, etc. Both material design and mechanical design play synergistic, substantial, and possibly determining
rolesin controlling the structural response to cyclic loads.

Does this eiminate the importance of testing and property determinations? Certainly not, but it does increase awareness
of the limitations of testing and suggests that they at least be recognized and included in actual structural assessments.

The three following sections provide examples of property determinations from each of the three major groups (SN, £-N,
and da/dN). Each example demonstrates the general and/or specific aspects of the information within the context of the
design philosophy it supports. Where examples of data are offered, the reader should regard the information as indicative
only of the specific material/process/product combination involved.
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Infinite-Life Criterion (S-N Curves)

Safe-life design based on the infinite-life criterion reflects the classic approach to fatigue. It was initially developed
through the 1800s and early 1900s because the industrial revolution's increasingly complex machinery produced dynamic
loads that created an increasing number of failures. The safe-life, infinite-life design philosophy was the first to address
this need.

As stated earlier, the stress-life or SN approach is principally one of a safe-life, infinite-life regime. It is generally
categorized as a "high cycle fatigue" methodology, with most considerations based on maintaining elastic behavior in the
sample/components/assemblies examined. The "no cracks' requirement is in place, although all test results inherently
include the influence of the discontinuity population present in the samples.



This methodology is one where the influence of steel seems virtually overwhelming, despite the fact that substantial work
has been done on other aloys and materials. There are many reasons for this, including the place of steel as the
predominant metallic structural material of the century: in land transportation, in power generation, and in construction.
The "infinite-life" aspect of this approach is related to the asymptotic behavior of steds, many of which display a fatigue
limit or "endurance" limit at a high number of cycles (typically >10°) under benign environmental conditions. Most other
materials do not exhibit this response, instead displaying a continuously decreasing stress-life response, even at a great
number of cycles (10° to 10°%), which is more correctly described by a fatigue strength at a given number of cycles. Figure
1 shows a schematic comparison of these two characteristic results. Many machine design texts cover this method to
varying degrees (Ref 9, 10, 11, 12, 13, 14).

60

E_U__

40

20

20

atress amphilude (AS2), ksi

Monferrous
10 -
0 | | I
104 105 106 107 108

MNumber of cycles to failure

Fig. 1 Schematic SN representation of materials having fatigue limit behavior (asymptotically leveling off) and those
displaying afatigue strength response (continuously decreasing characteristics)

What about the SN data presentation? Stress is the controlling quantity in this method. The most typical formats for the
data are to plot the log number of cyclesto failure (sample separation) versus either stress amplitude (S;), maximum stress
(Swex), OF perhaps stress range (AS) (Ref 15). Remember that one other dynamic variable needs to be specified for the data
to make sense. Figures 2(a) and 2(b) provide plots for three constant-R value tests (R is the second dynamic variable).
Note the apparent reversal of the effect of R, athough the data are identical. Clearly, while the analytical result must be
identical regardless of which graphic means is employed, the visual influence in interpretation varies with the method of
presentation.
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Fig. 2 The influence of method of SN data presentation on the perceived effect of R value. (a) Stress amplitude vs. N. (b)
Maximum stressvs. N

Many applications of this technique require estimations of initial properties and provision for approximating other effects.
Overal influences of various conditions (e.g., heat treatment, surface finish, and surface treatment) were determined
using substantial empiricism: test and report results. Consequently, much of the challenge was met by testing
coupons/components with variations in processing to establish some guidelines for the effect of each such ateration (i.e.,
see Ref 16). Thus, various correction factors were developed for a variety of conditions, including load type, stress
concentration, surface finish, and size. The influences of these intrinsic and extrinsic effects on the properties are typically
accounted for by graphics (e.g., Fig. 3), tabular presentations, or mathematical expressions. Reference 18 is an excellent
example of this approach, presented in the form of a standard.
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Fig. 3 A plot of reduction factor for use in estimating the effect of surface finish on the S-N fatigue limit of steel parts.
Source: Ref 17

Mean stress influences are very important, and each design approach must consider them. According to Bannantine et al.
(Ref 13), the archetypa mean (S,) versus amplitude (S,) presentation format for displaying mean stress effects in the safe-
life, infinite-life regime was originally proposed by Haigh (Ref 19). The Haigh diagram can be a plot of real data, but it
reguires an enormous amount of information for substantiation. A slightly more involved, but also more useful, means of
showing the same information incorporates the Haigh diagram with S and S, axes to produce a constant-life diagram.
Examples of these are provided below.

For general consideration of mean stress effects, various models of the mean-amplitude response have been proposed. A
commonly encountered representation is the Goodman line, although several other models are possible (e.g., Gerber and
Soderberg). The conventional plot associated with this problem is produced using the Haigh diagram, with the Goodman
line connecting the ultimate strength on S, and the fatigue limit, corrected fatigue limit, or fatigue strength on S.. This
line then defines the boundary of combined mean-amplitude pairs for anticipated safe-life response. The Goodman
relation is linear and can be readily adapted to a variety of manipulations.



In many cases Haigh or constant-life diagrams are simply constructs, using the Goodman representation as a means of
approximating actual response through the model of the behavior. For materials that do not have a fatigue limit, or for
finite-life estimates of materials that do, the fatigue strength at a given number of cycles can be substituted for the
intercept on the stress-amplitude axis. Examples of the Haigh and constant-life diagrams are provided in Fig. 4 and 5.

Figure 5 is of interest also because of its construction in terms of a percentage of ultimate tensile strength for the strength
ranges included.
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Fig. 5 A constant-life diagram for alloy steels that provides combined axes for more ready interpretation. Note the
presence of safe-life, finite-life lines on this spot. This diagram is for average test data for axial loading of polished
specimens of AlISI 4340 sted (ultimate tensile strength, UTS, 125 to 180 ksi) and is applicable to other steels (e.g., AlSI
2330,4130, 8630). Source: Ref 20

What are some other examples of metallic response to cyclic loading in this regime? First, consider the behavior of an
aluminum aloy 2219-T85 in Fig. 6, consistent with current MIL-HDBK-5 presentations, showing a Sy versuslog N plot
with the supporting data shown. Figure 7 shows the constant-life diagram for Ti-6Al-4V, solution treated and aged, from
another MIL-HDBK-5 case: it includes both notched and unnotched behavior, and constant-life lines for various finite-
life situations.
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Fig. 6 Best-fit SN curves for notched, K, = 2.0, 2219-T851 aluminum alloy plate, longitudinal direction. Thisis atypical
SN diagram from MIL-HDBK-5D showing the fitted curve as the actual data that support the diagram. This is the
currently required approach for representing this type of information in that handbook. Source: Ref 21
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Fig. 7 Typical constant-life diagram for solution-treated and aged Ti-6Al-4V aloy plate at room temperature, longitudinal
direction. Notched and smooth behavior are indicated in this constant-life diagram in addition to the finite-life lines. The
influence notches is one of the critical effects on the fatigue of component details. Source: Ref 22

Plastics and polymeric composites are interesting materials for the variety of responses they can present under mechanical
loading, with dynamic excitation being no exception. The nature of hydrocarbon bonding results in substantially more
hysteresis losses under cyclic loading and a greater susceptibility to frequency effects. An example of S-N-type results for
avariety of materialsis provided in Fig. 8 (which is missing one dynamic variable). Also, different specifications are used
for fatigue testing of plastics (e.g., Ref 24). The plastics industry also employs tests to determine a "static" fatigue
response, which is a sustained load test similar to a stress-rupture or creep test of metallic materials.
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In application, this method is in its simplest form for steels in a benign environment. The task is to compare the S,
determined in the part to a S, versus N curve at the necessary R value. If the operationa S, is less than the fatigue limit,
then an acceptable safe-life, infinite-life situation exists (for whatever reliability was implied). In a slightly more complex
scenario, the S, S, pair operating in a component is compared to the appropriately determined Goodman line on a Haigh
diagram with two possible results: results on or under the Goodman line indicate an acceptable safe-life, infinite-life
situation; or while results above the Goodman line indicate a finite-life situation that can be managed if the general
boundary conditions of the method are not heavily abused.

Difficulties occur in multiaxial stress states (discussed in a separate article elsewhere in this Volume) because of the
difficulty in identifying an appropriate "stress." The assumption of the failure criterion associated with separation can be
problematic in disparate coupon-structure situations. While cumulative damage can be accounted for using this technique,
there is no means of including load sequence effects in variable-amplitude loading (which are known to be important).

The stress-life technique offers a variety of advantages. Its extension using strain as a controlling quantity is a natural
progression of technology.

References cited in this section

9. C. Lipson, G.C. Noll, and L.S. Clock, Stress and Strength of Manufactured Parts, McGraw-Hill, 1950

10. J.E. Shigley and L.D. Mitchell, Mechanical Engineering Design, McGraw-Hill, 4th ed., 1983

11. A.H. Burr, Mechanical Analysis and Design, Elsevier, 1981

12. H.O. Fuchs and R.I. Stephens, Metal Fatigue in Engineering, John Wiley and Sons, 1980

13. JA. Bannantine, J.J. Comer, and J.L. Handrock, Fundamentals of Metal Fatigue Analysis, Prentice-Hall, 1990
14. Fatigue Design Handbook, Society of Automotive Engineers, 2nd ed., 1988

15. ASTM E 468-90, Standard Practice for Presentation of Constant Amplitude Fatigue Test Results for Metallic
Materials, Annual Book of ASTM Sandards, Vol 03.01, ASTM, 1995

16. H.J. Grover, SA. Gordon, and L.R. Jackson, Fatigue of Metals and Structures, NAVAER 00-25-534, Prepared for



Bureau of Aeronautics, Department of the Navy, 1954
17. R.C. Juvinall, Engineering Considerations of Stress, Strain, and Strength, McGraw-Hill, 1967, p 234
18. "Design of Transmission Shafting," ANSI/ASME B106.1M-1985, American Society of Mechanical Engineers, 1991
19. JA. Bannantine, J.J. Comer, and J.L. Handrock, Fundamentals of Metal Fatigue Analysis, Prentice-Hall, 1990, p 6
20. R.C. Juvinall, Engineering Considerations of Sress, Srain, and Srength, McGraw-Hill, 1967, p 274

21. MIL-HDBK-5D, Military Standardization Handbook, Metallic Materials and Elements for Aerospace Vehicle
Structures, 1983, p 3-164

22. MIL-HDBK-5D, Military Standardization Handbook, Metallic Materials and Elements for Aerospace Vehicle
Structures, 1983, p 5-87

23. A. Moet and H. Aglan, Fatigue Failure, Engineering Plastics, Vol 2, Engineered Materials Handbook, ASM
International, 1988, p 742

24. ASTM D 671-93, Test Method for Flexural Fatigue of Plastics by Constant-Amplitude-of-Force, Annual Book of
ASTM Sandards, Vol 08.01, ASTM, 1995

Finite-Life Criterion (g-N Curves)

With more advanced and highly loaded components, it became obvious that stress-based techniques alone would not be
sufficient to handle the full range of problems that needed to be addressed using continuum assumptions. The occurrence
of plasticity, for example, and the accompanying lack of proportionality between stress and strain in this regime led to the
use of strain as a controlling quantity. Thiswas an evolutionary, not revolutionary, change in technology.

Strain-life is the general approach employed for continuum response in the safe-life, finite-life regime. It is primarily
intended to address the "low-cycle" fatigue area (e.g., from approximately 10° to 10° cycles). The basic approaches and
modeling, however, also make it amenable to the treatment of the "long-life" regime for materials that do not show a
fatigue limit. The use of a consistent quantity, strain, in dealing with both, rather arbitrarily described "high-" and "low-
cycle" fatigue ranges, has considerable advantages.

Work in this area was underway in the 1950s (Ref 25, 26). Cyclic thermal cracking problems contributed some of the
stimulus for investigation, but the primary driving forces seem to have come from the power generation, gas turbine, and
reactor communities. While the general approaches have remained consistent since that time, other outgrowths have
offered variations on the theme (Ref 27, 28, 29). A simple summary of the strain-life approach can be found in Ref 30.

From a properties standpoint, the representations of strain-life data are similar to those for stress-life data. Rather than S
N, there are now &-N plots, with a log-log format being most common. The curve represents a series of points, each
associated with an individual test result. The vertical axis can have different strain quantities plotted, however. While total
strain amplitude seems to be the most common quantity presented, total strain range, plastic strain range, or other
determined strain measures can also be found. In e-N tests the strain can be monitored either axially or diametrally (watch
for this possible variable). Again, be aware of the type of presentation, and consider critically what the independent
variable is. Also, look for the necessary two dynamic load quantities to define the testing conditions and the specific
failure criterion employed.

For data generation to support the e-N method, there are standards by which testing is conducted (e.g., Ref 31, which
includes suggestions for the information to be recorded with the results). According to Ref 31, any of the following may
be used as the failure criterion: separation, modulus ratio, microcracking (“initiation™), or percentage of maximum load
drop.

Testing for strain-life data is not as straightforward as the simple load-controlled (stress-controlled) SN testing.
Monitoring and controlling using strain requires continuous extensometer capability. In addition, the developments of the
technique may make it necessary to determine certain other characteristics associated with either monotonic or cyclic
behavior. The combined output of the extensometer and load cell provides the displacement-load trace from which the
hysteresis loop is formed. After several to several hundred strain excursions, the hysteresis loop typically stabilizes. This
stahilized loop is shown in Fig. 9, which indicates the partitioning of the response into elastic and plastic portions. A
stabilized loop of this type is formed during every constant-amplitude test and should be recorded as part of test
procedures.
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Fig. 9 Stress-strain hysteresis in a constant-amplitude strain-controlled fatigue test. Source: Ref 32

Any given stabilized hysteresis loop represents only one of many such loops that would result from conducting the series
of tests that are required to develop an e-N curve. The sequential connection of the vertices of these loops (e.g. point B of
Fig. 9) conducted at different strain levels from what is known as the cyclic stress-strain curve. Some of the parameters
used in developing the response models for strain-life technology are derived from the cyclic stress-strain curve. Later
sections deal with this topic more extensively and additional material on this important subject can be found in the
references provided here.

In some cases, strain control is discontinued after |oop stabilization and the test proceeds under load control (usually used
on long-life samples). If the failure criterion is other than separation or load drop, other monitoring/inspection capabilities
may aso be required. With one sample per data point and several to many samples to generate an entire curve, replicate
tests are important to gage both mean behavior and scatter.

Modeling of the e-N curve currently employs the separated elastic and plastic strain contributions described above. The
total strain amplitude, Ae/2, is considered as follows (note the use of half the range for strain amplitude, instead of £a):

Asl2 = Acsgl2 +  AEp2
= (0'H/E) - (2NR)° + €' - (2NR)° EQD

where Ae/2 is the total strain amplitude, e4/2 is the elastic strain amplitude, €,/2 is the plastic strain amplitude, o't is the
fatigue strength coefficient, b is the fatigue strength exponent, €'t is the fatigue ductility coefficient, c is the fatigue
ductility exponent, and 2N is the number of reversalsto failure (2 reversals = 1 cycle).

A graphical representation of this modeling practice is shown in Fig. 10 (Ref 33). The coefficients and exponents either
represent determined cyclic characteristics or can be approximated from monotonic tests. Further appreciation of these
terms, means of approximating the necessary coefficients, and the variety of related technology can be gained in either
Bannantine (Ref 13) or Conway (Ref 5). The use of approximations can result in synthetic or constructed £-N plots that
contain no real data, similar to the creation of SN curves or Goodman lines and should be acknowledged as such.
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Fig. 10 Representation of total strain amplitude vs. number of reversalsto failure, including elastic and plastic portions as
well as the combined curve N,, transition life from plastic (low-cycle) regimeto the elastic (high-cycle) regime

The use of the number of reversals to failure as opposed to the number of cycles to failure seems to be an artifact of early
developments in the field. The relationship is simple: a cycle consists of two reversals. There appears to be no argument
for its retention in the context of the strain-life expression, but it has become a working part of this technological
"package." Note that a reversal need not imply fully reversed loading (R = -1), but may only indicate a changein direction
inload.

As with al methods, there must be a mechanism for treating mean stresses, while mean strain effects are apparently
considered negligible (Ref 34). One of the factors that are readily implemented in the strain-life expression is a Morrow-
type correction factor in the elastic term of Eq 1.

Acgl2 = £ + £
=[(c'r - 70)/E] - (2E|\IF)B +E:- (ZNF)E (EQ 2)

where 7 is the mean stress (as determined from the hysteresis loop developed at the detail, not the mean elastic stress).
The convenience of the mathematical representation is readily evident here, and the inclusion of this term generally
follows the actual data. Although it requires the mean stress from the hysteresis loop (a supplementary determination or
calculation), thisis a complete expression. In practice, the application would require the estimation of the strain amplitude
and resulting mean stress at the detail, then an iterative solution for the number of reversalsto failure, 2N;.

The important steps, though, are to review properties and offer examples of the various behaviors. Figure 11 shows
generalizations of the response of metallic materials to strain-controlled testing. The terms strong, tough, and ductile are
genera descriptors of the response.
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Fig. 11 Schematic representation of the cyclic strain resistance of idealized metals. Response to the strain-controlled
testing has resulted in several generalizations of material behavior, which this figure displays in two different formats for
a better appreciation of the descriptions. Source: Ref 35

Because most examples of these data are quite similar, only a selected few are reviewed here.

Figures 12 and 13 offer composite plots of severa steels and aluminum alloys. Note that these plots use strain amplitude
on the ordinate; there was no second dynamic variable or failure criterion provided. The display of monotonic and cyclic
response of the materials produces an interesting plot. It is instructive to reflect on the generaization of Fig. 11 asit is
represented in Fig. 12 and 13.
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controlled methods. The general lack of afatigue limit in these materials is well represented by the £-N method. Source:

Ref 37

The "low-cycle fatigue" characterization of nickel-base superaloys is an area of considerable interest for various high-
temperature applications. Several aloys are shown in Fig. 14, which represents the responses at 850 °C. This plot utilizes
total strain range, no R or A value or failure criterion was specified. At elevated temperatures, wave-form, frequency,
holdtime, and other effects may be more evident, and occasionally material instabilities may contribute to the response.
Creep-fatigue interactions can ater an assumed "simple" fatigue situation to a considerable degree. Plastics and
composites also can be approached in this manner (Fig. 15). Orientation effects can dominate this response, and loading
must be carefully considered. Two strain-life plots show varying responsesin fiber-reinforced compositesin Fig. 15.
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Fig. 14 Low-cycle fatigue curves for superaloys at 850 °C (1560 °F). Superalloys used under high-load, high-
temperature situations are frequently characterized in the safe-life, finite-life regime. This comparison at 850 °C (1560 °F)
shows that different alloys can be "better" depending on the specific life desired for the coupon. Source: Ref 38
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A distinct advantage of the strain-life method is its ability to dea with variable-amplitude loading through improved
cumulative "damage" assessment. Cyclic plasticity responses are accounted for, and load sequence effects are reflected in
the analysis and results, one area where the concepts of reversals and the development of closed loops remains important.
In addition, advanced methods have been developed to address elevated-temperature situations where creep and fatigue
are active simultaneously.

Multiaxial loads as well asin- and out-of-phase loading remain a problem and have not yet been addressed successfully in
a genera sense. Each situation should be reviewed carefully for possible interactions, and situation-specific testing may
be required. More detailed coverageis provided in the article "Multiaxia Fatigue Strength™ in this VVolume.

Application of the strain-life method in its simplest form is to compare the total strain amplitude (A&/2) at a detail of the
part to a £-N curve having the necessary mean strain (stress) effects included. The assumption here is that the detail on
the part, perhaps in a high-constraint area, will respond identically to a specimen that is inherently a smooth bar in plane



stress, abeit at the same strain level. The life, of course, corresponds to the intercept of the strain level and the £-N curve.
In many instances, no actual visual comparison is done; instead, the determination is readily done through calculation
using the mathematical model of the e-N curve. The result is typically a safe-life, finite-life estimate, consistent with the
reliability and failure criterion of the model.
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Damage Tolerant Criterion (da/dN vs. AK)

The SN and ¢-N techniques are usually appropriate for situations where a component or structure can be considered a
continuum (i.e., those meeting the "no cracks' assumption). In the event of a crack-like discontinuity, however, they offer
no support. The mandate is either to "attempt to remove the crack" or "remove the parts." The fact that components with
"cracks' may continue to bear load is generally unaddressable using either SN or e-N methods (except through residual
life testing).

So what has made these two techniques no longer usable? One point is the inability of the controlling quantities to make
sense of the presence of a crack. A brief review of basic elasticity calculations shows that both stress and strain become
astronomical at a discontinuity such as a crack, far exceeding any recognized property levels that might offer some sort of
limitation. Even invoking plasticity still leaves inordinately large numbers or, conversely, extremely low tolerable loads.
An alternative concept and controlling quantity must be used.

That quantity is stress intensity, a characterization and quantification of the stress field at the crack tip. It is fundamental
to linear elastic fracture mechanics. It recognizes the singularity of stress at the tip and provides a tractable controlling
guantity and measurable material property. (Note: The stress intensity as used here is not the same as the stress intensity
identified with the ASME Boiler and Pressure vessel calculations, which use this term to define the difference between
the maximum and minimum principal stresses.)

The development of fracture mechanics has roots in the early 1920s and has developed considerably since the late 1940s
and early 1950s. Examples of applicable texts are Ref 40 and 41.



A very basic expression for the stress intensity is its determination for a semi-infinite center-cracked panel having a
through-thickness crack of length 2a in a uniform stress field that is operating normal to the opening faces of the crack.
The resulting stress intensity is as follows (Ref 42):

K=o (ma)® (EQ3)

where Fis the far field stress responsible for opening mode loading (mode 1) and a is the crack depth in from the edge of
the plate. This formula alows an immediate appreciation of the combined influence of stress and crack length common to
al stress intensity determinations. Specifically, stress intensity depends directly, but not singularly, on stress, and
secondly it depends on crack length.

In amore genera format, stress intensities might be expressed as:
Ki=g Y- (7A)°® (EQ4)

whereY isageometric factor allowing the representation of other geometries. For example, the correction for finite width
(W) of Eq 3is (Ref 43):

Ki = o { SEC[T(A/W)]}°° - (TA)*® (EQ 5)

In addition, many geometries (geo), including test specimens, do not readily lend themselves to stress determinations, but
the applied loads (forces) are known, so the stress intensity would take the form:

K, =P - (GEO) - F(A/W) (EQ 6)

From a philosophical standpoint, a stress can never be applied, but aload can. Stress is always a resultant and determined
quantity; it is not measurable. It is a mathematical device that has some very useful characteristics and provides a wealth
of interpretations and insights, especialy in reflecting an areal rationalized force (load) path through the structure.
Structures and materials, however, only experience loads (mechanical, thermal, chemical, etc.) and respond with strains
and displacements.

In some cases, however, where complexity precludes a simple "stress" approach, analytical techniques do allow the
calculation of stressintensity factors under the imposed loads.

The connection of stressintensity, K|, as a controlling quantity for fracture is a direct consequence of a physical model for
linear elastic fracture under plane-strain conditions. Its limit is K, the critical plane-strain fracture toughness. The use of
the stress intensity range, AK,, as a controlling quantity for crack extension under cyclic loading is simply by correlation.
The ability of the stress intensity to reflect crack-tip conditions remains mathematically correct, but the correlation of AK,
to crack growth is a successful application by repeated demonstration. By altering Eq 3 using Acinstead of o, AK; results:

AK = Ag- (TA)% (EQ7)

The stress intensity range to a certain extent simply reflects an extension of the stress-based practices. However, the
testing to support fracture mechanics-based fatigue data is done differently than in the SN or £-N methods because of the
necessity to monitor crack growth. Crack growth testing is performed on samples with established K, versus a
characteristics. Under the controlled load specified using two dynamic variables, the crack length is measured at
successive intervals to determine the extension over the last increment of cycles. Crack length measurement can be done
visually or by mechanical or electronic interrogation of the sample using established techniques that allow for automation
of the process.

The immediate results from the testing then are not da/dN, but a versus N. Subsequent manipulation of the a-N data set
using numerical differentiation provides da/dN versus a. Coupling this latter data with a stress intensity expression (K, as
a function of load and crack length) for the specific sample results in the fina desired plot of da/dN versus AK,. This
process is shown schematically in Fig. 16. Details of this procedure can be found in Ref 45. The da/dN versus AK, curve



has a sigmoidal shape, and afull data set covers crack growth rates that range from threshold to separation. It isimportant
to note that this data represents only "long crack" behavior; that is, the cracks are substantialy greater in size than any
controlling microstructural unit (e.g., grain size) and typically exceed several millimeters in length. A second important
assumption isthat of aplane-strain stress state; therefore, a plane-stress descriptor is not required.
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Fig. 16 Schematic representation of the specimen, data, and modeling process for generating fatigue crack growth rate
(da/dN - AK) data. (a) Specimen and loading. (b) Measured data. (C) Rate data. Source: Ref 44

A real test of modeled da/dN vs. AK, expressions is whether, under reintegration, the original a-N datawill be reproduced.
This type of review should be consistently employed to assess the integrity of the modeling process.

The generation of da/dN versus AK, data is obviously considerably more involved than either SN or ¢-N testing. It does
have the advantage, however, of producing multiple data points from a given test.

Figure 17 reflects interesting features at each extreme of the da/dN vs. AK, curve. First, at the upper limit of AK,, it
reaches the point of instability and the crack growth rates become extremely large as fracture is approached. The second
point of interest is the lower end of the AK, range where crack growth rates essentially decrease to zero; thisis identified
as the fatigue crack growth threshold, AK .
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Fig. 17 Entire da/dN vs. AK plot for A533 steel showing asymptotic behavior at either end of the curve and a relatively
linear portion in the center. Yield strength 470 MPa (70 ksi). Test conditions: R = 0.10; ambient room air, 24 °C (75 °F).
Source: Ref 46

The existence of threshold behavior at low AK, values is analogous, in some senses, to the fatigue limit of some ferrous
materials in SN response. If, with the appropriate R ratio, the stress intensity range is below the threshold value, <AK; i,
cracks will not extend under the applied load(s). Thus, an assessment of nonpropagating crack(s) can be made under the
appropriate circumstances.

A reflection on failure criterion is appropriate here. Much as K is a quantity for assessing the point of initiation of
propagation of unstable fracture, AK,, functions as the limit for the initiation of crack propagation (for "long" cracks)
under cyclic loading. Above AK, s and below instability, the criterion for subcritical extension is satisfied and the rate is
as determined by the curve.

Modeling of the central portion of the da/dN versus AK, curveis frequently done using the Paris equation:
DA/DN = C (AK ) (EQ 8)

Thisisavery simple exponentia relation that can readily be curve fit to the desired portion of the data (see Fig. 18, where
one of the data sets is modeled as indicated).
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Fig. 18 An example of the use of a Paris relation to model the linear portion of a crack growth rate curve. Effect of stress
ratio on the fatigue crack propagation rate in a 140 ksi yield strength martensitic steel. Source: Ref 47

Stress or load ratio (mean stress) effects exist in crack propagation data as well. The influence is that increasing R (R =
Kmin/Kmax) decreases both the threshold value at the low end and the instability characteristic at the upper end of the da/dN
versus AK, curve. Examples of this are provided in Fig. 19 and 20.
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Microstructural features must influence fatigue crack growth characteristics as well as al other properties. An example of
thisis provided in Fig. 21, which shows the compound influence of both gamma prime and grain sizes on fatigue crack
propagation in Waspaloy.
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Fig. 21 Effect of grain size on fatigue crack growth of Waspaloy superalloy. Source: Ref 50

Plastics also can be analyzed using this technique. Figure 22 shows a variety of materials that are displayed in the
conventional form. Many polymeric materials exhibit substantial frequency effects, and this should be considered in the
generation of data.
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In application, use of da/dN versus AK; is completely different than either the SN or &-N continuum method. Instead of
providing an immediate life estimate in association with a given stress or strain combination and a test coupon’'s modeled
failure criterion, a more complicated determination is required. Using the a versus AK, relation in the part, the applied
loads are employed to assess crack extension over incremental changes in length, and they are continuously summed to
reflect the total increase. In essence, this is the regeneration of the a-N curve for the specific part. Crack growth can be
assessed until fracture (achieving acritical crack size) or some other intermediate point.

It is common in severa industries to use the above technique to determine intervals between directed inspections to
ensure structural integrity. This ability to formulate inspection schedules that maximize the likelihood of detecting an
extending discontinuity prior to it becoming critical is one of the principal advantages of the damage tolerant approach.
Even using this technique, a crack, once discovered, cannot necessarily be left in place. Remova or structural
modification may be the only acceptable aternative (e.g. airframes). In other instances, the predictive aspects of the
technique can justify continued operation of equipment under full or derated conditions while waiting for programmed
replacement parts or with a stated finite-life limit for the unit (supplemental inspections may be required). Probabilistic
methods can be used to produce a quantified risk assessment for these situations.

Extreme caution is advised regarding units, especially for da/dN expressions, where conversions among units can be very
confusing because of the mathematical relationships involved. Multiaxiality in this instance is reflected in complex
loading modes (e.g., combinations of modes |, 11, and I11). In avery general sense, the cracks tend to extend in directions
that are normal to maximum principal stresses.
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Alloy Design for Fatigue and Fracture

Stephen D. Antolovich, Washington State University

Introduction

FRACTURE MECHANICS isavery powerful tool for predicting the loads and crack lengths at which fracture can occur.
Broken down to its essential form, it allows an engineer to predict the onset of fracture if the following information is
available:

Load/crack geometry (usually available from NDI)
A formula for the so-called stress-intensity parameter, K, for the load/crack geometry of interest (the result of



sophisticated mathematical analysis but available in handbooks, such as Ref 1)

The numerical value of the fracture toughness (generally denoted K,.), which is determined experimentally
through well-defined procedures (Ref 2)

For fatigue crack propagation, knowledge of the crack growth rate as a function of the stress-intensity parameter

With this information and the use of fracture mechanic methods (as briefly described in the next section for monotonic
and fatigue fracture), it is possible to compute the life without any consideration of those processes that determine the
values of the fracture toughness or the crack growth rates. Such procedures as are outlined below are obviously of great
value in carrying out engineering calculations for existing or contemplated components. However, in some instances the
properties are insufficient to meet the engineering requirements. In such cases it is necessary to consider aternate
materials or, in some instances, to develop alternate heat treatments and compositions that yield properties that alow the
reguirements to be met. Clearly in these instances it is important to have a clear understanding of the basic processes that
affect toughness and fatigue so that effective changes can be made.

Another reason for understanding basic processes is that conditions can change. For example, if an alloy is selected for
intended service at 298 K with no impact loading and the temperatures change to 250 K and impact loading occurs, what
will the effect of these changes be on the fracture properties of the material that has been selected? Is there perhaps
another material that is more forgiving in terms of temperature and loading changes? These questions must be addressed
if materials are to be put into service (or developed) with confidence. In this context, the goals of this article are:

To review the basic processes of fracture and fatigue

To show how these processes occur in materials of engineering interest, such as iron-, aluminum-, titanium-, and
nickel-base aloys

To provide areference of practical datafor engineering alloys and to describe typical applications
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Fracture Mechanic Methods

Fracture Mechanics in Monotonic Loading. In many applications there may be a pre-existing flaw that results from
processing or from fabrication. Typically such flaws can result from welding, riveting, machining, or, in some cases,
inherent material defects that may be considered to be "flaw-like." It isimportant to know whether the part can operate at
the intended stresses given a particular flaw size. Of course, it may be possible in some instances to derate the operating
stress to a level that is safe given the flaw that exists. In either case, an analysis can be carried out to determine if the
component can be safely used. As an example of the way in which fracture mechanics is used to predict the onset of
fracture, consider the following example (Ref 3):

Maximum Stress to Fracture. Suppose that the fracture toughness of a titanium alloy has been determined to be 44

MPa V Mland a penny-shaped crack of diameter 1.6 cm (0.016 m) has been located in a thick plate that is to be used in
uniaxial tension. If we assume plane-strain conditions and a material yield stress of 900 MPa (130 ksi), then the maximum
allowable stress without fracture is calculated as follows.

Solution: The stress-intensity parameter formula for a penny-shaped crack is given by:
12

K=20 [“1] (EQ1)

m

where a is the crack radius and o is the applied stress. At fracture, the applied stress intensity is equal to the plane-strain
fracture toughness. K = K. Rearranging Eq 1 and substituting appropriate values gives:



o= KI2[mIA) T = 44/2[7/0.008] 2

EQ2
or = 436 MPA (EQ2)

Thus, fracture will occur well below the yield stress of the material. This calculation shows that there is no guarantee that
fracture will not occur simply because the nominal applied stresses are below the yield stress.

Fracture Mechanics in Fatigue Loading. In the preceding example it is assumed that there is a pre-existing crack and
that the only item of interest is the maximum load that can be applied without failure. While such a situation is certainly
important, the more usual situation is that there is a pre-existing crack and cyclically applied loads are present whose
magnitude is below that which would cause immediate fracture. In this case, the repeated application of aload (such that
K < K|¢) causes the crack to grow, slowly at first but more rapidly as the crack increases in length. The question now is
how many cycles can be applied before the crack becomes so long that compl ete separation occurs? In order to determine
the number of cycles, the crack growth rate as a function of the stress intensity parameter is required. This is usually
available for materials of engineering interest in the form:

=1 K (EQ3)

where N is the number of cycles and AK = Kk - Kiin. [N this equation, AK is known as the stress-intensity parameter
range. The stress-intensity parameter range characterizes the cyclic stresses and strains ahead of the crack tip and
uniquely characterizes the crack growth rate through a relationship such as Eq 3. Perhaps one of the simplest, yet most
widely used forms of Eq 3 is the Paris equation, which is used to describe crack growth behavior over afairly broad range
of AK. Equation 3 then takes on the specific form:

i ,
N ClARY (EQ 4)

where C and n are material parameters that depend on temperature, frequency, and load ratio.

The cyclic life is computed by integration of the crack growth rate equation or by numerical integration of crack growth
rate data. Thisisillustrated in a straightforward way by integration of the Paris equation, as shown below.

Estimation of Fatigue Life Using Paris Equation. The crack growth rate of 7075-T6 Al is given by:

da =101 4
—=5
N »* 10 (AK)

where AK is given in units of ksi v 1. and da/dN is given in units of in./cycle. Assume that a part contains a center crack

that is 0.20 in. long. The stresses vary from 0 to 30 ksi and the fracture toughness is 25 ksi v 1. The life of the part is
computed as follows.

Solution: For this geometry, the stress-intensity parameter is given by:

K = gyvma

AK = Ac V@

Using the information given in the problem statement and the above expression, the crack growth rateis given by:

%:ﬁxlﬂl 0o 30 wn® wa?

=dx 10



This equation can be integrated from the initial condition of N = 0 and a = a; = 0.10 in. to the final condition of N = N;
and a = & Thefinal crack length & is the crack length at which fracture occurs, and it corresponds to the condition K =
Kic. Here Kiax Corresponds to the value of K at the maximum stress. Integrating and rearranging terms gives the following
expression:

1 da

2
a, 4

N, =250

Integration of the right-hand side of the equation gives:

Np=250 [L - —I-}
ay  y
The only remaining problem is to compute the crack length at failure. As mentioned above, a depends on the fracture

toughness. For the geometry being considered, thisis given by:

1

ﬁ_lz d
ﬂi:i[iJ =[%] =022 in. (5.6 mm)

Substituting into the expression for life, we have:

==
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The part is thus expected to last slightly over 1300 cycles.
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Monotonic Fracture

As pointed out in the preceding section, fracture below the yield stress can occur if there are sufficiently large pre-existing
flaws. There are different mechanisms by which such fracture can occur, and these mechanisms depend, to some extent,
on the material being considered. In this section, a brief overview of the mechanisms and some related models are given
for appropriate classes of materials. More detailed information on fracture mechanisms is given in the article
"Micromechanisms of Monotonic and Cyclic Crack Growth" in this Volume.

In general, fracture toughness can be viewed as a property that depends on both strength and ductility, modified by the
complex stress states that occur within the plastic zone and that trigger certain failure processes. Fracture properties are
improved by fine grain sizes, low volume fractions of inclusions that are widely spaced, and special microstructural
features (e.g., transformation-induced plasticity in steels, TRIP), and the mechanisms for crack deflection that exist in Al-
Li alloys and certain morphologies of titanium alloys. These microstructural factors are briefly reviewed in this section as
well.

While for a given system the toughness usually decreases with increasing strength, there are wide variations, and it is
frequently possible to manipulate the microstructure and/or chemistry in order to increase the toughness while at the same
time maintaining acceptable strength levels. Reducing the grain size of most alloys results in both an increase in
toughness and an increase in strength. Thus, grain size control has been a popular mechanism for obtaining desirable
combinations of mechanical properties.



Processing Effects on Toughness. Most aloys used in engineering applications must be processed in some way
before they can be used. Processing frequently involves mechanical working at intermediate and high temperatures. Hot
working can produce highly directional grain structures (e.g., in duminum alloys) and a significant degree of texturing
(e.g., intitanium alloys). The fracture toughness is affected by both of these types of directionality, and it is customary to
see fracture toughness values tabulated in terms of the orientation relative to the principal direction of working. Generaly,
the fracture toughness will be high for orientations in which the grains are elongated normal to the crack plane (e.g., L-S,
L-T) and proportionally lower for crack planes parallel to the elongated grain direction (e.g., ST, S-L).

Of course, other processing steps also have alarge effect on the fracture toughness. For example, if amaterial is produced
by a powder metallurgy technique, there is the possibility of prior-particle boundary (PPB) contamination with gaseous
species such as oxygen. The absorbed gases can weaken the interfaces of the compacted and sintered material through an
effect on the interatomic bonding or through formation of gas bubbles in the material.

Basicaly, all processing will have an effect on the microstructure, chemistry, or dislocation substructure, which will in
turn affect the fracture toughness.

Fabrication Effects on Toughness. Once processed and heat treated, materials must somehow be fabricated to produce
a final component. Fabrication frequently involves material removal steps and joining steps, both of which affect the
performance of the manufactured component. For example, both machining and welding may be involved.

Machining usually is not a source of reduced fracture toughness (although, as we will see below, it can have a significant
effect on fatigue behavior). However, under some circumstances inappropriate machining may damage the surface of a
semibrittle material sufficiently that fracture occurs below the net section yield. Materials that are used in applications
where wear resistance is of primary concern are susceptible to such a situation, because they are generally very hard in
order to improve the wear properties.

Welding often gives rise to fracture problems. In steels, there is aways the possibility of developing an untempered
martensitic structure or a severe stress pattern that causes microcracks. For example, in welding of ground vehicle frames,
weld cracks may occur. The propensity toward crack formation is increased if aloy steels are welded or if thick sections
are used. Not only can welding cause microcracking, but it aso has the effect of radically altering the microstructure in
ways that usually result in lower fracture toughnesses. This can be a result of segregation within the weld solidification
structure or the development of coarse grains, to name but two such effects. It is interesting, however, to note that in o/p
titanium alloys, welding of fairly thick sections resultsin rapid cooling and the formation of a transformed microstructure
that, as we have seen, is actually beneficial for the fracture toughness. Weighed against this beneficial structure is the fact
that interstitials can be absorbed during the weld process; the benefits of a desirable structure may be negated by an
increased interstitial content.

However desirable a microstructure may be, processing and fabrication methods affect the fracture toughness and may
degrade toughness properties. We will see in the following sections that these considerations are even more important for
fatigue properties.

Fracture Mechanisms and Models

It is important to define the term fracture toughness and how fracture toughness relates, in a general way, to mechanical
and microstructural parameters. Toughness may be thought of as the amount of energy that is absorbed when the crack
advances one unit of area. In other words, it is the energy absorbed per unit area of crack advance. As such, it has the
same units as the results of a Charpy test (i.e., force x length/length?). In fracture mechanics, this value is denoted by the
symbol G.. This definition of toughness is particularly attractive to materials developers because it focuses on the crack-
tip processes. However, it has become customary to report toughness in terms of the critical value of the stress-intensity
parameter at which fracture occurs. As seen above, thisis denoted by the symbol K, and is called the plane-strain fracture
toughness. Thereis asimple, well-known relationship between these two parameters:

Gic = Kic/E (EQ5)

where E is Young's modulus. This meansthat it is a simple matter to go from an energy representation (i.e., G) to a stress-
intensity representation (i.e., K). In general, the fracture toughness can be computed by calculating all of the energy



absorbed in bringing the crack-tip elements to the point of fracture and dividing by the amount of crack extension
associated with this critical event. While simple in concept, there are significant problems in implementing such
computations, including knowledge of the stress/strain fields ahead of the crack tip in the plastic zone and, of course, the
criterion for crack extension. A simple guide for relating the fracture toughness to the mechanical properties based on
these conceptsis (Ref 4):

Kic=N (E{TYSEF)% (EQ 6)

where nisthe strain hardening exponent, oy isthe yield strength, and & is the fracture strain.

Equation 6 and variants thereof provide some guidance for understanding the effects of microstructure on the fracture
toughness of many engineering materials.

Cleavage is a mechanism whereby in the ideal case, crack extension occurs by breaking of bonds across an atomic plane.
In principle, little energy is absorbed in this case and materials tend to behave in a brittle manner. Of course, one must add
the caveat that the toughness or brittleness of a material is determined by the total energy that is absorbed, not by the
mechanism. We shall see a case in which cleavage is the fina failure mechanism but the material is overal very tough.
Cleavage accurs frequently in steels and in titanium alloys and is discussed below in more detail. Cleavage cracking is
illustrated schematically in Fig. 1. Factors that affect the fracture toughness of materials that fracture by cleavage are the
size, strength, and distribution of the cleavage nuclei (i.e., carbide particles in steels) and the cleavage facet size and
orientation.

Atomic bands being broken
across crack plana

Crack T

Fig. 1 Cleavage crack formation. Bands are broken across the idealized crack plane.

Microvoid Coalescence. In many materials, particles (which may be intentional or unintentional) are found within a
ductile matrix. These particles act asinitiators of fracture. Thisinitiation can be the result of interface decohesion, fracture
of the particle, or a combination. In steels, such fracture occurs above the ductile/brittle transition temperature (DBTT)
and may involve both inclusions and small, dispersed carbides. In aluminum alloys, this is the predominant fracture mode
a al temperatures and is frequently initiated by large constituent particles, followed by void formation and growth
around other particles. A schematic model for microvoid coaescence is shown in Fig. 2. In materias that fail by
microvoid coalescence, important factors affecting the fracture toughness are the mechanical properties of the particles,
the properties of the particle/matrix interface, the size and distribution of the particles, and the plastic properties of the
matrix.

Microwoids
nuclaated by
ncoherent
particles

T VA
e B TV T,

Crack



Fig. 2 Schematic of microvoid coherence

Boundary Decohesion. In many materials, failure along grain boundaries (or prior-grain boundaries) is an important
mode of fracture. This fracture mode will occur when the boundary is the "weak link™ in the microstructure, which occurs
under the following conditions:

The grain interiors do not deform, but the cleavage strength is higher than the boundary strength (typical of some
ceramics).

The boundary has been weakened by segregation of a damaging species (typica of phosphorus segregation to
boundariesin steel).

The boundary is strong, but brittle particles have nucleated on the boundaries and provide both crack initiators
and an easy fracture path (typical of the formation of MnS on prior-austenite boundaries in steel).

The boundary is strong but is attacked by an external species in the application environment. This situation is
similar to the second condition in thislist, but it is time dependent because the damaging species must diffuse into
the material ahead of the crack tip (typical of stress-corrosion cracking).

Grain boundary cracking isillustrated in Fig. 3. Clearly it can be influenced by chemistry as well as by heat treatments
that control the distribution of boundary particles. For example, a continuous brittle boundary film could be disastrous,
whereas a heat treatment that produces discrete boundary particles would increase the toughness.

Crack path along
grain Bboundanss

Fig. 3 Schematic of grain boundary cracking

Phase Changes during Deformation. In some materials (e.g., steels, ceramics, titanium alloys) it is possible to have a
phase change ahead of the crack tip during loading such that additional energy is absorbed and the material is effectively
toughened. The classical example of this isin TRIP steels. Here a metastable austenite transforms to martensite as the
crack propagates. Even though the martensite is significantly more brittle than the austenite that it replaces, it transforms
along planes of maximum shear, and the invariant shear associated with the transformation represents an additional
deformation mode that absorbs energy. In many cases the TRIP process results in materials that are significantly tougher
than those with similar properties but do not transform during crack extension. These ideas have been described
guantitatively and verified experimentally (Ref 5). They have also been successfully applied to materials in which there
are multiple toughening mechanisms (Ref 6). The process is illustrated in Fig. 4. Factors that influence toughness with
such a mechanism are the invariant shear as well as the mechanical properties of the initial and final phases. In ceramics
(Ref 3) (and to a lesser extent in metals) there is aso a significant volume change (e.g., in zirconia) when the
transformation occurs and compressive stress fields are generated ahead of the crack tip, which reduces the driving force
for crack extension. Thisis shown schematically in Fig. 5.



Fig. 4 (a) Martensite formation in the center of a specimen of steel | that was reduced 45% at 460 °C and fractured at
room temperature. The crack has extended approximately 60 mils beyond the fatigue crack. (b) Schematic of the above

process
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Fig. 5 Toughening mechanism for ceramics: residual compression at the crack tip. Selected regions of a microstructure
are induced to expand in the vicinity of the crack tip such that a local state of compression counteracts the externally

applied tensile stress.
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Fracture in Steels

Because steels are used in many microstructural conditions, this section is limited to a few examples. The subject is
treated in more detail later in this Volume. This section provides an overview of some of the major microstructural
considerations in carbon and alloy steels that affect the fracture toughness, such as the ferrite grain size for low-
temperature fracture, the prior-austenite grain size, the size, spacing, and character of inclusions, and phase
transformations, if any.

For fracture of amild sted at low temperatures, it is reasonable to assume that fracture will occur when the conditions at
the crack tip are such that the plastic constraint factor (pcf) elevates the yield stress to a level equivaent to the fracture
stress. This simple idea may be expressed by the condition:

PCF-ovys=oF (EQ7)

It iswell known that both the yield stress and the fracture stress increase with decreasing grain size. It is a'so known that
the pcf increases with K, and decreases with .. This can be understood by considering the case in which the fracture
toughness is low and the yield strength is high. In this case the low fracture toughness doesn't allow crack tip stresses to
build up to sufficiently high values to exert significant constraint.

These ideas have been combined (Ref 7) to yield an equation of the form:

Kic=A+BD ™2 (EQ?8)

The values of A and B would be expected to correspond to the particular steel being considered and whether the
correlation is being made with the ferrite grain size or the austenite grain size. Graphs showing the effects of the austenite
grain size are shown in Fig. 6 (Ref 8), where it can be seen that for a wide range of temperatures the form of Eq 8 is
followed.
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Fig. 6 Relationship of fracture toughness to inverse square root of grain size. Dependence of fracture toughness on prior-
austenite grain size at four temperatures. Source: Ref 8



Steels frequently contain inclusions, and these inclusions, in conjunction with other precipitates that might be present,
have a major influence on the fracture toughness of steels. For example, MnS s frequently present, and for a given size of
inclusion, it is known that the toughness increases with decreasing volume fraction of MnS. This is equivalent to saying
that the toughness increases with increasing spacing of the inclusions for a given inclusion size. Physically, thisis quite
understandable, because as the crack is loaded, the crack-tip opening displacement (Eq 6) will not be able to reach its
maximum value, due to cracking/decohesion of the inclusion, and link up with the crack tip. In fact K. would be expected
to vary directly with the sguare root of the inclusion spacing. It would also be expected that at a given inclusion spacing,
the fracture toughness would increase with increasing strength of the inclusion/matrix interface above the yield strength.
This variation is shown for a 0.45C-Ni-Cr-Mo-V stedl (similar to 4340) in Fig. 7 for a wide range of conditions (Ref 9).
The correlation follows an equation of the form:

Kic=A+(0* - 0vs) - A2 (EQ9)
where A is a material-dependent constant, * is a fitting constant related to the strength of the inclusion/matrix interface,

and A is the spacing of theinclusions.
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Fig. 7 K. for amartensitic 0.45C-Ni-Cr-Mo-V stedl as afunction of inclusion spacing and yield strength. Source: Ref 9

In Eq 9 it should be noted that the relationship is strictly valid only for inclusions of a particular size. If the volume
fraction is held constant and the size of the inclusions is increased, it is easier to nucleate voids at the inclusion/matrix
interface and the toughness will be lowered at a given spacing. Thisis accounted for in the term o*, which decreases with
increasing size. It is clear from this equation and the data of Fig. 7 that it is very important to control the inclusion
character (size and volume fraction) in order to increase the fracture toughness. It should also be noted that there should
be a "cutoff" to the behavior seen in Fig. 7, because if all inclusions were removed, the fracture toughness would reach
some limiting value that is characteristic of the material being considered.

Other inclusions also play arole. For example, in quenched-and-tempered steels the incoherent carbide particles are rather
large, and Low (Ref 10) has suggested that the toughness of these steels is limited by the formation of a "void sheet"
between the inclusion voids associated with decohesion between the carbides and the matrix. Void sheet nucleation is
shown in Fig. 8 (Ref 11). Nucleation of this void sheet will have the effect of limiting the fracture toughness, because the



energy absorption process associated with growth of the larger voids to the point of impingement will be interrupted and
early linkup will occur. When such mechanisms operate it is usua to see both large and small voids on the fracture
surface, such asis seen in Fig. 9 for a 250-grade maraging steel (Ref 12). The nucleation of the void sheet is easier the
larger the particles. This mechanism explains the relatively high fracture toughness of maraging steels, which contain
extremely fine strengthening precipitates compared to the carbides in common quenched-and-tempered steels.

Fig. 9 An SEM view of the surface of the tensile-test fracture in 18% Ni, grade 300 maraging steel, showing a portion of
the central zone of the fracture, close to the origin. The surface here is composed of equiaxed dimples of two sizes. The
large dimples probably formed at Ti(C,N) particles; al the dimples were caused by particles of some sort. Source: Ref 12

As mentioned above, high toughness levels can be attained when austenite transforms to martensite at the crack tip. When
this occurs a significant amount of energy may be absorbed. The energy absorption ahead of the crack tip is given by (Ref
5):

AUA—M = (GM'EIdﬁ) *Vpz - VEm (EQ 10)

where oy is the stress at which martensite forms, g5 is the invariant shear associated with martensite formation, V,, isthe
volume of plastic zone (Ref 13), and V;y is the volume fraction of martensite in the plastic zone. Equation 10 has been
used to obtain an expression for the fracture toughness. Without going into the details, the energy absorption is increased
for alarge plastic zone that contains a large amount of martensite. It is also increased for relatively high stress levels of



martensite formation and large shear strains associated with the transformation. Figure 10 illustrates the incremental
toughness due to martensite formation (Ref 5).
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Fig. 10 Toughness vs. temperature for alloys deformed 75% at 460 °C. Source: Ref 5
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Aluminum Alloy Fracture Toughness

Aluminum alloys are widely used in the aerospace industry for airframes and in other applications that require a good
combination of strength and light weight. They generally consist of a face-centered cubic (fcc) solid solution matrix with
various complex precipitate particles. While the physical metallurgy of these alloysis not reviewed here, it isimportant to
note that they generally contain very small, coherent precipitates that are responsible in large measure for the observed



strength of these aloys. In addition, other particles are present that usually have a negative effect on the fracture
toughness. Some of these particles are rather large and are referred to as "constituent” particles. There are also
intermediate-sized particles that cannot be resolutioned on heat treating. Because of the microstructure, a duplex
distribution of dimples is usually seen on the fracture surface, and the normal fracture mode is by the formation and
coalescence of microvoids, with "void sheet" formation being an important aspect of fracture in these alloys. This fracture
mode is very similar to that discussed above for steels, and many of the conclusions drawn apply also to auminum alloys.

The fracture toughness of the traditional aluminum alloys shows, as do most materials, a general decrease in toughness
with increases in yield strength (Fig. 11) (Ref 14). As the strength increases, the strain-hardening exponent generally
decreases and void sheet nucleation occurs more easily, thus limiting the crack-tip opening displacement. These effects
then account for the decreased fracture toughness.
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Fig. 11 K, measurements on specimens from plate 25 to 38 mm (1.0 to 1.5 in.) thick. Source: Ref 14

While the strength generally causes a decrease in the toughness, the effects of the large constituent particles should not be
overlooked. At any given strength level the toughness of the 2xxx and 7xxx alloys, for example, can be increased through
careful control of the insoluble constituent particles that contain iron and/or silicon, such as Al-.Cu,Fe, Mg,Si, and
(FeMn)Al,. These particles are quite large (i.e., in excess of 1 um) and nucleate voids. The toughness can be controlled
through control of those elements that effectively increase the spacing of such particles. This results in an increase in the
toughness, similar to what was observed for steels (Fig. 8). The efficacy of Fe + Si control isillustrated in Fig. 12 for a
series of aluminum aloys of differing orientation (Ref 15). Reducing the Fe + Si content improves the toughness of both
the 2xxx and 7xxx alloys.



— 55
) LT I
55 L-T = longitucdinal direclion
[=L. m l:l|1_r_| IrEfsvarss dirgchion
E B 45 = S-L = shorl iransvarse dimcion T4 1
= E
= 5= L 1
- | = .
5 o 35 2|
x x|l X Lt T
= i |
E - g Fal #
= & . Ti f
£ £ 26 T 51 —1.00
8 %5 g I
e L@ 080 ¢
£ £ 15 i -2 -1
g 15 @ i -10.60 g
L LL '
B Fa * -{040 @
= 5
= =1 |— = 0.20 U
0= 0

2024-TB51 2124-TA51 O75-T7351 74T5-TT3a51
Fig. 12 Fracture toughness comparisons of aluminum alloys 2024, 2124, 7075 and 7475. Source: Ref 15

Another class of alloysis Al-Li alloys, which contain lithium to form coherent AlsLi precipitates. These precipitates are
based on the L1, structure (i.e., ordered "fcc" with lithium atoms at the cube edges and aluminum atoms at the face
centers) and are fully coherent with the matrix. In this regard they are similar to the y' precipitates found in nickel-base
superalloys. These alloys are strong and light and have a significantly higher modulus than the conventional aloys used in
the aerospace industry.

The principal problem with Al-Li aloys is that a significant degree of segregation attends their fabrication, and during
mechanical processing (e.g., rolling) the interdendritically segregated regions are rolled out into sheets such that the
transverse properties are very low. The corresponding fracture toughnessis shown in Fig. 13. Note that for both alloys the
fracture toughness depends on the orientation to some extent. In Fig. 13 the first letter refers to the load direction and the
second to the expected direction of crack propagation. Thusin both the S-L and S-T orientations, the crack propagates on
aplane paralld to that formed by the strong segregation and would be expected to be relatively low. Indeed, other data for
which fracture toughness is available shows that the fracture toughness of 8090 in the L-T direction is approximately

double that of the S-L and S-T orientations (Ref 16). Based on that result, fracture toughness in excess of 30 MPa\/ﬁ
would be expected and indeed have been measured. The reason for the increased toughness in that orientation for 8090
(and indeed for most other wrought aluminum alloys) is that the precipitate sheets (and associated precipitate free zones
PFZ's) promote debonding ahead of the crack tip. This debonding tends to both relax the constraint and blunt the crack,
giving rise to an apparent fracture toughness increase. Such boundaries have been studied in maraging steel composites
(Ref 17), where phenomenal increases in fracture toughness have been observed. The low short transverse properties of
the Al-Li alloys are asignificant barrier to wide application of these materials, despite their promise.



25

E
=
0L
=
5 15
X
&
=
%1{3-—
e
=3
g 2F
e
8

S-L 8090 S-T 8090 S-L 7050 S-T 7050

Fig. 13 Graph of fracture toughness test results for 8090-T852 and 7050-T 7452 material in the S-L and S-T orientations

References cited in this section

14. J.G. Kaufman, Fracture Toughness of Aluminum Alloy Plate--Tension Tests of Large Center Slotted Panels, Journal
of Materials, Vol 2 (No. 4), 1967, p 889-914

15. R.J. Bucci, Eng. Fract. Mech., Vol 12, 1979, p 407-441
16. K.T. Rao and R.O. Ritchie, Internat. Mater. Rev., Vol 37, 1992, p 153-185

17. S.D. Antolovich, P.M. Shete, and G.R. Chanani, Fracture Toughness of Duplex Structures, Part |: Tough Fibersin a
Brittle Matrix, STP 514, ASTM, 1972, p 114-134

Titanium Alloy Fracture Toughness

Titanium is light and strong, with a relatively high melting point and good resistance to both oxidation and attack by
chlorides. As aresult, it is an attractive alloy for use in aerospace applications such as fan disks. The most widely used
alloy is Ti-6Al-4V, which is discussed elsewhere in this Volume.

There are three major groups of titanium, depending on the amount of a(hexagonal close-packed phase) and B(body-
centered cubic phase) constituents in the microstructure:

a aloys such as Ti-6Al-2Sn-4Zr-2Mo
a+ Balloys such as Ti-6Al-4V
Balloys such as Ti-10V-2Fe-3Al

The a aloys and the a+ B aloys have similar structure-property relations, as described below, while 3 alloys are more
distinct and are discussed separately. No single p alloy has the same broad applicahility as Ti-6Al-4V, although the near-3
aloy Ti-10V-2Fe-3Al is an important alloy for aerospace structures. In general, retained B alloys are used for workability,
corrosion resistance, and the ability to heat treat larger section sizesin which B has been retained. Beta alloys also tend to
have higher density and lower elastic modulus values than o aloys.

Alpha and Alpha-Beta Alloys



Fracture toughness can be varied within a nominal titanium aloy by as much as a multiple of two or three by
manipulating alloy chemistry, microstructure, and texture. Some tradeoffs of other desired properties may be necessary to
achieve high fracture toughness. There are significant differences among titanium aloys, but there is also appreciable
overlap in their properties. Table 1 gives examples of typical plane-strain fracture toughness ranges for a-f titanium
aloys. From these data it is apparent that the basic aloy chemistry affects the relationship between strength and
toughness. From Table 1 it is also evident that transformed microstructures may greatly enhance toughness while only
dlightly reducing strength.

TABLE 1 TYPICAL FRACTURE TOUGHNESS OF HIGH-STRENGTH TITANIUM ALLOYS

ALLOY ALPHA YIELD STRENGTH | FRACTURE TOUGHNESS
MORPHOLOGY (Kig)
MPA KS'  [mpavm | kgvm
TI-6AL-2V EQUIAXED 910 130 | 44-66 40-60
TRANSFORMED | 875 125 | 83110 80-100
TI-6AL-6V-25N EQUIAXED 1085 155 | 3355 30-50
TRANSFORMED | 980 140 | 5577 50-70
TI-6AL-2SN-4ZR-6MO | EQUIAXED 1155 165 | 2223 20-30
TRANSFORMED | 1120 160 | 3355 30-50

Source: Ref 24

Within the permissible range of chemistry for a specific titanium aloy and grade, oxygen is the most important variable
insofar asits effect on toughness is concerned. Thisis readily shown by the data of Ferguson and Berryman (Ref 18), who
reported strength and K. values for specimens of a- processed and recrystallization annealed Ti-6Al-4V. Regression

analysis of their data shows that for each 0.01% increase in oxygen, toughness is reduced by about 3.7 MPaV' 11 (34

ksi ¥ 111.) Whether thisis adirect effect or an indirect effect, in the sense that oxygen increases strength and the strength
increase reduces K¢, remains to be determined. Multiple regression analysis of the Ferguson and Berryman data, where
both oxygen content and tensile strength are assumed to be independent variables, shows that tensile strength is the
dominant variable (the residua effect of oxygen does not reach statistica significance). This implies that, if oxygen
affects Ky, it does so through its strengthening effect. The solid solution strengthening effect of oxygen is further
complicated by the fact that oxygen tends to promote the formation of TizAl.

As might be expected, hydrogen also has an effect on toughness. The work of Meyn (Ref 19) shows that very low
hydrogen contents (less than about 40 ppm) enhance toughness. This effect is particularly dramatic with hydrogen
contents below 10 ppm. Table 2 illustrates the essential results for Ti-6Al-4V at two different oxygen levels.

Table 2 Effect of hydrogen content on room-temperature K. in alloy Ti-6Al-4V after furnace cooling from 927 °C
(1700 °F)

HYDROGEN Kic AT ROOM TEMPERATURE®W
CONTENT, PPM [\ 54+ /m KsV/in.
AT 0.16 WT% OXY GEN

8 145 132

36 118 107

53 104 95

122 100 91

AT 0.05 WT% OXYGEN

9 133 121

36 125 114

50 96 87




[ 125 | 101 | 92 |
() Specimens weretested in accord with ASTM E 399 but were loaded rapidly (total testing time=10s).

Effects of Microstructure. Improvements in K. can be obtained by providing either of two basic types of
microstructures: (&) transformed structures, or structures transformed as much as possible, because such structures
provide tortuous crack paths; and (b) equiaxed structures composed mainly of regrowth a that have both low dislocation
densities and low concentrations of aluminum and oxygen (the so-called "recrystallization annealed" structures). It is not
yet known (in 1995) whether or not combinations of these two types of structures would further enhance K values.

Transformed structures appear to be tough primarily because fractures in such structures must proceed along tortuous,
many-faceted crack paths. According to the work of Hall and Hammond (Ref 20), K. is proportional to the fraction of
transformed microstructure in aloy Ti-6Al-4V (see Table 3). These authors, however, propose that it is strain-induced
transformation of the retained laths of § phase that leads to enhanced fracture toughness. Evidently, their idea is that this
TRIP mechanism enhances "ductility" in front of each crack tip. However, in comparing p aloys deformed by either slip
or TRIP mechanisms, Wardlaw et al. (Ref 21) could find no advantage in ductility for the TRIP aloys. Curtis and Spurr
(Ref 22) suggested that it is primarily the a platelet size and efficient dispersion of the B phase that enhance toughness. In
any event, most direct evidence indicates that crack tortuosity is an important variable affecting Kic.

Table 3 Relationship between K,; and fraction of transformed structurein alloy Ti-6Al-4V

HEAT TREATING | FRACTION OF | K¢

TEMPERATURE®™ | TRANSFORMED

°C oF STRUCTURE, % e .
MPA kg V111,

1050 1922 100 69.0(69.9) |64

950 1742 70 61.5(60.4) |55

850 1562 20 465(44.6) | 40

750 1382 10 30.5(415) |38

(a) Heated for 1 h at indicated temperature and then air cooled.
(b) Vauesin parentheses calculated from linear least-squares expression relating percent transformation to K.

Effects of Environment. Effects of temperature on toughness are usually less abrupt for titanium than for common low-
aloy stedl. For example, Tobler (Ref 23) reported a gradual K. transition temperature between -196 and -143 °C (-320
and -215 °F) for recrystalization annealed Ti-6Al-4V extra-low interstitial (ELI). For temperatures at and above -143 °C

(-215 °F), his K, values were typically about 90 MPaV 11 (82 ksi V/111.). At -196 °C (-320 °F), his values were typically

60 to 65 MPaV' 111 (55 to 60 ksi V/ 111.). The loss is about 30%. The early conclusion by Christian and Hurlich (Ref 24)
that Ti-6Al-4V ELI may be used to cryogenic temperatures thus has some justification. The same may not be true of
standard-grade Ti-6Al-4V.

Texture Effects. Titanium aloys, like most other practical engineering alloys, are very dependent on the texture. In the
hot working operations that generally attend the fabrication of titanium aloys, all of the ¢ directions from grain to grain
tend to be paralel. Thus, different plastic responses will be elicited, depending on the direction of crack propagation. The
effects of direction on toughness are illustrated for a Ti-6Al-2Sn-4Zr-6Mo plate in Table 4 (Ref 25). Similar trends are
observed for Ti-6Al-4V alloys.

TABLE 4EFFECT OF TEST DIRECTION ON MECHANICAL PROPERTIESOF TEXTURED TI-6AL-2SN-4ZR-6MO PLATE

| TEST | TENSILE | YIELD | ELONGATIO | REDUCTIO | ELASTIC | K¢ | Kic |




MPA MPA % GPA N
L 1027 952 11.5 18.0 107 75 68 L-T
T 1358 1200 11.3 135 134 91 83 L-T
S 938 924 6.5 26.0 104 49 45 ST
Source: Ref 25

(a) High basal pole intensities reported in the transverse direction, 90° from normal, and also intensity nodes in positions
45° from the longitudinal (rolling) direction and about 40° from the plate normal.

Beta Alloys

Beta titanium alloys, which include both near-§ alloys and B-rich a-p alloys such as Ti-10V-2Fe-3Al, can be heat treated
to awide range of strength levels and can be tailored to strength-toughness combinations for specific applications. That is,
moderate strength with high toughness or high strength with moderate toughness can be achieved. This is generally not
possible for other types of titanium aloys because they cannot be heat treated over a very wide range. At moderate
strength levels, say 965 MPa (140 ksi) and above, the fracture toughness of the p alloys can be processed to achieve
higher values than for the other types (a and a- aloys).

To accomplish these higher toughnesses, however, the processing window is tighter than that normally used for the other
aloy types. For the less highly B-stabilized aloys, such as Ti-10V-2Fe-3Al, Ti-17, and B-CEZ, the thermomechanical
process is critical to the properties combinations achieved, because this has a strong influence on the final microstructure
and the resultant tensile strength and fracture toughnesses that may be achieved.

This is somewhat less important in the more highly B-stabilized alloys such as Ti-3AI-8V-6Cr-4Mo-4Zr (B-C) and Ti-
15V-3Cr-3Al-3Sn. In these the final microstructure, precipitated a, is so fine that microstructural manipulation through
thermomechanical processing is not as effective. In these cases the aging heat treatments--sequence and temperature--are
more critical. The key is to obtain a uniform precipitation. This may be obtained by a low-high aging sequence, or, with
residua cold or warm work, possibly a high-low aging sequence. When highly alloyed B alloys, such as p-C, are cold
worked prior to aging, high strength can be obtained with good ductility because cold work induces finer and more
uniform precipitation.

The thermomechanical processing must, however, be controlled to provide a uniform microstructure throughout the cross-
section of the material and, in conjunction with the heat treatment, avoid the occurrence of extensive grain boundary o or
a precipitate-free zone near the grain boundaries. Some characteristic mechanical properties of § aloys are givenin Table
5. Comparison of Table 5 with Table 1 indicates that the palloys have a higher fracture toughness at higher yield strength
than the - alloys.

TABLES5TYPICAL MECHANICAL PROPERTIESOF SELECTED BETA ALLOYS

ALLOY TENSILE ULTIMATE ELONGATION, | REDUCTION | K¢
YIELD TENSILE % IN  AREA,
STRENGTH | STRENGTH %
MPA |KS |MPA |KSI vpav I | g /i,
BETA CW 1090 158 | 1143 1658 |55 8.6 722 65.6
BETA 21S 1150 | 164 | 1057 151 8 . 101® 92®
T1-15-3© . . 1520 220 . 16 59 53.6
BETA CEZ® 1200 | 174 | 1315 191 10 26 75 69
TI-10-2-3 (HIGH | 1185 [ 172 | 1250 181 8 18 52 47
STRENGTH)®
TI-10-2-3 (MEDIUM | 1080 | 157 [ 1160 168 16 44 73 66
STRENGTH)®
T1-10-2-3 (LOW | 940 136 | 1020 148 22 61 102 93
STRENGTH)®
€) o 3 L
457 mm (18 in.) diam x 238 mm (94 in.) I.D. extrusion, air cooled from 815 °C (1500 °F) (above the transus), aged

24 h at 565 °C (1050 °F).



(b) K¢ for 1.3 mm (0.050 in.) strip, aged 8 h at 595 °C (1100 °F).

(c) Solution treated (above the beta transus) at 850 °C (1560 °F), aged for 11 ks at 600 °C (1112 °F), re-aged at 500 °C
(932 °F) for 43 ks.

(d) Nominal composition, Ti-5Al-2Sn-4Zr-4Mo-2Cr-1Fe; 300 mm diam pancake, processed through the beta transus to
600 °C (1112 °F), reheated to 830 °C (1472 °F), water quench, plus 570 °C (1054 °F) 8 h, air cool.

(e) For forgings, Ti-10-2-3 is heat treated 16 to 33 °C (60-100 °F) below the beta transus (744-765 °C, or 1370-1410 °F)
and water guenched. Aging temperatures range from 480 to 620 °C (900-1100 °F) depending on desired strength.
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Fatigue Crack Propagation

This section briefly reviews fatigue crack propagation (FCP) behavior in some major structura alloy families, with
emphasis on general microstructural factors. Like fracture toughness, FCP behavior is subject to microstructural control.
In some instances, however, improvements in the fracture toughness may produce a structure in which the FCP properties
are degraded and vice versa. For example, decreasing the grain size generally leads to improvements in the fracture
toughness but can degrade both the fatigue threshold, AKy,, and the FCP rate at high AK levels. In other instances, most
notably for titanium alloys, a microstructure that leads to improvements in K. aso produces improved FCP properties.
These structure-property relations can be important factors in meeting design-critical properties.

This section begins with a brief review of FCP mechanisms and models. While it is not the goal of this section to make a
complete review of models of FCP, it is nonetheless of use to briefly examine the physical basis of FCP and to indicate a
few models that have been proposed to understand FCP behavior in engineering aloys. It is also of use to briefly discuss
empirical models that have been used to correlate FCP behavior with extrinsic variables. Fatigue crack growth in major
structural aloy familiesis then discussed.

FCP Mechanisms and Models

Damage Accumulation at Crack Tip. An intuitively appealing model of FCP is to imagine that the high stresses and
strains at the crack tip produce reversed plastic deformation and damage. As aresult of this damage the crack advances a
certain distance, which is essentially defined by the microstructure. This distance could be related to the grain size, to the
cell size for materials in which cells are formed, or to other microstructural features. Severa models based on these ideas
have been reviewed in detail elsewhere (Ref 26). One model of this type that has been proposed (Ref 27) predicts a crack
growth rate as follows:

DADN = Cl(ayseeE) /2 - (uL/B=1y . Ak®/P (EQ 11)



where C is a constant, £¢ is the fracture strain of cyclically deformed material, ."iis the Coffin-Manson exponent, and | is
the process zone size. This model predicts that the FCP rate should decrease with increasing process zone size, which for
many materials would be expected to be the grain size. Such a dependence is indeed observed for many materials. It
furthermore predicts that the Paris exponent (discussed below) should be simply related to the Coffin-Manson exponent
for low-cycle fatigue (LCF). This is also observed. Thus, one mechanism for improving FCP behavior would be to
increase the grain size of aloys of interest, especially for aloys that exhibit planar glide and for which the primary
obstacles are the grain boundaries. There is extensive experimental evidence that such an approach is indeed very
effective for many materials (Ref 26).

Reduced Crack Growth Rate by Crack Tip Interference (Roughness-Induced Closure). Somewhat related to
the above discussion is the notion that if the fracture surface is very "rough," then the opposite faces of the crack tip will
come into premature contact with one another during unloading. Thus, during FCP, the nominal stress-intensity range &
Krom 1S reduced to &Ky and the crack growth rate is correspondingly reduced. The point at which contact of opposite
faces occursis used in computing the minimum K level in the A Ky expression. Because &K has been reduced, the crack
growth rate is aso correspondingly reduced. While these concepts make sense physically in certain situations, their
applicability depends sensitively on the elastic/plastic properties of the material being considered and the geometry of the
fracture surface. Furthermore, these ideas, while appealing, are very difficult to implement in an engineering application,
because it is not usually possible to measure the closure load. The utility of thisinsight appears to be qualitative in nature,
predicting that rough fracture surfaces should exhibit low FCP rates. However, rough fracture surfaces are associated with
large-grained planar slip materials, and it is difficult to see how the roughness arguments can be separated from those
discussed previously. A more detailed discussion of these ideas is found elsewhere (Ref 28, 29, 30). Additiona
information on crack closure isin the article "Micromechanisms of Monotonic and Cyclic Crack Growth" in this Volume.

Phenomenological Models for FCP. The best-known empirical equation for correlating the FCP rate is the Paris
equation (Eq 4). While it is now recognized that this equation is an oversimplification of a very complex phenomenon,
Paris was the first to recognize that FCP could be correlated with a global parameter that describes the stresses and strains
in the vicinity of the crack tip (Ref 31). The Paris egquation accurately represents the behavior of many materials in the
mid-AK range, which is of significant engineering interest. This equation does not recognize the effects of load ratio
(Pmin/Pmax), the existence of a threshold AKy, or very high acceleration of the FCP rate as the stress intensity approaches
the fracture toughness of the material.

Fatigue crack propagation has been extensively characterized experimentally. The primary objective of such studiesisto
develop data that can be used to predict the life of a component given the stress state and the crack geometry. For
analytical convenience, models have been developed to correlate the data. Typical of these models is the hyperbolic sine
(Ref 32):

LOG (DA/DN) = C; SINH {C, LOG AK + Cg} + C4 (EQ 12)

where C,; is a material constant and the other constants are functions of load ratio, temperature, and frequency. The
constants can be determined by a regression analysis. This model and other similar models are symmetric about an
inflection point and this property is not aways in consonance with actual behavior. A model developed for use in the
electric power industry, which allows for amore general fit of the data (Ref 33) is given by:

| A, As A,

= + S
da/dVv (AKY"  (AKY" (K (1 = R)™

(EQ 13)

where the various constants and exponents are fitting parameters and R is the load ratio. Temperature and frequency
effects are easily accommodated in the fitting parameters. At values of the crack growth rate that are relatively high (e.g.,
da/dN > 2.5 x 10° mm/cycle), data are well represented by the familiar Paris equation.

Another simple equation, known as the Forman equation, has found wide application in correlating FCP data for
aluminum aloys (Ref 34):



da ___ CAK"
dN (1-R)K,-AK (EQ14)

It must be emphasized that the rea utility of these representations lies in data correlation and life calculations. It is not
possible to use such equations to gain insight into the mechanisms associated with the FCP process or to design new
aloysfor increased fatigue resistance.
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Nickel-Base Alloys

Nickel-base alloys generally consist of coherent “¥' precipitates in an fcc matrix. Typically there will also be grain
boundary carbides in polycrystaline alloys. These are present, especially in cast forms used in turbine blade applications,
to limit grain boundary dliding at high temperatures, and they also usually limit the conventional fracture toughness to
rather low values. However, fracture toughness is not a design-critical parameter for most of these applications, and the
low fracture toughness levels are not a particular concern as compared to creep and LCF. On the other hand, alloys that
are designed for use in turbine disks usually exhibit significantly higher fracture toughness values and do not contain
significant amounts of carbides. A very widely used disk material is In 718, which is strengthened primarily by fine,

coherent /" precipitates in an fcc matrix. The fracture toughness of In 718 depends on factors such as grain size and
inclusions, much like some of the systems mentioned previously. The fracture toughness and other mechanical properties
of In 718 are shown in Table 6 (Ref 35). We see that the fracture toughness is substantial over a very wide range of
temperatures.

TABLE 6 TENSILE AND FRACTURE TOUGHNESS PROPERTIES OF INCONEL 718 AT ROOM AND
SUBZERO TEMPERATURES

TESTING YIELD TENSILE ELONGATION, | REDUCTION | FRACTURE
TEMPERATURE STRENGTH STRENGTH % IN AREA, | TOUGHNESS
o o 0 a

C F MPA | KSI |MPA [KS % veA VI | kg /i,
22 72 1172 170 1404 204 15.4 18.2 96.3 87.8
-196 -320 1342 197 1649 239 20.6 19.8 103 94
-269 -452 1408 204 1816 263 20.6 20.2 112 102




3
) Note Heat vestment 980 (1800 °F) 4 h, air cool; double age 720 °C (1325 °F) 8 h, furnace cool to 620 °C (1150
°F), hold 10 h; air cool.

The FCP of nickel-base superalloys has been extensively reviewed (Ref 36, 37) and is considered in detail in this book.
Thus only some of the major features of FCP in these systems are discussed below. These alloys are used in many
fatigue-critical applications in jet engines, and much of their development has been made with the goal of improving
fatigue properties.

FCP in Conventionally Processed Alloys. In an extensive study of FCP in commercial aloys it was shown that the
FCP rate tended to decrease with increasing strength, as predicted by Eq 11. However, these commercia aloysdifferedin
many ways and were not particularly suitable for consistent comparisons. It was also shown in this study, as well asin
other studies (Ref 39, 40, 41, 42), that increasing the grain size in a given system also had the effect of decreasing the
crack growth rate, again consistent with Eq 11.

One of these studies (Ref 41) demonstrated the effects of slip mode and microstructure using Waspaloy, an aloy that has
been widely used in the jet engine industry as a disk material. Heat treatments resulted in coarse and fine-grained
specimens (ASTM 3 and 9). For each grain size, further heat treatments resulted in precipitate sizes of either 8 or 90 nm.
Based on well-known physical metallurgy principles, the most planar dip would then occur for specimens containing
small precipitates and coarse grains, while the least planar slip would occur for the fine-grained specimens containing
large particles. The other microstructures would be expected to have deformation modes intermediate between these.

The results of FCP experiments are shown in Fig. 14. These results make it quite clear that microstructures that showed
the most planar dlip aso had the most crystallographic or "rough” surfaces and the lowest crack growth rates. Similar
results were also obtained for In 718 (Ref 43). In this study, heat treatments were used to produce four combinations of
grain size (250 vs. 25 £m) and precipitate size (150 vs. 20 nm diameter disks). Independent of precipitate size, the FCP
rate was lowest for the larger grain sizes. The effect of precipitate size was more complicated and is discussed in more
detail in the articles on fcp of nickel-base alloys. Testing was also done at a very high load ratio (R = 0.75) to attempt to
assess the contribution of roughness-induced closure on lowering the FCP rates. While increasing the R-ratio did increase
the FCP rate for all microstructures, the relative ranking of the FCP rates associated with the different microstructures
remained unchanged from the tests that were carried out at R = 0.05. These results strongly suggest that differences in
closure mechanisms (roughness-induced, oxide-induced) were not responsible for the observed behavior and that intrinsic
microstructural features and slip mode parameters play at least as important a role in influencing the FCP behavior as
does closure.
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Thisisnot to imply that closure may not be important in other systems, and in fact it has been shown in some systems that
differences in FCP rates do disappear when testing is done at high R ratios (Ref 44). A detailed study of the effects of dlip
mode has been carried out on model nickel-base aloys (Ref 45). The results again indicate that the lowest FCP rates
occur for materials that exhibit planar reversible glide. The results are shown in Fig. 15.
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Fig. 15 Fatigue crack propagation response of small 1" materials. (a) Results plotted vs. AKy;, thus accounting for crack
closure. (b) Material response at R=0.8

FCP in Single-Crystal Alloys. At present, single crystalline nickel-base aloys are not used in turbine components that
are FCP-critical. However, there is current interest in introducing such requirements into military engines, and some FCP
studies have been conducted.

Fatigue crack propagation in the single-crystal alloy designated as N4 has been characterized over arange of temperatures
from 25 °C to 1000 °C (Ref 46). The crack propagation direction was [110] and the loading direction was [001]. At room
temperature, crack propagation was crystallographic, with cracking occurring primarily on {111} planes with some
instances of cracking on {100} planes (Fig. 16). The preferred crack plane was the one having the highest linear
combination of resolved shear stress on the slip system (i.e., on the slip plane in the Burgers vector direction) and normal
stress across the dlip plane. These criteria for multiaxial failure were motivated by the fact that the shear stresses cause
dislocation motion, cause corresponding damage in the form of dislocation debris, and consequently weaken the dlip
plane. The normal stressis required for final separation. The FCP rates appeared to separate into two groups, depending
on temperature (Fig. 17). Above 925 °C (1700 °F), FCP rates increased dramatically and the fracture planes were
macroscopically normal to the loading axis, except for the initial amount of crack extension, which was on a plane
inclined to the load axis.



Fig. 16 Crystallographic cracking along the {111} and {100} planes of the single-crystal nickel-base alloy designated as
N4. Note the less crystall ographic nature of the fracture on (001). Source: Ref 46
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Fig. 17 The effect of temperature on crack growth rates (R=0.1). At T <927 °C, the crack growth rates in the Paris
regime are similar. At the two higher temperatures, the growth rates are an order of magnitude larger than at the lower

temperatures.

The anisotropic nature of single crystals renders a straightforward application of fracture mechanics problematic. These
issues were addressed in a recent study (Ref 47). Using a finite element approach to determine the stresses ahead of the
crack tip, and taking into account elastic anisotropy, it was demonstrated that the features on the fracture surface



depended on the critical combinations of normal and shear stress as well as temperature, with environment also playing an
important role. At higher temperatures and in areas where the normal stresses were high, cracking was macroscopically
on {100} planes. Closer examination revealed that y' particles were present on the surface and that cracking was limited to
the channels between the y' precipitates. This can be understood in terms of the morphology and temperature dependence
of the hardness of y'. It iswell known that y' become harder with increasing temperature up to about 800-900 °C (1470-
1650 °F), depending on the system. Thus, there is a tendency for dislocations to be confined to the regions between the
precipitates, and even though deformation in the matrix between the precipitates probably occurs on the {111} planes, the
heavily damaged regions are macroscopically paralel to {100} and final fracture would occur in these areas, assisted,
naturally, by environmental interactions. Similar results were obtained for Mar-M002 crystals tested with a [001] load
axisat 25, 600, and 850 °C (Ref 48). Crack propagation was in the [100], [210], and [110] directions.

In another study of FCP in nickel-base aloys (Ref 49), Mar-M200 was tested under various loading and crack
propagation directions. It was found that cracking occurred on {111} planes, with the preferred plane(s) being the one(s)
that had the highest and/or second highest resolved shear stress in the direction of potential Burgers vectors on the dlip
plane. There was considerable crack branching, and the fracture surfaces were macroscopically "rough,” defined by
various combinations of {111} planes. When crack branching and surface roughness were taken into account, it was
possible to correlate the crack growth rate with the effective stress-intensity parameter. The effective stress-intensity
parameter takes into account the fact that there may be modes I, I, and 111 present in a single crystal that is nominally
loaded in mode I. Physically, the effective stress-intensity parameter relates to the elastic strain energy driving the crack
and may be defined mathematically as:

s I a3 ,a G ... :!
AK oy = M‘F*Fl-l"-"lil *Eﬂiin; (EQ 15)
where AK|, K;;, and K;;; are mode I, |1, and Il stress-intensity parameters and C;, C,, and C; are constants related to the

elastic anisotropy of the material and loading direction. Acceptable correlations of the data were obtained using &K
Those orientations for which crack deviation and closure were minimized showed the most rapid crack growth rates.

Environmental Factors. Because nickel-base alloys are used at temperatures as high as 1125 °C (2050 °F) in air
environments, the environment becomes a significant factor in influencing FCP behavior. Fatigue crack propagation in
nickel-base alloys has been shown to be very sensitive to both oxygen (Ref 36) and hydrogen (Ref 50). The effect of
oxygen has been demonstrated to depend on an interplay between two factors: embrittlement due to oxygen diffusion
(detrimental) and increased closure due to oxide formation (beneficial). As temperature is increased, the FCP rate first
decreases (closure effect) and then increases very rapidly due to the oxygen ingress and embrittlement of the crack-tip
region (Ref 36). When an activation energy analysis was carried out on the FCP behavior of René 95, it was shown that
an activation energy of about 30 kcal/mol represented the process quite well. This number isin reasonable agreement with
the activation energy for diffusion of oxygen in nickel. The environment also has the effect of changing the fracture
surface morphology, which can cloud the effects of the environment. In a study using model nickel-base alloys (Ref 51),
testing in air and testing in vacuum at elevated temperatures revealed similar crack growth rates. However, in air the
fracture surface exhibited crystallographic facets and was macroscopically rough. In vacuum, the surface was smaooth.
When tests were carried out on a single specimen, first in air and then in vacuum, the crack growth rate decreased
significantly in vacuum, leading to the conclusion that the environment was in fact playing a critical role even at
temperatures where obvious oxide films were not formed. These results are shown in Fig. 18.
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Fig. 18 Vacuum and air/vacuum/air fatigue crack propagation tests. Results for alloy II-S at 427 °C and R = 0.1.
Environmental and closure effects can be separated.
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FCP of Steels

Steels are microstructurally and compositionally complex, so this section is limited to an overview of some of the
principal features of FCP behavior of steels.

Near-Threshold Crack Growth. The form of the da/dN versus AK curves for steels (indeed for all materials) follows
the form predicted by Eq 12. That is, at relatively low values of AK, the crack growth rate will go to zero at some value of
AK, which is customarily defined as AKy. In the near-threshold regime, the effects of load ratio are significant. As the
load ratio isincreased, AKy, decreases according to an equation of the form:

AKry=C(1- 0.85R) (EQ 16)

Thus, increases in R have a pronounced effect on the threshold. The value of the constant C will depend on the
composition and heat treatment being considered. However, for many steels the following values for C have been
determined (Ref 52):

C=64FORR =01
C=55FORR<0.1 (EQ17)

where K is in ksi V' 111. Because the threshold regime is where good design and inspection would place the operating
conditions, small changesin R would lead to huge changes in the FCP rate and corresponding decreases in the fatigue life.
It is in the threshold regime that the most significant effects of microstructure are observed. As was the case for the
nickel-base alloys considered previously, increasing the grain size (in this case the ferrite grain size) has the effect of
increasing the threshold. This can be understood in terms of basic fracture mechanics. For example, it might be
hypothesized that crack propagation could occur only if the plane-strain reversed plastic zone is on the order of the grain
size (Ref 7). However, we know that the fatigue zone size is given by the approximate equation:

Re = (AK/ayg)?/(247) (EQ 18)

Substituting the grain size d for the plastic zone size and AKy, for AK gives the following resullt:
AKry = 6.140ys - D2 (EQ 19)

where K isin ks V 111. The predictions of Eq 20 are actually followed for low-carbon and low-alloy steels (Ref 7). If Eq
16 and 19 are combined, we can describe the effects of grain size, yield strength, and R-ratio:

AKh = 6.140vs-D? - (1- 0.85R) (EQ 20)

An extensive compendium of threshold and FCP data for mild steels, alloy steels, stainless steels, auminum alloys,
titanium alloys, and nickel-base aloys is available (Ref 52). All data are evaluated in terms of validity, and structural
information (e.g., grain size, heat treatment) is provided where available. The interested reader is referred to this work for
further information.

Stress-Ratio Effects at Intermediate Crack Growth Rates. At higher levels of AK, the crack growth rate follows
Eq 4 very closely with little effect of R-ratio. Thus, it would be unduly conservative to use the Forman equation (Eq 14),
which overemphasizes the effect of R-ratio in steels. In the Paris law regime, the upper-bound FCP rates of common
steels may be described by the following equations (Ref 53):



DA/DN = 0.66 x 108 (AK)?? (EQ 21)

(Martensitic steels)
da/dN = 3.6 x 10 (AK)*° (EQ 22)
(Ferrite/pearlite steels)

As was the case for the nickel-base alloys, the effects of temperature and environment are complex, depending on
composition, microstructure, and the aggressive species in the environment. In general, ferritic steels will exhibit higher
crack growth rates at temperatures below the onset of severe microcleavage. At higher temperatures, many steels are
susceptible to oxidation, which accelerates the FCP rates. Cr-Mo stedls are typical of those that are subject to a strong
environmental effect. A more detailed description of FCP in steelsis provided in the chapter on steels.
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Aluminum-Alloy FCP

Aluminum alloys find wide application in fatigue-critical structures, especially in the aerospace industry, where they are
used throughout airframes (skins, spars, bulk heads, etc.). As expected, there is considerable detailed knowledge of the
FCP behavior of these materials. In addition, due to the continuing push for lighter, stronger structures, new alloys are
being introduced, of which the most promising appear to be the Al-Li aloys, which are lighter than conventional alloys
and have a higher modulus of elasticity. The key features of most aluminum alloys are grain size, precipitates,
dispersoids, and constituent particles.

Aluminum alloys are fairly sensitive to mean stress effects, so Eq 14 can be used with reasonable success for correlating
FCP data of most aluminum alloys. However, it should be remembered that the main purpose of such equations is to put
datain a format that can be readily integrated, and equations like Eq 12 and 13 can provide better fits because of their
increased number of experimentally determined parameters. Indeed, if life analysis is the sole objective, then numerical
integration of the data can be performed directly without fitting it to any model. Use of Eq 14 is demonstrated in the data
shown in Fig. 19 for 7075-T6 Al in various tempers (Ref 54).
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Fig. 19 Effect of R on fatigue crack growth ratesin aluminum aloy 7075-T6. Source: Ref 54

As with most wrought forms, fatigue behavior of aluminum alloys can have significant directionality effects, especially in
the threshold regime, as shown in Fig. 20 for 7050-T7452 hand forgings tested at room temperature in moist air (Ref 55).
This can be understood quite easily in terms of the grain structure of wrought forms. In the L-T orientation the crack is
free to propagate intergranularly in the intermetallic-dominated regions. As a result, the fracture surface would be
expected to be quite flat with little or no closure. This effect means that the crack would "feel" the full stress-intensity
range. On the other hand, in the ST direction the crack could not propagate between the grains very effectively. In
essence it would be retarded by the grains and could propagate only slightly in the narrow intergranular regions.
Furthermore, the crack surface would be rougher, giving rise to an enhanced closure effect. Thus, at any nominal AK
level, AKgs would be much lower and the driving force for crack propagation would be reduced. As the stress intensity
reaches the Paris law regime, the effects of orientation are reduced, as has been pointed out elsewhere (Ref 56). The
effects of orientation and closure were investigated in the S-L and S-T orientations for a 7050-T7452 alloy and an 8090
Al-Li alloy. Theresults are shown in Fig. 21 for R= 0.1 (Ref 57). In this study, the 7050 showed minimal closure in these
orientations, while the 8090 showed significant closure. It should be noted that in these experiments, extraordinary care
was taken to ensure that true closure levels were being measured, as recommended and detailed elsewhere (Ref 58). In
this way all artifacts of the closure measurement (which are in fact quite common) were eliminated or reduced to
insignificance.
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Fig. 20 Fatigue crack propagation data for 7050-T7452 hand forgings. Source: Ref 55
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7050-T7452. Source: Ref 57

It can be seen that when closure is not accounted for, the FCP rates of the Al-Li alloys appear to be superior. However,
when closure is taken into account, the effective value of AK is decreased at the same level of da/dN. Thus the da/dN
versus AK curves for the 8090 shift to lie above those of the 7050. These results make it very clear that the reason for the
observed superior FCP properties of the Al-Li aloysis primarily due to crack closure. It is important to understand this,
because at higher R levels, closure effects would be eliminated (or at least significantly reduced) and the FCP properties
of the 7050 would be expected to be superior.

The effect of the various types of particles found in conventional aluminum aloys has been characterized (Ref 59). As
might be expected, the larger constituent particles begin to play a role at the higher AK levels, where normal rupture
modes become important. The precipitates influence the FCP behavior at the lowest AK levels, while the dispersoid
particles, which have the effect of controlling the grain size, have an effect at dlightly higher AK levels. These ideas are
summarized in Fig. 22.
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It is interesting to note that the relative ranking of aluminum alloys in constant-amplitude FCP is not preserved in
variable-amplitude or peak overload FCP environments. This is related to the effects that overloads have on debonding
large particles and the subsequent reduced constraint during lower-AK cycling. This is illustrated in Fig. 23 for three
levels of yield strength (Ref 60). At the lower AK levels, the higher-yield-strength material exhibits the highest FCP rate,
with the lower-strength material showing the lowest FCP rate. As the base AK level increases, the overloads are higher
and the large congtituent particles in the higher-strength material crack locally and reduce the constraint, thereby lowering
the FCP rate during subsequent cycling at the base AK levels. When the base AK level increases to the highest levels,
there is significant crack advance per cycle in the high-strength material, corresponding to its lower fracture toughness,
and the relative ordering of the aloys goes back to what is seen in constant-amplitude cycling. These ideas would also
apply to agiven class of alloys with differences in the constituent particle size and density. It can easily be envisioned that
aloys with a higher density of large particles will show decreased crack growth rates under tension-dominated spectrum
loading.
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Fig. 23 Schematic effect of yield strength (peak and overaged tempers) on fatigue crack growth rate under spectrum
loading. Source: Ref 60

The effects of the strengthening precipitates would be expected to play an important role in the FCP behavior of
aluminum alloys because they influence, in a profound manner, the basic dlip characteristics, which as we have seen



influence the crack propagation behavior. However, great care must be taken in the interpretation of test results, because
the complexity of these alloys means that several potentially competing mechanisms may operate simultaneously. These
ideas are discussed more fully in the section on aluminum aloys.

Aluminum alloys are used in environments that can be very aggressive. Saline environments would be typical, for
example, of aircraft on carriers or of aircraft operating in warm, coastal areas such as Hawaii or California. The effects of
composition, orientation, and environment are illustrated in Fig. 24 (Ref 57). In this figure, FCP curves have been
integrated based on data that was generated for air and saline solution environments. The assumed geometry was a wide
edge-cracked plate subjected to a remote stress of 50 MPa. The crack sizes and stresses are representative of what would
be expected for military aircraft under normal inspections and operating conditions. The integrated life results show
spectacular differences for different environments, discernible differences for different orientations, and modest
differencesfor different alloys.
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Titanium-Alloy FCP

Titanium alloys, like the other systems that we have discussed so far, have FCP properties that are sensitive to chemical
composition, microstructure, environment, and loading variables. In general, titanium alloys, like most others, exhibit
three regimes of behavior: a near-threshold regime (low AK values), a Paris law regime (intermediate AK levels), and a
regime where normal rupture modes dominate as K| is approached (high AK levels). The effects of these variables on
FCP are complex, and only major trends will be discussed here.

The effect of the R ratio on FCP for many alloys is as predicted by Eq 14. The R ratio effect is largest at low and high
values of AK and somewhat reduced for the intermediate values, as has been pointed out elsewhere (Ref 61). The fit of the
data to Forman's equation is well illustrated for the near-cx T-6242 aloy tested at two R ratios (Fig. 25) (Ref 62). As
predicted by the form of Eq 14, the FCP rate is higher for the higher Rratio.

Q.1
10— -
2 103
[ =]
=
o
E 104}
5
8 105h
o A= 002, expermantal
= a A =05 exparimental
106 |- === H=0.02 Forman's
— H=0.5 Forman's
‘”_"—-.r il 1 i i L5 i il
5 10 20 50 10¢
ALK, keiv In

Fig. 25 Comparison of fatigue crack propagation data from Forman's equation and experimental results at room
temperature, R = 0.02 and R = 0.5. Source: Ref 62

Interstitial oxygen is known to embrittle the a phase in o-p alloys, and this effect would also be expected in the FCP
behavior of these aloys to the extent that the FCP behavior is influenced by those factors which influence K. Figure 26
shows that for a Ti-6Al-4V alloy, the crack growth rate is higher the higher the oxygen content (Ref 63). Of course, the
precise composition of titanium alloys has a significant effect on FCP. For example, depending on the composition, some
alloys may be more prone to texturing than others. Although thisis not a direct compositional effect, texturing does have
asignificant influence, and in thisregard it may be considered a composition-related effect.
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Microstructural factors are very important in influencing the FCP rates of titanium alloys, and it has been demonstrated
that the FCP rate may be changed an order of magnitude depending on the microstructure, especially at low values of AK.
As has been pointed out elsewhere (Ref 61), FCP properties generally track trends in K,.. FCP properties are generaly
quite desirable for transformed structures and for microstructures produced by recrystallization anneals. The effect of
microstructure is shown in Fig. 27 (Ref 64). Part of the improvement in the transformed structures is surely related to the
meandering nature of the crack and the increased closure levels associated with such a crack surface. In fact, it has been
shown that the FCP rate decreases with the size of the Widmanstédtten o packet size (Ref 65). Some authors have
attributed the reduced crack growth rates to alonger crack path. However, this effect is rather small and can account for at
most afactor of 2 compared to the order-of-magnitude changesin FCP rates that occur.
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Fig. 27 Effect of heat treatment on fatigue crack growth rate of aloy Ti-6Al-4V. Source: Ref 64

Titanium alloys are fairly resistant to the effects of environment, except at fairly r{igh temperatures. However, it has been

established through a very detailed analysis of experimental data that in a 32 % NaCl solution, the rates of crack
extension (fatigue and static loading) can be associated with an activation energy very close to that of hydrogen in
titanium (Ref 66). This effect is in agreement with the results of other investigators who have found that hydrogen plays a
significant role in embrittling titanium alloys and causing higher rates of crack extension.

The fatigue behavior of titanium alloys is very sensitive to the environment and in genera corresponds with well-
understood principles of fracture mechanics. There is consequently great opportunity for controlling the fatigue behavior
through heat treatment and compositional control to achieve desired goals.
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Specific Design for Improved Fatigue Resistance

While the details of improving the FCP properties depend on the class of materials being considered, some general
principles appear to be valid for the aloy systems considered here. For example, while microstructural effects are
observed in all regimes, they are most pronounced in the near-threshold regime. Larger grain sizes generaly tend to
produce lower FCP rates, either through lowering the average plastic strain at the tip of a propagating crack or (in some
sense equivalently) through producing a rougher fracture surface and increased closure levels. In systems with simple
microstructures and well-defined slip mechanisms (e.g., nickel-base superaloys), control of the precipitate size also
provides a means for controlling FCP. In general, the degree of dip reversibility will depend on the size of the
precipitates, and the size of the precipitate can be adjusted to promote increased reversibility. Of course this can also be
put in the context of closure, because reversible dlip, as we have seen, also produces a fracture surface with considerable
surface roughness.

References

1. H. Tada, P.C. Paris, and G.R. Irwin, The Sress Analysis of Cracks Handbook, 2nd ed., Paris Productions Inc., St.
Louis, MO, 1985

2. "Standard Method for Plane-Strain Fracture Toughness Testing of Metallic Materials," ASTM E 399-91, ASTM, Vol
3.01, 1991, p 488-512

3. JP. Schaffer, A. Saxena, S.D. Antolovich, T. Sanders, and S. Warner, The Science and Design of Engineering
Materials, Irwin Publishers, 1995

4. G.T.Hahnand A.R. Rosenfield, in STP 432, ASTM, 1968, p 5-32

5. SD. Antolovich and B. Singh, On the Toughness Increment Associated with the Austenite to Martensite Phase
Transformation in TRIP Steels, Met. Trans,, Vol 2, 1971, p 2135-2141

6. A. Saxenaand S.D. Antolovich, Increased Fracture Toughness in a 300 Grade Maraging Steel as a Result of Thermal
Cycling, Met. Trans., Vol 5, 1974, p 623-632

7. W.W. Gerberich, R.H. Van Stone, and A.W. Gunderson, Application of Fracture Mechanics for the Sdlection of
Metallic Sructure Materials, J. Campbell, W.W. Gerberich, and J.H. Underwood, Ed., American Society for Metals,
1982, p 41-103

8. F.R. Stonsifer and R.W. Armstrong, Fracture 1977, Vol 2A, D.M.R. Taplin, Ed., Pergamon Press, 1977, p 1-6

9. A.H. Priedt, in Effect of Second-Phase Particles on the Mechanical Properties of Seel, The Iron and Stedl Institute,
London, 1971

10. T.B. Cox and J.R. Low, Jr., An Investigation of the Plastic Fracture of AlSI 4340 and 18 Nickel-200 Grade Maraging
Steels, Met. Trans.,, Vol 5, 1974, p 1457-1470

11. K.H. Schwalbe, Eng. Fract. Mech., Vol 9, 1977, p 795-832
12. Fractography, Vol 12, Metals Handbook, 9th ed., ASM International, 1987, p 384

13. S.D. Antolovich and B. Singh, Observations of Martensite Formation and Fracture in TRIP Steels, Met. Trans., Vol 2,
1970, p 3463-3465

14. J.G. Kaufman, Fracture Toughness of Aluminum Alloy Plate--Tension Tests of Large Center Slotted Panels, Journal
of Materials, Vol 2 (No. 4), 1967, p 889-914

15. R.J. Bucci, Eng. Fract. Mech., Vol 12, 1979, p 407-441
16. K.T. Rao and R.O. Ritchie, Internat. Mater. Rev., Vol 37, 1992, p 153-185

17. S.D. Antolovich, P.M. Shete, and G.R. Chanani, Fracture Toughness of Duplex Structures, Part |I: Tough Fibersin a
Brittle Matrix, STP 514, ASTM, 1972, p 114-134

18. R.R. Ferguson and R.G. Berryman, "Fracture Mechanics Evaluation of B-1 Materials,” Report AFML-TR-76-137,
Vol I, Rockwell International, Los Angeles, 1976

19. D.A. Meyn, Effect of Hydrogen on Fracture and Inert-Environment Sustained Load Cracking Resistance of Alpha-



20.
21
22
23.
24,
25.
26.
27.
28.
29.
30.

31.
32.

33.
. A.G. Forman, J. Basic Engineering, Trans. ASME, Series D, Vol 89, 1967, p 459-469
35.

36.
37.

38.
39.
40.

41.

42.
43.
. K.T. Rao, W. Yu, and R.O. Ritchie, Fatigue '87, R.O. Ritchie and E.A. Starke, Ed., EMAS, West Midland, U.K.,

45,

46.
47.

48.

Beta Titanium Alloys, Met. Trans., Vol 5A (No. 11), Nov 1974, p 2405-2414

T.W. Hall and C. Hammond, The Relation between Crack Propagation Characteristics and Fracture Toughness in
Alphat+Beta Titanium Alloys, Titanium Science and Technology, Vol 2, Plenum Press, 1973, p 1365-1376

T.L. Wardlaw, H.W. Rosenberg, and W.M. Parris, "Development of Economical Sheet Titanium Alloy, Report
AFML-TR-73-296

R.E. Curtis and W.F. Spurr, Effect of Microstructure on Fracture Properties of Titanium Alloys in Air and Salt
Solution, ASM Transactions Quarterly, Vol 61 (No. 1), March 1968, p 115-127

R.L. Tobler, Low-Temperature Fracture Behavior of a Ti-6Al-4V Alloy and the Electron-Beam Welds, Toughness
and Fracture Behavior of Titanium, STP 651, ASTM, 1978, p 267-294

J.L. Christian and A. Hurlich, "Physical and Mechanical Properties of Pressure Vessel Materials for Applicationsin a
Cryogenic Environment," Report ASD-TDR-628, Part 2, April 1963

M.J. Harrigan et al., The Effect of Rolling Texture on the Fracture Mechanics of Ti-6Al-2Sn-4Zr-6Mo Alloy,
Titanium Science and Technology, Vol 2, Plenum Press, 1973, p 1297-1317

J.P. Bailon and S.D. Antolovich, The Effect of Microstructure on Fatigue Crack Propagation: A Review of Existing
Models and Suggestions for Further Research, STP 811, ASTM, 1983, p 313-349

A. Saxena and S.D. Antolovich, Low Cycle Fatigue, Fatigue Crack Propagation, and Substructures in a Series of
Polycrystalline Cu-Al Alloys, Met. Trans., Vol 6A, 1975, p 1809-1828

R. Bowman, S.D. Antolovich, and R.C. Brown, A Demonstration of Problems Associated with Crack Closure
Measurement Techniques, Eng. Fract. Mech., Vol 31, 1988, p 703-712

W.J. Drury, A.M. Gokhale, and S.D. Antolovich, Effect of Crack Surface Geometry on Fatigue Crack Closure, Met.
Trans., Vol 26A, 1995, p 2651-2663

H.Y. Jung and S.D. Antolovich, Experimental Characterization of Roughness-Induced Crack Closure in Al-Li 2090
Alloy, Scripta Met., Vol 33, 1995, p 275-281

P. Paris and F. Erdogan, J. Basic Engineering, Trans. ASME, Series D, Vol 85, 1963, p 528-539

R.M. Wallace, C.G. Annis, Jr., and D. Sims, Report AFML-TR-76-176, Vol |, Rockwell International, Los Angeles,
1976

A. Saxena, S.J. Hudak, Jr., and G.M. Jouris, Eng. Fract. Mech., Vol 12 (No. 1), 1979, p 103-115

R.L. Tobler, Low Temperature Effects on the Fracture Behavior of a Nickel Base Superalloy, Cryogenics, Vol 16
(No. 11), Nov 1976, p 669-674

S.D. Antolovich and JE. Campbell, Application of Fracture Mechanics for the Selection of Metallic Sructure
Materials, J. Campbell, W.W. Gerberich, and J.H. Underwood, Ed., American Society for Metals, 1982, p 253-310

S.D. Antolovich and B. Lerch, Cyclic Deformation and Fatigue in Ni-Base Alloys, Superalloys, Supercomposites, and
Superceramics, JK. Tien and T. Caufield, Ed., Academic Press, 1989, p 363-411

R. Miner and J. Gayda, Met. Trans., Vol 14A, 1983, p 2301-2308
H.F. Merrick and S. Floreen, Met. Trans., Vol 9A (No. 2), 1978, p 231-233

J. Bartos and S.D. Antolovich, Fracture 1977, D.M.R. Taplin, Ed., Vol 2, University of Waterloo Press, Waterloo,
Canada, 1977, p 996-1006

B. Lawless, S.D. Antolovich, C. Bathias, and B. Boursier, Fracture: Interactions of Microstructure, Mechanisms and
Mechanics, JM. Wellsand J.D. Landes, Ed., TMS-AIME, 1985

W.J. Millsand L.A. James, Publication 7-WA/PUP-3, ASME, 1979
D. Krueger, S.D. Antolovich, and R.H. Van Stone, Met. Trans., Vol 18A, 1987, p 1431-1449

1987, p 291-301

R. Bowman and S.D. Antolovich, The Effect of Microstructure on the Fatigue Crack Growth Resistance of Nickel
Base Superalloys, Superalloys 1988, D.N. Duhl, G. Maurer, S. Antolovich, C. Lund, and S. Reichman, Ed., AIME,
1988, p 565-574

B.A. Lerch and S.D. Antolovich, Fatigue Crack Propagation Behavior of a Single Crystalline Superalloy, Met. Trans.,
Vol 21A, 1990, p 2169-2177

B.F. Antolovich, A. Saxena, and S.D. Antolovich, Fatigue Crack Propagation in Single Crystal CMXS-2 at Elevated
Temperature, Superalloys 1992, S.D. Antolovich, et d., Ed., AIME, 1992, p 727-736

J.S. Crompton and J.W. Martin, Met. Trans., Vol 15A, 1984, p 1711-1719



49.
50.

51.
52.
53.

57.
58.

59.

60.

61.

62.

63.
64.
65.
66.

K.S. Chan and G.R. Leverant, Met. Trans., Vol 18A, 1987, p 593-602

P.J. Peters, C.M. Biando, and D.P. Del.uca, Effects of Hydrogen on FCP of Ni-base Alloys, United Technologies
Pratt and Whitney Government Engines and Space Propulsion, Report FR-24007, NASA Grant NA58-39050, 1995

Arnaud de Bussac, M.S. thesis, Georgia Institute of Technology, 1992
D. Taylor, A Compendium of Fatigue Thresholds and Growth Rates, EMAS, West Midlands, U.K., 1985

S.T. Rolfe and JM. Barsom, Fracture and Fatigue Control in Structures--Applications of Fracture Mechanics,
Prentice-Hall, 1977

. R.G. Forman, R.E. Kearney, and R.M. Engle, J. Basic Engineering, Trans. ASME, Vol 89, 1967, p 459-464
55.
56.

L.N. Mueller, "ALCOA Aluminum Alloy 7050," Green Letter 220, ALCOA Center, PA, Oct 1985

J.G. Kaufmann and J.S. Santner, Application of Fracture Mechanics for the Selection of Metallic Sructure Materials,
J. Campbell, W.W. Gerberich, and J.H. Underwood, Ed., American Society for Metals, 1982, p 169-211

Kevin Lemke, Georgia Institute of Technology, personal communication, 1993

R. Bowman, S.D. Antolovich, and R.C. Brown: A Demonstration of Problems Associated with Crack Closure
Measurement Techniques, Eng. Fract. Mech., Vol 31, 1988, p 703-712

J.T. Staley, Fracture Mechanics, N. Perrone et ., Ed., University Press of Virginia, 1978, p 671

T.H. Sanders, Jr., R.R. Sawtell, J.T. Staley, R.J. Bucci, and A.B. Thakker, "Effect of Microstructure on Fatigue Crack
Growth of 7xxx Al Alloys under Constant Amplitude and Spectrum Loading," Naval Air Development Center
Contract NO0019-76-C-0482, Final Report, 1978

H.W. Rosenberg, J.C. Chesnutt, and H. Margolin, Application of Fracture Mechanics for the Selection of Metallic
Sructure Materials, J. Campbell, W.W. Gerberich, and J.H. Underwood, Ed., American Society for Metals, 1982, p
213-252

L.S. Vessier and S.D. Antolovich, Fatigue Crack Propagation in Ti-6242 as a Function of Temperature and
Waveform, Eng. Fract. Mech., Vol 37, 1990, p 753-775

Report MDC-A0913, McDonnell Aircraft Co., 1971
R.R. Ferguson and R.G. Berryman, Report AFML-TR-76-137, Vol |, Rockwell International, Los Angeles, 1976
G.R. Yoder and D. Eylon, Met. Trans, Vol 10A, 1979, p 1808-1810

P. Baniaand S.D. Antolovich, Activation Energy Dependence on Stress Intensity Level in Stress Corrasion, STP 610,
ASTM, 1976, p 157-175



Micromechanisms of Monotonic and Cyclic Crack Growth

Todd S. Gross, University of New Hampshire; Steven Lampman, ASM International

Introduction

FRACTURE is the complete separation of a material that occurs when a crack reaches a critical size and impairs strength
below the service load. The final fracture is usually abrupt, but it is generally preceded by a cracking process that occurs
slowly over the service life from various crack growth mechanisms (e.g., see Fig. 1) such as fatigue, stress-corrosion
cracking, creep, and hydrogen-induced cracking. Each of these cracking mechanisms has certain characteristic features
that are used in failure analysis to determine the cause of cracking or crack growth.
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FI1G. 1 CRACK PROPAGATION MECHANISMS: (A) CLEAVAGE CRACK PROPAGATION. (B) DIMPLE FRACTURE DUE
TO COARSE PARTICLES. (C) DIMPLE FRACTURE DUE TO FINE PARTICLES. (D) DIMPLE FRACTURE DUE TO
COARSE AND FINE PARTICLES. (E) INTERGRANULAR CRACK PROPAGATION DUE TO GRAIN BOUNDARY



PRECIPITATES. (F) INTERGRANULAR CRACK PROPAGATION DUE TO A HARD PHASE GRAIN BOUNDARY FILM.
(G) CRACK PROPAGATION MECHANISMS WHEN A SOFT PHASE GRAIN BOUNDARY FILM IS PRESENT. (H)
CRACK PROPAGATION BY SLIP PLANE/SLIP PLANE INTERSECTION. (1) CRACK PROPAGATION BY SLIP
PLANE/GRAIN BOUNDARY INTERSECTION. (J) CRACK PROPAGATION SOLELY BY PLASTIC BLUNTING.

The purpose of this article is to provide a brief description of the different types of micromechanisms of monotonic and
cyclic fracture. General information on what material variables have the most beneficial effect on resistance to failure will
be presented. Each micromechanism may have a particular manifestation in a given material system, but there are general
features of each micromechanism that are common to all relevant systems. In this article, the micromechanisms are
divided into monotonic and cyclic mechanisms. This distinction is somewhat artificial in that one can observe evidence of
"monotonic” micromechanisms on fracture surfaces that failed under cyclic loading. Also, the effect of environment on
the micromechanism is considered as a variable that may change the micromechanism under a given loading condition
rather than a unique type of fracture. Polymer fracture and fatigue crack growth occur by micromechanisms that are not
observed for monolithic crystalline materials. Therefore, polymer failure will be discussed separately in each section. The
failure of fiber-reinforced composite materials also has unique aspects and is covered in a separate volume, Engineered
Materials Handbook, Volume 1, Composites (ASM International, 1987).

Micromechanisms of Monotonic and Cyclic Crack Growth

Todd S. Gross, University of New Hampshire; Steven Lampman, ASM International

Types of Fracture

The classification of fractures has been approached in many different ways. In general, fracture modes can be classified
into four general categories, based on the appearance of fracture surfaces: dimple rupture, cleavage, fatigue, or decohesive
rupture (or intergranular fracture from crack growth mechanisms such as creep or stress corrosion) (Ref 1). This
classification is viable, because each mode has a characteristic fracture surface appearance and an underlying mechanism
for crack growth. However, it is also useful to make a distinction between progressive crack growth mechanisms and
abrupt or "instantaneous" fracture, as noted above. This genera distinction is shown in Table 1 with distinguishing
features of various fracture modes.
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(A) FRACTOGRAPHERS OFTEN REFER TO "OVERLOAD FRACTURE" ASA WAY TO DISTINGUISH THE FAILURE FROM FATIGUE OR STRESS-CORROSION CRACK GROWTH. HOWEVER, A TRUE
OVERLOAD FAILURE ISRARE. INDICATION OF OVERLOAD FRACTURE MAY JUST INDICATE AN UNDETECTED CRACK OR DEFECT LEADING TO FRACTURE.

(B) EDS, ENERGY -DISPERSIVE SPECTROSCOPY .



Confusion arises when fractures are classified as either ductile or brittle, because correct usage of these terms depends on
whether one is referring to a fracture micromechanism or the macroscopic work of fracture. For example, if an unnotched
tensile sample of aductile aloy is pulled to fracture, overall plastic deformation will occur and thus the fractureis ductile.
However, if a notched sample is loaded, then plastic deformation can be restricted to the notched area, in which case the
overal plastic deformation may be substantially reduced (relative to the percent elongation of the unnotched sample). In
this sense, most fractures from an engineering perspective are termed brittle, because plastic deformation is restricted to
the notched section or cracked area where fracture failures occur.

Y et even though the fracture can be classified as brittle when plastic deformation is confined to the fracture path, the
micromechanism of fracture may be ductile. In fact, many fractures occur by a ductile micromechanism, even though the
macroscopic fracture is termed brittle with little or no overall plastic deformation or macroscopic work. In this sense, the
terms brittle and ductile fracture are most clearly defined in a macroscopic context. Most components are designed with
stresses in the elastic range, when a crack propagates from a flaw, only a relatively small volume of materia plastically
deforms and absorbs energy. Because the energy to cause fracture is "small" compared to that expected from a ductile
fracture, the failure is often described as a brittle fracture. This characterization is often applied even if the
micromechanism of material separation involves plastic flow and would otherwise be considered a ductile
micromechanism.

Ductile fractures are characterized by tearing of metal accompanied by appreciable gross plastic deformation and
expenditure of considerable energy. Ductile tensile fractures in most materials have a gray, fibrous appearance and are
classified on a macroscopic scale as either flat-face (square) or shear-face (slant-shear) fractures.

Brittle fractures are characterized by rapid crack propagation with less expenditure of energy than in ductile fractures and

without appreciable gross plastic deformation. Brittle tensile fractures are of the flat-face type, and are produced under
plane-strain conditions with little or no necking (Fig. 2).
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FIG. 2 TYPICAL CONSTRAINT CONDITIONS FOR PLANE-STRAIN AND PLANE-STRESS FRACTURE IN A TENSILE
BAR. (A) LOW-STRESS, THICK-PLATE, THIN-CYLINDER, NO-CONTRACTION PLANE-STRAIN. (B) LOW-STRESS,
THIN PLATE, FREE-CONTRACTION PLANE-STRESS. (C) HIGH-STRESS, THICK-PLATE, THICK-CYLINDER, FREE-
CONTRACTION PLANE-STRESS. STRESSES AND STRAINS ARE HIGH AT THE CRACK TIP, AND THE HIGH
STRAINS IN THE X- AND Y-DIRECTIONS AT A CRACK TIP INDUCE A CONTRACTION IN THE Z-DIRECTION. IF
THE CONTRACTION (PLASTIC) ZONE IS LONG AND THIN, CONTRACTION IS PREVENTED BY THE
SURROUNDING MATERIAL, WHICH THUS CONSTRAINS THE CONTRACTION AND EXERTS A STRESS IN THE Z-
DIRECTION SO AS TO KEEP £, = 0 SUCH THAT £, = (0/E) - [(Tx + (Fy)/E] = 0 OR 0, = W (Ty + Ty),
WHERE /1S POISSON'S RATIO. IF PLASTICITY OCCURS, THE VALUE OF IAPPROACHES 0.5. THE ABOVE IS

FOR PLAIN-STRAIN. FOR PLANE-STRESS, CONTRACTION IS UNHINDERED, IN WHICH CASE EZ = -V[(Tx +



Fracture Micromechanisms. The micromechanisms of fracture can be defined as ductile and brittle fracture, provided
that the terms are clearly distinguished from the geometric and mechanical constraints that distinguish brittle and ductile
fracture on a component or structural level. Nonetheless, ductile fracture is clearly associated with dimpled rupture, while
brittle fracture mechanisms produce the well-known fracture features of:

TRANSGRANULAR CLEAVAGE OR QUASICLEAVAGE

INTERGRANULAR SEPARATION

FEATURES ON TRANSGRANULAR FACETS, SUCH AS RIVER MARKS, HERRINGBONE
PATTERNS, OR TONGUES

CRAZING (IN POLYMERS)

In this context, the micromechanisms of fracture can be appropriately defined as ductile or brittle, depending on whether
or not the micromechanisms require plastic flow for material separation. A crystalline material can separate by a
combination of two micromechanisms: plastic flow and physical separation of atomic planes. While separation of atomic
planes generally requires a high stress, the energy absorbed to create the two surfaces is very small from an engineering
standpoint. Fracture micromechanisms that occur primarily by separation of atomic planes are described as brittle.
Fracture by plastic flow takes on the order of 10° times as much energy as fracture by separation of atomic planes. The
atomic surface energy of pure metalsisin the range of 0.1 to 10 J¥m? (Ref 2, 3), and the J;., a measure of surface energy,
is in the range of 10* to 10° Jm? for typical engineering materials (Ref 4). Fracture micromechanisms that occur with a
significant amount of plastic flow are generally termed ductile.

Fracture Micromechanism Maps. Putting the distinction between brittle and ductile fracture mechanisms in a broader
perspective, Ashby et a. (Ref 5) and Ghandi and Ashby (Ref 6) constructed a series of deformation mechanism maps for
crystalline materials. Several of these maps are shown in Fig. 3 (Ref 7). They classified brittle fractures into three distinct
types: modes |, 11, and I11. (These are different from the three modes of crack growth: mode I, opening; mode |1, in-plane
shear; and mode |11, anti-plane shear.) Mode | brittle fractures originate from flaws or cracks in the structure and occur at
lower normalized stresses. Little or no plastic deformation occurs. In contrast, microscopic yielding occurs before and
during mode Il brittle fractures, but the plastic strains are not significant. Mode I and mode |11 brittle fractures occur in
materials in which the flaws or inclusions are smaller than the relevant microstructural unit, usually the grain size. During
mode |11 brittle fracture, macroscopic yielding occurs before fracture. As the material deforms, the capacity for further
deformation is exhausted and the material fractures by a brittle micromechanism. In al cases, the fracture path can be
transgranular (cleavage) or intergranular. The three brittle fracture mechanisms are schematically shown in Fig. 4, along
with stress-strain curves for each mode and for ductile fracture. While high-temperature fracture may absorb a significant
amount of energy, the indlastic deformation is strongly rate dependent, in contrast to that for low-temperature fracture,
and is therefore classified as a distinct mechanism. Most low-temperature fracture is brittle (Table 2). Constraint (Fig. 2a)
can also effect abrupt, brittle-like fracture in plane-strain conditions.

TABLE 2 CHARACTERISTICS OF THE VARIOUS LOW-TEMPERATURE FRACTURE MODES

FRACTURE | FRACTURE INITIAL FINAL FRACTURE
PRECEDED | NUCLEATION CRACK CRACK PROPAGATION MODE
PROPAGATION BY
MACROSCOPIC
YIELDING
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CRACK-TIPPLASTICITY
MODE II BY MICROSCOPIC TO SOMETHING ON BY CLEAVAGE OR NO
BRITTLE YIELDING AT YIELD THE ORDER OF THE INTERGRANULAR
FRACTURE | STRENGTH SIZE OF A GRAIN FRACTURE WITH LIMITED
CRACK-TIPPLASTICITY.
FOR BCC TRANSITION
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FIG. 3 FRACTURE MECHANISM MAPS FOR FCC, BCC, AND HCP METALS, ALKALI HALIDES, REFRACTORY
OXIDES, AND COVALENTLY BOUND MATERIALS. NOTE THAT FCC METALS DO NOT EXHIBIT BRITTLE MODES OF
FAILURE, BCC AND HCP METALS EXHIBIT A LIMITED RANGE OF DUCTILE BEHAVIOR, AND ALKALI HALIDES,



REFRACTORY OXIDES, AND COVALENTLY BOUND MATERIALS DO NOT EXHIBIT DUCTILE MODES OF FAILURE.
BIF, BRITTLE INTERGRANULAR FRACTURE. SOURCE: REF 7
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F1G. 4 SCHEMATIC OF STRESS-STRAIN CURVES OF BRITTLE AND DUCTILE FRACTURE (G¢ = CRITICAL STRAIN
ENERGY RATE). (A) MODE | BRITTLE FRACTURE OCCURS WITHOUT PLASTIC DEFORMATION, EXCEPT PERHAPS
TO A LIMITED DEGREE IN THE MATERIAL ADJACENT TO THE CRACK TIP. MODE | FRACTURE MAY PROPAGATE
TRANSGRANULARLY OR INTERGRANULARLY BRITTLE INTERGRANULAR FRACTURE, BIF. (B) MODE Il BRITTLE
FRACTURE IS PRECEDED BY MICROSCOPIC, BUT NOT MICROSCOPIC, PLASTIC DEFORMATION. INDEED,
PLASTIC DEFORMATION NUCLEATES CRACKS THAT MAY PROPAGATE BY CLEAVAGE OR IN AN INTERGRANULAR
MODE (AS SHOWN SCHEMATICALLY). (C) MACROSCOPIC DEFORMATION TAKES PLACE BEFORE FRACTURE BY
MODE |11l BRITTLE FRACTURE. A LIMITED REDUCTION IN AREA IS OBTAINED IN A TENSILE TEST, BUT
FRACTURE PROPAGATION BY CLEAVAGE OR BIF TAKES PLACE PRIOR TO NECKING. (D) DUCTILE TENSILE
FRACTURE PROPAGATION IS PRECEDED BY NECKING. MICROSCOPIC VOIDS FORM THROUGHOUT THE
MATERIAL, AND SUBSEQUENTLY GROW AND COALESCE BY MEANS OF PLASTIC DEFORMATION PROCESSES.
VOIDS ARE NUCLEATED FREQUENTLY AT INCLUSIONS BUT MAY ALSO BE FORMED IN REGIONS OF INTENSE,
HETEROGENEOUS SLIP. VOID LINKUP IS RESTRICTED TO THE NECKED REGION OF THE TENSILE SAMPLE.
SOURCE: REF 7

Face-centered cubic (fcc) metals are unique in that they do not exhibit any brittle modes of fracture. (Iridium and rhodium
are the exceptions to this statement.) As seen in the fracture mechanism maps, body-centered cubic (bcc) metals and
hexagonal close-packed (hcp) metals undergo a transition from mode I11 brittle fracture to ductile fracture. For bcc metals,



this transition is related to the strong temperature and rate dependence of the flow stress. At low temperatures, the flow
stress is above the stress required to nucleate voids, which then propagate by cleavage or intergranular fracture (both of
which are discussed in the following sections). For hcp metals, the limited number of dip systems active at low
temperatures prevents significant plastic deformation, and the metal fractures in a brittle manner. At higher homologous
temperatures, secondary slip systems are activated, enabling the macroscopic plasticity required for ductile fracture.

Alkali halides, refractory oxides, and covalently bound materials exhibit only brittle modes of fracture and high-
temperature fracture. For alkali halides (e.g., NaCl), the stress to initiate plastic flow can be less than the stress to initiate
avoid and cause mode Il or mode I11 brittle fracture, but (as for hcp metals at low temperatures) the limited number of
dlip systems prevents the distribution of plastic strain necessary for ductile behavior. Refractory oxides (e.g., MgO and
Al,O;) have stronger bonding (mixed ionic, covalent) than the ionically bonded alkali halides. Accordingly, the flow
stress is much higher than the stress to initiate voids, and ductile fracture is not observed. The same is true for covalently
bound materials (e.g., Si, SIC, SizNy).

Polymeric materials and blends can be classified into modes of brittle fracture similar to those for metals, alkali halides,
ceramics, and covalently bound materias, although the time-dependent nature of polymeric deformation suggests
classification as a high-temperature fracture. Ductile fracture is also observed for polymers. A stress-strain curve for a
polymer that exhibits ductility is schematically represented in Fig. 3. Large, inhomogeneous plastic strain occurs prior to
ductile fracture of polymers.
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Micromechanisms of Monotonic and Cyclic Crack Growth

Todd S. Gross, University of New Hampshire; Steven Lampman, ASM International

Micromechanisms of Monotonic Fracture

Within the general context of the previous discussions on fracture modes, this section presents generic descriptions of
monotonic fracture micromechanisms. For fcc, hep, and bee metals, the ductile micromechanism of fracture is microvoid
coalescence. The brittle micromechanisms of fracture are cleavage, intergranular fracture, and crazing (for polymeric
materials). Some evidence of the first three micromechanisms can be observed on fracture surfaces of many structural
metals. However, every attempt is usually made to encourage the occurrence of microvoid coal escence, because it absorbs
the most energy during fracture.

Microvoid Coalescence. The only "low-temperature" ductile micromechanism of monotonic fracture (Table 2) is
microvoid coalescence. Another term used to describe this mode is dimpled rupture. While it is a ductile
micromechanism, the presence of microvoid coalescence on a fracture surface does not guarantee that the fracture
absorbed a significant amount of energy. There are a number of situations where dimpled rupture is observed for



embrittled materials. Also, dimpled fracture surfaces are observed when voids form on grain boundaries during high-
temperature deformation.

Figure 5 is a scanning electron micrograph of a steel fracture surface in which the material failed by microvoid
coalescence. Voids initiate at second-phase particles or inclusions either by particle-matrix decohesion, cracking of the
particle, or a combination. Upon continued plastic deformation, the voids grow and cause fracture when they impinge on
one another. Microvoid coalescence is also observed in polymers. Broek (Ref 8) has shown that the dimple diameter and
the inclusion spacing correlate quite well in aluminum alloys, as shown in Fig. 6.

F1G. 5 MICROVOID COALESCENSE IN QUENCHED-AND-TEMPERED (200 °C) 4140 STEEL. ONE CAN SEE VOID-
INITIATING PARTICLES AT THE BOTTOM OF SOME DIMPLES.
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FIG. 6 CORRESPONDENCE OF THE DIMPLE SIZE TO THE INCLUSION SPACING IN SEVERAL ALUMINUM
ALLOYS. THIS PROVIDES STRONG EVIDENCE THAT MICROVOIDS ARE NUCLEATED AT INCLUSIONS. NUMBERS
REPRESENT ALUMINUM ALLOY DESIGNATIONS; ELLIPSES INDICATE SCATTER. SOURCE: REF 8

The sequence of fracture is void initiation, void growth, and finally coalescence. Accordingly, the effect of
microstructural variables on each step has been studied in detail. Two reviews provide summaries of both experimental
studies and analytical models of microvoid coalescence (Ref 9, 10). These two articles summarize two to three decades of
the study of fracture and are gateways to the vast literature on the subject. Several textbooks also provide useful and more
detailed summaries of the phenomenon of microvoid coalescence (Ref 7, 11, 12). The following paragraphs briefly
summarize the important observations.

Void initiation or nucleation occurs by particle-matrix decohesion or particle cracking. Particle-matrix decohesion can be
negatively affected by interfacial segregation of trace elements. Smaller particles require a greater plastic strain for void
initiation. In some materials, a critical strain defines void initiation; in others, void initiation is more closely correlated
with stress level. In some systems, the void-initiating particles are damaged by the initial hot or cold forming process, so
void initiation by cracking occurs at low stresses.

For systems containing large volume fractions of particles, the stress fields around the particles interact in such away as
to minimize the effect of particle size on initiation. The void initiation process is affected by the state of stress. Figure 7
compares Al,O; particle-reinforced 6061 aluminum alloy tensile specimens fractured in tension with 300 M Pa hydrostatic
compression to a specimen fractured at atmospheric pressure. The increased reduction of areain the specimen fractured at
high pressure was attributed, in part, to suppression of void initiation (Ref 13). Accordingly, a hydrostatic tensile stress
(such asthat present at a crack tip) would tend to enhance void initiation.



FIG. 7 EFFECT OF ATMOSPHERIC PRESSURE ON FRACTURE OF A DISCONTINUOUSLY REINFORCED ALUMINUM
METAL-MATRIX COMPOSITE. FRACTURED TENSILE SPECIMENS AT (A) 0.1 MPA AND (B) 300 MPA AND
RESPECTIVE FRACTURE SURFACES. THE INCREASED REDUCTION OF AREA IN THE HIGH-PRESSURE FRACTURE
IS ATTRIBUTED TO SUPPRESSION OF VOID INITIATION AND GROWTH.

Void growth, which is strongly affected by microstructure, is thought to absorb most of the work of fracture. Void growth
can occur by plastic flow of the matrix or by linkup of smaller voids surrounding the large initial void. Triaxial stresses,
such as those occurring at a notch, accelerate void growth and tend to encourage the formation of spherical dimples.
Anything that short-circuits the void growth process will degrade the fracture resistance. Conversely, any microstructural
feature that inhibits or interferes with void growth will enhance fracture resistance.

Void coaescence occurs by several mechanisms. The voids can grow until the remaining ligament ruptures. Void
impingement absorbs the most energy. Voids can also coalesce by shear rupture. Because the volume of material that
absorbs energy is more restricted, shear rupture is thought to absorb less energy. Void coaescence can also occur by
linkup of smaller voids formed at smaller particles along bands of shear between large voids. This phenomenon, termed
void sheet coalescence, degrades the fracture toughness. The classic micrograph, showing void sheet formation between
two larger voids formed at sulfide inclusionsin 4340 steel, is shown in Fig. 8.



FI1G. 8 LARGE VOIDS IN AISI 4340 LINKED BY NARROW VOID SHEETS CONSISTING OF SMALL MICROVOIDS.
(A) SECTION THROUGH THE NECKED REGION OF A 4340 STEEL SPECIMEN SHOWING THE FORMATION OF A
VOIDS SHEET BETWEEN TWO VOIDS FORMED AT LARGER INCLUSIONS. (B) SCHEMATIC OF NUCLEATION AT
SMALLER PARTICLES ALONG THE DEFORMATION BANDS.

The anisotropy of fracture toughness in wrought metals is attributed to the anisotropic distribution and shape of void-
initiating particles that result from forming operations. The effect of the shape and distribution of the inclusions is clearly
exhibited on the fracture surfaces. Shape control of sulfide inclusions in steel is a well-known method to improve the
short-transverse fracture toughness.

Crack growth by microvoid coal escence exhibits a zig-zag pattern in cross section, as shown by Fig. 9 and 10. The reason
for this morphology is that the plastic strain at a crack tip is maximum at an angle 45° from the macroscopic plane of
growth (Ref 15). Void initiation and growth are thought to be controlled by plastic strain. When the specimen or
component is thick with respect to the plastic zone radius, the crack is in a state of plane strain and the crack plane is
perpendicular to the maximum principal stress. The dimples are elongated in the same direction on opposing sides of the
fracture surface. When the component is thin with respect to the plastic zone radius, the fracture surface is inclined at
approximately 45° to the principal stress and is in a state of plane stress. The inclined fracture surfaces are loaded in
shear, and the dimples are elongated in opposite directions on opposing sides of the fracture surface.

Flang of maximum
plastic simiin

FI1G. 9 DUCTILE CRACK GROWTH IN A 45° ZIG-ZAG PATTERN. THE PLANE OF MAXIMUM STRAIN IS 45° FROM



THE MACROSCOPIC GROWTH DIRECTION, WHICH CAUSES MICROVOIDS TO GROW IN A ZIG-ZAG PATTERN.

FIG. 10 DUCTILE CRACK GROWTH IN A HIGH-STRENGTH LOW-ALLOY STEEL (A710). THE ZIG-ZAG CRACK
GROWTH RESULTS FROM VOID INITIATION AND GROWTH ON THE PLANE OF MAXIMUM STRAIN, AS
ILLUSTRATED IN FIG. 9.

Cleavage. Cleavage fracture is a transgranular, low-energy fracture that occurs primarily by separation of atomic bonds
on low-index atomic planes. Because cleavage occurs along well-defined crystallographic planes within each grain, a
cleavage fracture will change directions when it crosses grain or subgrain boundaries (Fig. 11). Engineering materials
contain second-phase constituents; therefore, true featureless cleavage is difficult to obtain, even within a single grain.
Transition of the crack from one grain to another and interaction with tilt/twist boundaries generate characteristic river
lines (Fig. 12). In hcp metals, a feature called a cleavage tongue is caused when the crystallographic crack interacts with
small twins (Ref 16). Although cleavage fracture occurs by separation of atomic bonds, the river lines are tear ridges that
form by plastic deformation and absorb energy. The difference between the calculated thermodynamic surface energy, 14
Jm?, and the experimentally measured energy, 23 Jm?, to form a cleavage crack in Fe-4Si has been attributed in part to
the energy absorbed by tear ridge formation and crack reinitiation at grain boundaries (Ref 17, 18). The energy to
reinitiate the crack on crossing grain boundaries is one reason that toughness increases with a decrease in grain size.

FIG. 11 SCHEMATIC OF CLEAVAGE THROUGH GRAINS AT A BLUNT CRACK TIP. EACH FACET THROUGH A
GRAIN IS FLAT AND SO PROVIDES A HIGHLY REFLECTIVE SURFACE.



FIG. 12 EFFECT OF TWIST BOUNDARY ON CLEAVAGE DECORATION. (A) FRACTURE MODELS SHOWING A
TWIST BOUNDARY AND THE NEW CLEAVAGE STEPS THAT DEVELOP AS THE PROPAGATING CRACK CROSSES A
TWIST BOUNDARY. (B) CLEAVAGE STEPS INITIATING AT A TWIST BOUNDARY (OPEN ARROW) ON A FRACTURE
SURFACE (TEM, PLASTIC-CARBON REPLICA) B-66 (5% MO, 5% V, 1% ZR.) SOLID BLACK ARROW INDICATES
FRACTURE DIRECTION. FEATHER MARKS EXIST BETWEEN STEPS.

Cleavage fracture occurs in materials that exhibit little or no capacity for plastic deformation (covalently bound materials,
alkali halides, refractory oxides) as well as materials that exhibit significant plastic deformation (bcc and hcp metals). In
materials with limited capacity for plastic deformation, it is not too surprising that the mechanism of fracture is by
separation of atomic bonds. However, the cleavage fracture of bcc and hcp metals has perplexed and fascinated
researchers for decades. The focus has been the ductile-to-brittle transition in steels because of its obvious technological
significance.

Cleavage fracture in steels has been difficult to explain because the crack tip stressis below the theoretical fracture stress.
Due to crack-tip blunting and redistribution of stresses due to yielding, the crack-tip stressis typically no more than 3 to 4
times the yield stress. Considering a range of yield strength from 400 to 1000 MPa, this indicates that crack-tip stresses
are 4000 MPa at best. This is sufficiently below the theoretical fracture stress (E/x ~70,000 MPa for iron) to cause
fracture that one must invoke some other mechanism to explain the brittle fracture. In steels, the most commonly accepted
explanation is that carbides fracture ahead of the crack tip, producing sharp, Griffith-type cracks that have crack-tip
stresses equal to the theoretical fracture stress (Ref 19). The carbides fracture due to stresses from dislocation pileups. The
key to this mechanism is that the crack remains sharp. Cleavage cracks in iron can arrest at grain boundaries if the crack
blunts or if the local stresses are below that required for continued growth.

In the oft-quoted Ritchie, Knott and Rice (RKR) model (Ref 20), it is proposed that the crack-tip stress must exceed the
stress required to propagate the crack from the carbide over a critical distance before the crack will propagate. It is
suggested that this distance is one to two grain diameters. Subsequent researchers have proposed various statistical
arguments to explain the grain size dependence, the thickness dependence, and the scatter in fracture strength values (Ref
21, 22, 23). While these are all generaly based on a weakest link argument, considerable progress has been made in
understanding cleavage fracture in steels.



Cleavage fracture is aso observed for metals and ceramics in conditions of stress-corrosion cracking and hydrogen-
assisted cracking. In fact, fcc austenitic stainless steel, which normally fails by microvoid coalescence, will exhibit stress-
corrosion crack growth by transgranular cleavage in certain agueous solutions (e.g., NaCl solutions). The simplistic
explanation of stress-corrosion cleavage crack growth is that the corrosive environment acts to break the crack-tip bonds
and thereby lowers the apparent thermodynamic surface energy. The phenomenon is considerably more complicated, and
the reader isreferred to Ref 24 for recent literature on stress-corrosion cracking.

Intergranular fracture is always associated with low toughness and low ductility and is therefore an undesirable
fracture mode. The fracture surface is faceted and is often characterized as being similar to rock candy. The explanation is
simply that the grain boundaries are usually stronger than the interior, but when they are not, the grain boundary is the
failure path. Some of the causes of intergranular fracture are:

INTRINSIC WEAKNESS OF THE GRAIN BOUNDARIES

PRECIPITATION OF A BRITTLE PHASE OR SEGREGATION OF AN EMBRITTLING ELEMENT
ON THE GRAIN BOUNDARY

EMBRITTLEMENT OF THE GRAIN BOUNDARY BY HYDROGEN OR OTHER AGGRESSIVE
ENVIRONMENTS

INTERGRANULAR CORROSION

Thompson and Knott (Ref 17) provide a brief description of current theories of intergranular fracture. The theories either
focus on the reason for intrinsic grain boundary weakness or on the effect of segregation of embrittling elements.

Crazing of Polymers. Above the glass temperature, amorphous polymers generally fail by rupture that may be assisted
by void initiation. The usage of amorphous polymers above the glass temperature is generally not for structural purposes,
and therefore fracture is not a significant problem. Nylon is a crystalline polymer used for structural applications and the
glass transition temperature is 55 °C. Polymer failure above the glass temperature is quite ductile. Below the glass
temperature, both amorphous and crystalline polymers can fail by propagation of crazes. An individua crazeis similar in
appearance to a crack, except that bundles of polymer chains form fibrils that bridge the boundaries of the craze. The
density of the craze is significantly less than that of the parent matrix. The schematic in Fig. 13 shows side and top views
of acraze. The craze is a preferred fracture path. Material separation typically occurs at the craze-matrix interface. This
can occur in patches or bands (Fig. 14). Fibril failure is sometimes observed.
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FIG. 13 SCHEMATIC OF CRAZE FORMATION. (A) OUTLINE OF A CRAZE TIP. (B) CROSS SECTION IN THE
CRAZE PLANE ACROSS CRAZE MATTER TUFTS. (C,D) ADVANCE OF THE CRAZE FRONT BY A COMPLETED
PERIOD OF INTERFACE CONVOLUTION



FI1G. 14 CRAZE FRACTURE SURFACE (A) PATCH MORPHOLOGY AND (B) BAND MORPHOLOGY

Failure of amorphous polymers below the glass temperature, T, is often incorrectly associated with brittle fracture
behavior. Thisis because failure by propagation of a single craze does not absorb much energy. The brittle tensile failure
of polymethylmethacrylate (PMMA, T, ~105 °C) at room temperature typically occurs by craze propagation. However,
polycarbonate, an amorphous polymer with T4 ~145 °C, exhibits considerable ductility (one application is "bulletproof”
glass). The explanation for this effect is that amorphous polymers can yield by craze formation and/or shear yielding. The
yield surfaces for crazing and shear yielding under biaxial stress is depicted in Fig. 15. When a polymer yields by shear
band formation, prior to craze formation, fracture is suppressed until the ability of the matrix to form shear bands is
exhausted. Then, fracture will occur by propagation of a craze. When craze formation is favored over shear band
formation, the polymer initiates a craze that typically propagates to failure.
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FIG. 15 SHEAR AND YIELD LOCI UNDER BIAXIAL STRESSES. ONLY SHEAR YIELDING IS OBSERVED FOR
BIAXIAL COMPRESSIVE STRESSES (iF;, F, < 0). POINTS C AND D ARE THE UNIAXIAL TENSILE STRESSES
REQUIRED FOR CRAZING AND SHEAR YIELDING, RESPECTIVELY. APPLICATION OF A HYDROSTATIC STRESS
MOVES THE CRAZE YIELD LOCUS AWAY FROM THE ORIGIN. THE DASHED LINE SHOWS THE CRAZE YIELD
LOCUS FOR LOWER HYDROSTATIC PRESSURE WITH C' LOWER THAN D. A TENSILE TRIAXIAL STRESS WOULD
MOVE THE CRAZE LOCUS CLOSER TO THE ORIGIN

It is interesting, however, to note that the plane-strain fracture toughness of PMMA and polycarbonate are comparable.

For PMMA, K. = 0.9 to 1.4 MPa+y/m; for polycarbonate, K. = 1.0 to 2.6 MPa</m (Ref 25). This is in contrast to the
tensile ductility of 5% for PMMA and 130% for polycarbonate (Ref 26). The 1zod impact toughnessis 0.5 ft ft - Ib/in. for
PMMA and 16 ft - Ib/in. for polycarbonate. Clearly, the competition between shear band formation and craze formation
has a major impact on the toughness, but the testing methods may yield conflicting results. The tendency for craze
formation is enhanced by a hydrostatic tensile stress (Ref 27). Presumably, the triaxia tensile stress at the tip of a sharp
crack in afracture toughness test favors craze formation, resulting in lower apparent fracture toughness. The blunt notch
of an lzod impact test would have a lower triaxial tensile stress and would tend to favor shear band formation in
polycarbonate.

Polymers that yield by craze formation can be toughened by distribution of micrometer-sized (or less) rubber particlesin
the brittle matrix. The rubber particles act as stress concentrators that initiate and ultimately blunt crazes. In addition,
because the particles are widely distributed, they encourage the formation of a dense network of crazes that absorbs a
considerable amount of energy. Also, the compliance of the crazed material is greater than that of the glassy matrix, so the
stress concentration at the crack tip is reduced.

References 28, 29, 30 provide additional details on polymeric fracture.
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Micromechanisms of Monotonic and Cyclic Crack Growth

Todd S. Gross, University of New Hampshire; Steven Lampman, ASM International

Cyclic Crack Growth



Crack growth during uniaxia cyclic deformation occurs by initiation of a microcrack that propagates on a plane close to
that for maximum shear. This is termed a stage | fatigue crack. As the crack extends, it rotates from the plane of
maximum shear to the plane normal to the principal stress and is then termed a stage |1 fatigue crack. This transition is
shown in Fig. 16. This section focuses first on the factors influencing the initiation of fatigue cracks, then on the
micromechanisms and the effects of microstructure and environment on long fatigue crack growth.

FI1G. 16 CROSS SECTION THROUGH A CRACK THAT INITIATES ON THE MAXIMUM SHEAR PLANE AND GROWS
AS A STAGE | FATIGUE CRACK UNTIL IT ROTATES NORMAL TO THE MAXIMUM TENSILE STRESS RANGE AND
BECOMES A STAGE Il FATIGUE CRACK. SOURCE: REF 31

Fatigue of uncracked metals is traditionally divided into low-cycle and high-cycle fatigue. The transition is usually
associated with about 1000 to 2000 cycles to failure. Low-cycle fatigue involves bulk plasticity, whereas deformation in
high-cycle fatigue is primarily elastic. The micromechanisms of crack growth at stresses in the low-cycle fatigue region
are quite similar to monotonic crack growth. This discussion is restricted to crack growth rates less than approximately 1
#m per cycle, which corresponds to the high-cycle fatigue region.

Fatigue Crack Initiation

In single-phase, flaw-free, fcc metals, crack initiation is associated with persistent slip bands. As the dislocations exit the
surface and possibly try to re-enter, the surface roughens. A protrusion that is composed of intrusions and extrusions
forms at the intersection of the persistent dlip band and the surface. The surface roughening and protrusion further localize
the stresses and cyclic plastic strain until a microcrack initiates in the persistent slip band (Ref 32). If the environment is
completely benign, the surfaces of the cracks can reweld thereby retarding the formation of a crack. Rewelding is strongly
inhibited by oxidation of the intrusion-extrusion surfaces if they are exposed to an oxidizing environment (Ref 32).

Environment also has an effect on slip morphology and crack initiation in becc metals (Ref 33). Samples of vacuum-arc
remelted iron fatigued in high vacuum exhibit generalized surface rumpling, and the cracks initiate exclusively on the
grain boundaries. The same samples fatigued in air exhibit well-defined dlip lines, and cracks grow along the dlip lines
(Ref 33). Presumably, the reversibility of surface dlip is inhibited in oxygen-containing environments, leading to
concentration of dlip and crack initiation. The presence of water vapor has been shown to cause grain boundary sliding
and microvoid formation on boundaries (Ref 33).

In commercia alloys, fatigue crack initiation occurs at any feature that concentrates the local stress and plastic strain.
Some of these features are voids, inclusions, twin boundaries, grain boundaries, stronger second phases, and notches.
Crack initiation at voids occurs at the persistent slip bands emanating from the void. Crack initiation at inclusions can
occur in asimilar manner to that for voids, because a void can be considered an inclusion with an elastic modulus of zero.
Sometimes inclusions are already cracked as a result of thermomechanical processing, and crack propagation occurs from
the cracked inclusion. Sometimes the inclusion is cracked from the stress concentration resulting from blocking the
persistent slip band. The inclusion can also debond from the matrix, and subsequent crack propagation will be similar to
that from avoid.



Crack initiation under multiaxial loading can be quite complex. Usually, but not always, the crack initiates on the plane of
maximum shear (Ref 34). Figure 17 shows how the plane of crack initiation corresponds to the plane of maximum shear
for several combinations of axial and torsional loading on a hollow tube. In contrast to axia loading, shear cracks under
torsional loading can propagate to significant lengths before rotating to the plane of maximum principal stress range. The
higher the stress range, the longer the duration of shear crack growth. The article "Multiaxial Fatigue Strength" in this
Volume discusses fatigue under multiaxial loading in greater detail.

FIG. 17 CRACK DIRECTIONS UNDER VARIOUS BIAXIAL LOAD TYPES. THE CRACK DIRECTIONS CORRESPOND
TO THE PLANE OF MAXIMUM SHEAR FOR DIFFERENT COMBINATIONS OF IN-PHASE TENSION-TORSION
LOADING. THE MATERIAL IS INCONEL 718 (R = 0, 0.5% STRAIN AMPLITUDE). SOURCE: REF 34

The crack size at the transition from a microcrack to a macrocrack is usually associated with some microstructural unit
(e.g., grain size or inclusion spacing). More importantly, it is associated with rotation of the crack from the plane of
maximum shear strain range to that of maximum tensile stress range. Another descriptor used to describe cracks is short
cracks versus long cracks. One of the central assumptions of linear elastic fracture mechanics is that the crack length is
"large" with respect to the extent of the process zone at the crack tip and with respect to the extent of the stress
concentration. Short cracks do not meet this condition and are discussed in the article "Behavior of Small Fatigue Cracks"
in this Volume.

Because a significant portion of the high-cycle fatigue lifetime includes the initiation and growth of microcracks, many
investigators have conducted studies of the growth of short cracks. In some of those studies, along crack is shortened by
removing material up to a short distance from the crack tip. In others, crack initiation from an artificial notch is studied.
Y et another approach is to observe crack initiation and growth for alarge number of cracksin afixed area on a specimen.
All three techniques have demonstrated that the rate of crack growth is discontinuous and is often greater than that
extrapolated from "long" crack data. It is also a common observation that the crack-tip displacements exhibit both shear
and opening displacements (Ref 35).

Fatigue Crack Growth Mechanisms

Stage | Growth. Fatigue crack initiation and growth during stage | occurs principally by dlip-plane cracking. A typical
stage | fatigue fracture is shown in Fig. 19. Stage | fatigue fracture surfaces are faceted, often resemble cleavage, and
generally do not exhibit regularly spaced fatigue striations. Stage | fatigue is normally observed on high-cycle, low-stress
fractures and is frequently absent in low-cycle, high-stress fatigue.
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FIG. 18 SCHEMATIC COMPARING CRACK ORIENTATIONS FOR TESTING IN DRY NITROGEN AND (HUMID)
LABORATORY AIR. STAGE | CRACK GROWTH IS ENHANCED IN THE INERT ENVIRONMENT. SOURCE: REF 36

The tendency toward stage | crack propagation is strongly affected by anything that concentrates sip and by
environments that affect dip reversibility (Ref 36, 37). Repeated cutting and disordering of coherent precipitates is
suggested to lead to concentrated dlip for age hardened aluminum alloys. Figure 18 shows that stage | fatigue crack
growth occurs in dry nitrogen at any frequency whereas stage |1 fatigue crack growth is observed at low frequencies in
laboratory air. The oxidation of the fresh surface prevents the dlip reversibility required for stage | fatigue crack growth.
Many titanium and aluminum alloys are known to exhibit highly localized, concentrated dip and therefore to have a
tendency toward stage | crack propagation. Conversely, microstructure that tends to homogenize dlip (e.g., incoherent,
closely spaced dispersoids or fine grains) will suppress the tendency for cracks to propagate by stage I, shear crack
growth.




FI1G. 19 CLEAVAGELIKE, CRYSTALLOGRAPHIC ORIENTED STAGE | FATIGUE FRACTURE IN A CAST NI-14CR-
4.5MO-1TI-6AL-1.5FE-2.0(NB+TA) ALLOY

In polycrystalline materials, the tendency toward localized strain is affected by the size of the crack-tip cyclic plastic zone
relative to the grain or microstructural feature size (Ref 38). If the grain or microstructural packet is much bigger than the
cyclic plastic zone, it is possible to have an extended, localized slip band for subsequent crack extension. The crack
extends on the most favorably oriented plane in a given grain. Because the grains in a polycrystalline metal will have
many different orientations, the macroscopic crack will have a zig-zag appearance. When the cyclic plastic zone is on the
order of or bigger than the relevant microstructural unit, the tendency toward slip band cracking is suppressed and the
crack becomes nearly planar.

Stage Il Crack Growth and Fatigue Striations. The largest portion of a fatigue fracture consists of stage Il crack
growth, which generally occurs by transgranular fracture and is more influenced by the magnitude of the aternating stress
than by the mean stress or microstructure. Fatigue fractures generated during stage Il fatigue may exhibit crack marks
known as fatigue striations (Fig. 20), which are a visual record of the position of the fatigue crack front during crack
propagation through the material.

FI1IG. 20 UNIFORMLY DISTRIBUTED FATIGUE STRIATIONS IN AN ALUMINUM 2024-T3 ALLOY. (A) TEAR RIDGE
AND INCLUSION (OUTLINED BY RECTANGLE). (B) HIGHER-MAGNIFICATION VIEW OF THE REGION OUTLINED
BY THE RECTANGLE IN (A), SHOWING THE CONTINUITY OF THE FRACTURE PATH THROUGH AND AROUND THE
INCLUSION

During stage |1 fatigue, the crack often propagates on multiple plateaus that are at different elevations with respect to one
another (Fig. 21). A plateau that has a concave surface curvature exhibits a convex contour on the mating fracture face
(Ref 39). The plateaus are joined either by tear ridges or walls that contain fatigue striations. Fatigue striations often bow
out in the direction of crack propagation and generally tend to align perpendicular to the principal (macroscopic) crack
propagation direction. However, variations in local stresses and microstructure can change the orientation of the plane of
fracture and alter the direction of striation alignment.
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effect on striation spacing (Fig. 20b).

The distinct, periodic markings sometimes observed on fatigue fracture surfaces are known as "tire tracks," because they
often resemble the tracks left by the tread pattern of atire (Fig. 22). These rows of parallel markings are the result of a
particle or a protrusion on one fatigue fracture surface being successively impressed into the surface of the mating half of
the fracture during the closing portion of the fatigue cycle (Ref 39, 40). Tire tracks are more common for the tension-
compression than the tension-tension type of fatigue loading. The direction of the tire tracks and the change in spacing of
the indentations within the track can indicate the type of displacement that occurred during the fracturing process, such as
lateral movement from shear or torsional loading. The presence of tire tracks on a fracture surface that exhibits no fatigue
striations may indicate that the fracture occurred by low-cycle, high-stress fatigue.

FIG. 22 TIRE TRACKS ON THE FATIGUE
FRACTURE SURFACE OF A QUENCHED-AND-
TEMPERED AISI 4140 STEEL. TEM REPLICA.
(COURTESY OF 1. LE MAY, METALLURGICAL

CONSULTING SERVICES LTD.)

Fatigue Crack Growth Rates and Striation Spacings. Fatigue
striations provide very useful mechanistic information on fatigue
crack growth, and a striation spacing and formation mechanisms.
The spacing of fatigue striations provides important evidence for
understanding the fatigue crack growth process, not because the
spacing necessarily reveals much about the process itself, but
because striations constitute unambiguous, quantitative evidence of
the average increment by which a fatigue crack advances.

Typically, one striation forms on each loading cycle, and it is clear
from early experiments that one striation often evidences an
increment of crack growth and arrest. More recent observations, by
numerous investigators, have shown that one striation does not
necessarily correspond to one cycle; tens to thousands of cycles
may be required to obtain one striation (Ref 41). Data for both
results appear to be correct, and many of the differences found
have been due to studying different parts of the crack growth rate
curve. Early work examined relatively large crack growth rates
(>10° m/cycle), where striation spacing approximately equals the
crack growth rate. Later studies have emphasized lower growth
rates where striation spacing is larger than crack growth rate.



In the near-threshold (stage I) regime, striation spacing can exceed crack growth rates by orders of magnitude (Ref 41).
Based on alarge amount of information collected for numerous materials, Grinberg (Ref 42) was the first to recognize the
important fact that the minimum striation spacing observed, regardless of material, is approximately 0.1 um. This has
been found to be true for aluminum and its alloys; magnesium, nickel, and titanium alloys; and many steels. For casesin
which the striation spacing increases with AK, the minimum spacing occurs near AKy,, or if data were not obtained at such
low stress intensities, values obtained at higher AK extrapolate to ~0.1 um at the threshold. The fact that striation spacing
and crack growth rate diverge with decreasing AK, and that the minimum striation spacing is approximately constant for
all materials, may have significant mechanistic implications, which are explored in Ref 41.

For a stage |1 fatigue crack propagating under conditions of reasonably constant cyclic loading frequency and advancing
within the nominal range of 10® to 10°® mm/cycle, the Paris relation of crack growth rate (da/dN = C(AK)™) is applicable.
If afatigue striation is produced on each loading cycle, da/dN represents the striation spacing. The Paris equation does not
adequately describe stage | or stage Ill fatigue crack growth rates; it tends to overestimate stage | and often
underestimates stage |11 growth rates.

Stage 11l is the terminal propagation phase of a fatigue crack in which the striation-forming mode is progressively
displaced by the static fracture modes, such as dimpled rupture or cleavage. The rate of crack growth increases during
stage Ill until the fatigue crack becomes unstable and the part fails. Because the crack propagation is increasingly
dominated by the static fracture modes, striation formation per cycle is expected to be intermittent.

The profile of the fatigue fracture can vary, depending on the material and state of stress. Materials that exhibit fairly
well-developed striations display a sawtooth-type profile (Fig. 23a) with valley-to-valley or groove-to-groove matching
(Ref 40). Low compressive stresses at the crack tip favor the sawtooth profile; however, high compressive stresses
promote the groove-type fatigue profile, as shown in Fig. 23(c) (Ref 43, 44). Jagged, poorly formed, distorted, and
unevenly spaced striations (Fig. 23b), sometimes termed quasi-striations (Ref 40), show no symmetrical matching
profiles. Even distinct sawtooth and groove-type fatigue surfaces may not show symmetrical matching. The local
microscopic plane of a fatigue crack often deviates from the normal to the principal stress. Consequently, one of the
fracture surfaces will be deformed more by repetitive cyclic dlip than its matching counterpart (Ref 39). Thus, one
fracture surface may show well-devel oped striations while its counterpart exhibits shallow, poorly formed striations.
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FIG. 23 SAWTOOTH AND GROOVE-TYPE (TYPE B) FATIGUE FRACTURE PROFILES OF A SINGLE FRACTURE
(TOP) AND MATCHING FRACTURE SURFACE (BOTTOM). ARROWS SHOW CRACK PROPAGATION DIRECTION. (A)
DISTINCT SAWTOOTH PROFILE (ALUMINUM ALLOY). (B) POORLY FORMED SAWTOOTH PROFILE (STEEL). (C)
GROOVE-TYPE PROFILE (ALUMINUM ALLOY). IT SHOULD BE NOTED THAT MATCHING SURFACES CAN BE
EITHER SELF-SIMILAR OR OF THE OPPOSITE TYPE. MUGHRABI ET AL. (REF 43) DISCUSS FIVE DIFFERENT
SHAPES OF STRIATIONS FORMED IN AIR. MUCH MORE IRREGULAR AND POORLY FORMED PERIODIC
MARKINGS HAVE BEEN FOUND ON FRACTURE SURFACES FORMED BY FATIGUE CRACK GROWTH IN VACUUM.
STRIATIONS FORMED IN A VACUUM TEND TO BE ROUNDED BUT CLOSER TO TYPE A THAN TYPE B. SOURCE:
REF 1, 41

Under normal conditions, each striation is the result of one load cycle and marks the position of the fatigue crack front at
the time the striation was formed. However, when there is a sudden decrease in the applied load, the crack can
temporarily stop propagating, and no striations are formed. The crack resumes propagation only after a certain number of



cycles are applied at the lower stress (Ref 40, 45). This phenomenon of crack arrest is believed to be due to the presence
of aresidual compressive stress field within the crack-tip plastic zone produced after the last high-stress fatigue cycle
(Ref 40, 45).

Fatigue crack propagation and therefore striation spacing can be affected by a number of variables, such as loading
conditions, strength of the material, microstructure, and the environment (e.g., temperature and the presence of corrosive
or embrittling gases and fluids). Considering only the loading conditions--which would include the mean stress, the
aternating stress, and the cyclic frequency--the magnitude of the alternating stress (oma - omin) has the greatest effect on
striation spacing. Increasing the magnitude of the alternating stress produces an increase in the striation spacing. While
rising, the mean stress can aso increase the striation spacing; this increase is not as great as one for a numericaly
equivalent increase in the aternating stress. Within reasonable limits, the cyclic frequency has the least effect on striation
spacing. In some cases, fatigue striation spacing can change significantly over a very short distance. Thisis duein part to
changesin local stress conditions as the crack propagates on an inclined surface.

Mechanisms of Fatigue Striation Formation. Fatigue striations are found frequently on the fracture surfaces of
aluminum alloys cycled in moist air, while for other alloys, striations are not always found. It is not clear in many
instances why fatigue striations do not form, but it is a subject that has attracted considerable investigation. However,
even if dtriations are not observed, the absence of fatigue striations does not mean that the basic mechanism by which
cracks advance has been changed. This fact isillustrated by several examplesin Ref 41. A lack of striations on a fatigue
fracture surface may be due aso to their having been obscured by crack-closure-induced rubbing of the fracture surfaces,
as caused by mode 11 sliding. The debris caused by this process, reported by many investigators, is particularly prevalent
when thick oxides form on newly exposed fracture surfaces.

The mechanism of striation formation generally is a two-step process as aresult of crack-tip blunting on the rising portion
of the load, followed by resharpening as the load is released. The model of this mechanism is based on dip at the crack
tip, although slip may not occur precisely at the crack tip due to the presence of lattice or microstructural imperfections
(Ref 46, 47, 48). If stressis concentrated at a fatigue crack, plastic deformation (dlip) will be confined to a small region at
the tip of the crack while the remainder of the material is subjected to elastic strain. As shown in Fig. 24(a), the crack
opens on the rising-tension portion of the load cycle by dip on alternating slip planes. As dip proceeds, the crack tip
blunts, but it is resharpened by partial dlip reversal during the declining-load portion of the fatigue cycle. Thisresultsin a
compressive stress at the crack tip due to the relaxation of the residual elastic tensile stresses induced in the uncracked
portion of the material during the rising load cycle (Fig. 24b). The closing crack does not reweld, because the new dlip
surfaces created during the crack-opening displacement are instantly oxidized, which makes complete dip reversal
unlikely. Some fracture surfaces containing widely spaced fatigue striations exhibit slip traces on the leading edges of the
striation and relatively smooth trailing edges, as predicted by the model (Fig. 24). Not al fatigue striations, however,
exhibit distinct dip traces, as suggested by Fig. 24, which is asimplified representation of the fatigue process.
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FI1G. 24 MECHANISM OF FATIGUE CRACK PROPAGATION BY ALTERNATE SLIP AT THE CRACK TIP. SKETCHES
ARE SIMPLIFIED TO CLARIFY THE BASIC CONCEPTS. (A) CRACK OPENING AND CRACK-TIP BLUNTING BY SLIP
ON ALTERNATE SLIP PLANES WITH INCREASING TENSILE STRESS. (B) CRACK CLOSURE AND CRACK-TIP
RESHARPENING BY PARTIAL SLIP REVERSAL ON ALTERNATE SLIP PLANES WITH INCREASING COMPRESSIVE
STRESS

Striations are more commonly observed in air than in vacuum. The essential absence of striations on fatigue fracture
surfaces of metals tested in vacuum tends to support the assumption that oxidation reduces dlip reversal during crack
closure, which results in the formation of striations. The lack of oxidation in hard vacuum promotes a more complete slip
reversal, which results in a smooth and relatively featureless fatigue fracture surface. For fatigue crack growth in a
vacuum, evidence points to a two-step process that begins with crack-tip blunting followed by a step evidencing less
plasticity (Ref 41). The crack-tip blunting is accompanied first by the generation of numerous dislocations. As the crack
advances, many of these dislocations do not return to the crack tip, but remain nearby and are detected in the transmission
electron microscopy foils as a tangle of dislocations (Ref 41). The second step in striation formation is related to
breakdown along a dip line, which forms during the crack blunting step. Formation and fracture of the dlip line evidently
leaves few dislocations behind, which might be construed as brittle materials behavior (Ref 41).

In air, striation formation is also a two-step process, athough the sequence of effects may depend on type A or type B
striation (Fig. 23), as reported in Ref 41 from results of Nix and Flower (Ref 49). Nix and Flower state that a band of
deformation accompanies the leading edge of the type A striation. But for the type B striation, the opposite is true, with
the first part of the striation being caused by cleavage, followed by crack-tip blunting and dislocation generation. As such
the type of striation that forms may depend on the combination of cleavage, dictated by the local tensile stress, followed
by shear, controlled by the local shear stress, and the detailed profile devel oped depends on the orientation of the cleavage
plane and the slip systems to the tensile and shear stresses.



Fatigue Crack Growth in Duplex Microstructures. Duplex microstructures (such asin dual-phase steels, a-f titanium
aloys, or metal-matrix composites) can have unique fatigue crack growth features, depending on whether the soft phaseis
continuous or whether the hard phase is continuous. A series of classic experiments were performed (Ref 50, 51) in which
these two types of microstructures were obtained with martensite and ferrite. In both structures, crack initiation occurred
a the ferrite-martensite interface. In the continuous ferrite microstructure, the crack deviated to avoid the martensite,
leading to a more tortuous, rougher fracture surface. The crack path in the continuous martensite structure was flatter than
the continuous ferrite, and the crack grew in the martensite, although the crack occasionally deviated by interaction with
large ferrite grains. The crack growth rate was slower in the continuous martensite microstructure. While the crack path
was rougher in the continuous ferrite structure, the continuous martensite structure exhibited higher closure loads, which
is opposite to what one would expect from roughness-induced crack closure. It has been proposed that there is a
semicohesive zone behind the crack tip (Fig. 25) in which ligaments of unfractured material limit the driving force for
crack extension (Ref 52). Perhaps ductile ferrite ligaments in the continuous martensite structure caused the crack facesto
come into contact at a higher load and exhibit a greater degree of crack closure. The fatigue fracture surfaces often have
cleaved and ductile regions in duplex microstructures such as o-f titanium (e.g., Ref 53) or metal-matrix composites.
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FI1G. 25 SCHEMATIC OF SEMICOHESIVE ZONE BEHIND THE CRACK TIP. SOURCE: REF 52

Cyclic Crack Growth in Polymers. The low thermal conductivity of polymers can cause hysteretic heating during
fatigue cycling (Ref 54). This greatly complicates the prediction of fatigue behavior and lifetime. The elastic modulus can
decrease one to three orders of magnitude for amorphous polymers as they are heated above the glass temperature. Also,
the amount of viscoelastic deformation will become prominent above the glass temperature. Therefore, the fatigue
response of a given polymer will depend on frequency, thermal mass of the component, and the proximity of ambient
temperature to the glass temperature. The data from SN curves may or may not accurately represent component behavior,
because SN curves are usually obtained on (thermally) small samples at frequencies between 5 and 100 Hz. A large
component may experience a greater temperature rise than the fatigue specimens and a small component may experience
less heating. One should use data from fatigue lifetime curves with some caution.

Surprisingly little has been published on the factors influencing fatigue crack initiation in polymers. The primary focusis
on fatigue crack growth. Polymer fatigue fracture surfaces often have the classic beach marks or clam shell markings. As
with metals, while the macroscopic features represent the positions of the crack front, the spacing of the prominent
paralel features more closely corresponds to the spacing between high-load cycles. At higher magnification, fatigue
fracture surfaces may be featureless, have patches of striations, have long bands of striations, exhibit a patchy rumpled
surface, or have a combination of the above with microvoid coaescence. These features can be related to the mechanisms
of crack extension.

Patches of striations can be observed where the striation spacing corresponds to the macroscopic growth rate (Ref 54, 55).
Thisis only observed for crack growth rates in excess of ~0.1 um per cycle. The striations can have fine features oriented
parallel to the crack growth direction, which are tear ridges connecting crack fronts on different levels. The surface can
also have fine features parallél to the striations. The mechanism of crack growth is similar to that for metals, where the



crack tip blunts by homogeneous inelastic flow on the rising part of the load cycle. The crack then resharpens as the load
isreleased.

Striation-like features have aso been observed in which the spacing is many times the macroscopic crack growth rate
(Ref 54, 55). These features, termed discontinuous growth bands, are formed by crack extension along a craze that
extends from the crack tip, as seen in Fig. 26. The crack grows by progressive breakdown of the craze. The fibrilsin the
craze are drawn out of the uncrazed matrix and may undergo orientation hardening. At some point, the load-carrying
capacity of thefibrilsis exceeded and the crack propagates across the craze. Crack growth can be accompanied by audible
clicks and pops. At this point, a new craze isinitiated and the process repeats itself.

FIG. 26 CRAZE EMANATING FROM A FATIGUE CRACK TIP IN AMORPHOUS NYLON. A DISCONTINUOUS
GROWTH BAND WILL FORM AS THE CRACK PROPAGATES THROUGH THE CRAZE. UNDER POLARIZED LIGHT,
560x. SOURCE: REF 56

In amorphous polymers, a single craze will emanate from the crack tip, as can be seen in Fig. 26. Because the single craze
is nearly planar, a discontinuous growth band can laterally extend all the way across atypical crack growth specimen. The
lateral extent of the striation-like feature may be one way to determine whether it is a true striation or a discontinuous
growth band. In crystalline polymers, crazes may emanate on several levels, as can be seen in the microtomed sections
through a crack in nylon in Fig. 27. A patch-like morphology results as tear ridges form when the different levels link up
(Ref 56).

FIG. 27 MICROTOMED CROSS SECTION SHOWING MULTIPLE CRAZES EMANATING FROM A FATIGUE CRACK IN
CRYSTALLINE NYLON. SOURCE: REF 56

As for monotonic fracture, there is competition between the two mechanisms of yielding, crazing and shear banding. At
the tip of a plane-strain crack, the stress field has a strong hydrostatic tensile component that favors formation of crazes.
For plane-stress cracks, the large shear component stress field and reduced hydrostatic tensile component has been shown
to favor shear banding (Ref 57). Shear banding may also be promoted by the introduction of rubber particles and other



second phases. In both cases, anything that promotes shear banding will increase the size of the damage zone and thereby
increase the work of fatigue crack growth.
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Micromechanisms of Monotonic and Cyclic Crack Growth

Todd S. Gross, University of New Hampshire; Steven Lampman, ASM International

Fatigue Crack Closure

Since 1970 (Ref 58, 59) premature crack closure during unloading has been considered important in the evaluation of the
crack tip driving force necessary to quantify fatigue crack growth data. Fatigue crack closure is an important effect
because it alters the relationship between the applied stress-intensity factor (calculated from applied stress and crack
length) and that actually experienced by the crack tip. In linear elastic fracture mechanics under maximum and minimum
loading, the K fields ahead of the fatigue crack tip uniquely define the rate of fatigue crack propagation. However, with
the discovery of crack closure by Elber (Ref 58, 59), it is now known that crack growth rates are influenced not only by
the conditions ahead of the crack tip, but also by the nature of crack face contact behind the crack tip during unloading.
Elber suggested that a zone of residua tensile deformation occurs in the wake of a fatigue crack tip, which thus reduces
crack opening displacements and causes contact between faces in the wake of the crack tip.

Crack closure reduces the applied stress-intensity amplitude, AK4,, by a factor related to the stress intensity at which
closure occurs, Ky. The magnitude of K, which is generally measured by observing the change in the compliance at the
point of closure, depends on material, microstructure, environment, and loading conditions. The effective stress-intensity
factor amplitude at the crack tip, AKg, iS given by

AKgrr = Kuax - Ko < AKap, TF Ko > Kuin = AKape = Kvax - Kving TF Ker £Kvin

where K and Kyin are the stress intensities at maximum and minimum loads, respectively. For tests involving high R
ratios (Kmax/Kmin) i.€., for R> 0.6 to 0.7, Knin, > Ky, there is little or no crack closure (Ref 60) and the effective driving
force is equal to the applied driving force.

Fatigue crack closure is not completely understood, but it is a factor in the retardation of crack growth rates. Under
constant-amplitude loading, the applied stress-intensity factor range is decreased by crack closure, which thus has the
effect of retarding crack growth rates. In addition, with the suggestion of wake effects by Elber, the importance of prior
history is also a factor in the possible retardation or acceleration of fatigue crack growth rates. While crack closure has
become a major concern in fatigue crack growth which cannot be easily predicted or measured, its effect is considered
significant, particularly for near-threshold crack growth at low R ratios. Crack closure is considered primarily responsible
for several fatigue crack growth phenomena, such as the effects of the following:

R RATIO ON FATIGUE CRACK THRESHOLDS, AKry, AND ON FATIGUE CRACK GROWTH
RATES, DA/DN



VACUUM, AIR, HUMIDITY, HYDROGEN, AND CORROSIVE ENVIRONMENTS
MICROSTRUCTURE THAT CONTRIBUTES TO CRACK PATH TORTUOSITY
RETARDATION DUE TO OVERLOADS, UNDERLOADS, AND THERMAL HISTORY
ACCELERATION OF SHORT CRACKS

Mechanisms of Fatigue Crack Closure. Although a considerable amount of research has been devoted to the study of
closure for the last two decades, the mechanisms and effects of closure are only partially understood, and in some cases
they are controversial. This section only briefly reviews possible mechanisms, while the next section discusses predictive
models of closure effects.

Fatigue crack closure may be caused by several different phenomena (Fig. 28):

THE PLASTIC DEFORMATION OF MATERIAL IN THE REGION NEAR TO THE CRACK TIP
(BOTH AHEAD AND BEHIND)

CRACK SURFACE ROUGHNESS

THE GROWTH OF OXIDES WITHIN THE CRACK, USUALLY CAUSED BY INTERACTION OF
THE MATERIAL WITH THE ENVIRONMENT IN WHICH THE CRACK IS BEING GROWN

Other closure mechanisms include viscous-fluid induced closure and transformation-induced closure.

T

Plastic wake Fatigue Current
Crack plastic
zone
(@)
Oxicle film
(b)

Fracture surace asperity

(c)

F1G. 28 SCHEMATIC ILLUSTRATION OF THREE MECHANISMS THAT PROMOTE RETARDATION OF FATIGUE
CRACK GROWTH IN CONSTANT-AMPLITUDE FATIGUE. (A) PLASTICITY-INDUCED CRACK CLOSURE. (B) OXIDE-
INDUCED CRACK CLOSURE. (C) ROUGHNESS-INDUCED CRACK CLOSURE. OTHER MECHANISMS INCLUDE
FLUID-INDUCED CRACK CLOSURE, TRANSFORMATION-INDUCED CRACK CLOSURE, CRACK DEFLECTION,
CRACK BRIDGING BY FIBERS, CRACK BRIDGING (TRAPPING) BY PARTICLES, CRACK SHIELDING BY
MICROCRACKS, AND CRACK SHIELDING BY DISLOCATIONS. SOURCE: REF 64



Oxide-induced closure is perhaps the best understood and least controversial of these closure mechanism, even though
actual observation of a crack volume filled with oxides or a corrosion product has not been documented extensively.
Oxide-induced closure has been an effective concept when measuring load-ratio effects on threshold stress-intensity
ranges (AKy,) for fatigue crack growth in corrosive and inert environments. In general, fatigue crack growth rates typically
are lower in an inert environment and a vacuum (than in air or other corrosive environment). In the near-threshold (low
AK) regime, however, crack growth rates at lower R ratios are higher in an inert environment as opposed to air or wet
environments (see, for example, Fig. 29a, Ref 61). This effect is rationalized by the concept of crack closure, whereby
oxide deposits promote premature contact of the fracture surfaces during unloading, thereby reducing the effective stress
intensity at the crack tip (Ket = Kimax - Kq). This concept is further demonstrated by considering the effect of load ratio (R)
on the threshold AKy, in dry and wet environments (Fig. 30). At lower load ratios (R < 0.5), the oxides on the fracture
surface promote earlier closure, thereby increasing Ky and reducing K. As load ratio is increased, the threshold stress-
intensity ranges in air and wet environments decrease below that of in dry helium, because premature closure during
unloading is less pronounced at higher load ratios. Therefore, |0ad-ratio effects on AKy, in corrosive environmentsis akey
demonstration of crack-closure concepts, although efforts have been made to explain this phenomena without invoking
closure (see "New Concepts for Fatigue Thresholds" at the end of this article).
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REF 61

Asperity (or Surface-Roughness)-Induced Closure. Fatigue crack closure is often attributed to crack-wake surface
roughness, and many studies have addressed this potential closure-effect on fatigue crack growth rates. Several examples
of roughness-induced closure effects are described in the article "Fatigue Crack Thresholds' in this Volume. Additional
references of other examples are listed in the " Selected References' at the end of this article.

However, direct demonstration of roughness-induced closure is less definitive than oxide-induced closure. Partial crack
closure can occur locally at asperities, but their effects are nomina on the crack-tip stress field (Ref 62). Load ratio
effects on AKy, (Ref 67) also indicate that roughness-induced closure is less significant than oxide-induced closure.
Therefore, even if surface roughness is a cause of crack closure, its effect on crack growth may be less critical unless
more definitive work is done.

One review (Ref 41) even suggests that roughness is not a factor in closure and that all closure can be described as a
plasticity effect. It does seem evident, however, that closure occurs when asperities come into contact behind the crack tip
and wedge open the crack at loads above the minimum load, P, (See Gray et a, Horng and Fine, Baker and Mayers,
Minakawa and McEvily, and Suresh and Ritchie in "Selected References' ). This closure effect is more likely at low
stress ratios in the near-threshold regime due to lower crack opening displacements.

Closure from Plastic Deformation. Plastic deformation of material just ahead of the crack tip can cause closure when
residual tensile strains are left in the material behind the advancing crack front. Material elements just ahead of the crack
tip are elongated by strain concentration at the tip, and this deformation may not be fully reversed when the element



breaks as it passes into the wake of the crack. On unloading, the crack surfaces of these "stretched" elements may touch
before minimum load is reached, thereby resulting in closure.

In terms of plasticity effects, some success has been obtained by estimating the mode | value of AKy, using the simple
concept that crack growth at threshold will only occur if dislocations are emitted from the crack tip (Ref 63). Using the
eguations of elasticity, the following expression is easily derived for large cracks:

AKtH = oy 2pr, (EQ 1)

where o, is the yield stress and rs is the distance dislocations move through the material before being stopped.This
equation assumes that a slip line occurs at the crack tip, and that dislocations are emitted and move rs, with o, being the
stress at the end of the slip line. The problem with using the above equation to predict AKy, is that it is difficult to
determine r.. The most success using this concept was obtained for particulate-reinforced composites where rs was
controlled by the size and volume fraction of silicon carbide (Ref 64). This concept seems to hold promise as a method
for computing AKy, but it has not been proven and remains a hypothesisto be further tested.

Like roughness-induced closure, a definitive consensus has not been reached on the significance (and perhaps existence)
of plasticity-induced closure, despite an overwhelming amount of published literature on its measurement and
implications (see "Selected References: Plasticity-Induced Closure” at the end of this article for a limited bibliography).
Plasticity-induced closure is considered dominant at higher AK levels (i.e., in the Paris regime), based on the observation
that the Elber closure ratio (U = AK«/AK) decreases rapidly as the threshold is approached. However, the ability of
plasticity-induced closure in accounting for R ratio effects on FCG rates at high AK levels has been questioned by some
(T. Shih and R.Wei, Engr. Frac. Mech., Vol 6, 1974, p 19-32). In the low-AK threshold regime, intrepretation of closure
effects from possible plasticity effectsis complicated by possible roughness- or oxide-induced closure.

Using basic concepts from dislocation theory, Vasudevan et a suggest that crack-tip plasticity cannot contribute to crack
closure because crack opening displacements are always greater than crack closing displacements (Ref 62, 65). The
experimental basis of this position is based on limited fatigue threshold data, as a function of load ratio R in vacuum (Fig.
31). If there is any plasticity-induced closure, it should manifest more readily in a materia tested in vacuum, wherein
closure contributions from oxidation or corrosion are absent. Figure 31 shows that AKy, is essentialy independent of load
ratio R.Since K = AK/(1 - R), which increases nonlinearly with R, the contribution from plasticity-induced closure
should be particularly apparent at large values of R. The observed independence of AKy, on R suggests that crack closure
due to plasticity is either nonexistent or insignificant (Ref 62).
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FI1G. 31 APPARENT LACK OF CLOSURE DUE TO INDEPENDENCE OF AK;y VERSUS LOAD RATIO IN A VACUUM.
SOURCE: REF 62

Oxide-Induced Crack Closure. The mechanism of oxide-induced crack closure evolved as a consequence of attempts
to rationalize apparent anomalies in the effects of environment on near-threshold fatigue crack growth in steels and
aluminum alloys, as previously noted. Another classic example of this has been demonstrated by Suresh and Ritchie (Ref



66) for a martensitic 2%Cr-lMo steel in moist laboratory air and in dehumidified, ultra-high-purity hydrogen and helium

(138 kPa) at R = 0.05 and 0.75. The near-threshold crack propagation in both the dry gaseous environments are up to two
orders of magnitude higher, and the AKy, is about 50% lower, than in air at the lower Rratio (Ref 66).

The mechanism of this near-threshold behavior can be explained in terms of oxide-induced closure. During the
propagation of a fatigue crack, the presence of a moist atmosphere leads to oxidation of the freshly formed fracture
surfaces. At low amplitudes of cyclic crack-tip opening displacements (i.e., at near-threshold AK levels and low R ratios),
the possibility of repeated crack face contact during tensile fatigue is enhanced as a consequence of locally mixed-mode
crack opening and closure. In contrast, at high R ratios, the possibility of crack face contact is minimized because of the
larger crack-tip opening displacements. Likewise, at high AK levels, the rate of crack advance is generaly too rapid to
allow oxide buildup at any R value.

Models of Fatigue Crack Closure. Fatigue crack closure is not fully understood, but the mechanisms mentioned above
have been proposed over the years for various aloys. Other mechanisms that impede constant-amplitude fatigue crack
growth are also of interest in composites and nonmetallic materials such as ceramics. These mechanisms include crack
deflection, crack bridging or trapping, and crack shielding due to microcracking, phase transformations, or dislocations.
These processes are briefly discussed in the article "Fatigue of Brittle Materials" in this Volume.

Predictive modeling of closure mechanisms is a formidable task. Closure is influenced by several variables, such as
microstructure, AK magnitude, crack size, environment, variations in load amplitude, R ratio, and temperature. However,
Eq 1 is a tentative basis for considering plasticity effects, even though closure probably results from a combination of
crack-tip plasticity and wedging open of the crack along its wake. Models that consider both crack wake stretch and
plastic zone residual stress include that of Newman (Ref 67), strip yield models (Ref 68, 69) and finite element models
(Ref 67, 70).

Oxide-induced closure is also a very complicated process that cannot be predicted in al instances. However, Suresh
provides a simple analogy for a qualitative estimate of oxide-induced effects on the near-threshold "driving force" (K)
(Ref 60). Consider a rigid wedge of constant thickness d, inside a linear elastic fatigue crack. If the wedge extends all
along the length of the fatigue crack and its edge terminates at a distance 2| behind the crack tip, then closure occurs
during unloading of a stress-intensity factor of:

o dE
47 4w (1-v2)

where E and v are the Young's modulus and the Poisson's ratio of the cracking material, respectively. Taking typical
values of | = 0.2 um and d, = 0.2 um from experiments on lower-strength steels, it is found that Ky » 2.3 MPav/m . This

estimate of the closure K due to wedge contact, although too simplistic to account for all the effects associated with the
complex process of oxide-induced closure, provides a justification for the experimentally observed differencesin the AKy,

values of 2% Cr-1Mo steelsin dry and moist environments at low load ratios documented in Ref 66.

New Concepts for Fatigue Thresholds. Despite an overwhelming amount of publications on crack closure
measurements and its implications, a unanimous view of its significance on crack growth has not been reached based on
some critical re-examination of crack closure concepts (Ref 62, 65). This re-examination has lead to a two-parameter
analysis of fatigue crack growth based on a critical stress-intensity (AK*y,) and critical maximum stress intensity (K* ma)-
The two loading driving force parameters have to be satisfied simultaneously for a crack to advance, a concept that is
independent of the crack-closure phenomena. Such a description gives an intrinsic description of fatigue that can be
related to microstructure, slip modes, and environment. The concepts also suggest, that for a complete fatigue description,
it is necessary to get a systematic set of data at various load ratios and crack growth rates. Details of the mechanistic
descriptions on the fatigue behavior are given in Ref 62, 65, and 71-73. An overall classification scheme of fatigue crack
growth rates is aso given in Ref 74 based on this two-parameter method. With the two parameters AK*, and K* o, the
entire fatigue data of AKy, vs R dependence can be fully explained without invoking closure.

For example, this description is shown in Fig. 32(a) for alloy Ti-6Al-4V. At low R, fatigue is Ky controlled, meaning
that AKy, increases with decreasing R to meet the K* ... Similarly, at high R values, fatigue is AKy, controlled and K
then increases to meet the AK*y,. Both these critical parameters can be determined by plotting AKy, vs Kmax (as in Fig.



32b). This plot provides the interrelation between the two driving force parameters defining the regimes where AK*y,
provides the minimum cyclic amplitude required to establish a characteristic fatigue damage, and K* .« provides the
critical stress required to break open the crack-tip bonds in the fatigue damaged region. Figure 32(b) provides a plot
showing the interdependence of these two parameters to ensure the conditions necessary for fatigue crack growth.These
two critical parameters are dependent on the microstructure, slip mode, and crack tip environment; for example, with an
increasing aggressiveness of the crack tip environment (oxygen, hydrogen, water vapor, or NaCl) the role of K*
becomes increasingly important than AK*y, since the environment affects the crack tip bonds more than the fatigue
damage zone ahead of the crack tip. The two parametric description is applicable at all crack growth rates starting from
the near threshold region. Details on thistopic are given in Ref 71, 72, 73.
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Introduction

FATIGUE isthe progressive, localized, and permanent structural change that occursin a material subjected to repeated or
fluctuating strains at nominal stresses that have maximum values less than (and often much less than) the static yield
strength of the material. Fatigue may culminate into cracks and cause fracture after a sufficient number of fluctuations.
Fatigue damage is caused by the simultaneous action of cyclic stress, tensile stress, and plastic strain. If any one of these
three is not present, a fatigue crack will not initiate and propagate. The plastic strain resulting from cyclic stress initiates
the crack; the tensile stress promotes crack growth (propagation). Although compressive stresses will not cause fatigue,
compressive loads may result in local tensile stresses. Microscopic plastic strains also can be present at low levels of
stress where the strain might otherwise appear to be totally elastic.

During fatigue failure in a meta free of cracklike flaws, microcracks form, coalesce, or grow to macrocracks that
propagate until the fracture toughness of the materia is exceeded and fina fracture occurs. Under usua loading
conditions, fatigue cracks initiate near or at singularities that lie on or just below the surface, such as scratches, sharp
changesin cross section, pits, inclusions, or embrittled grain boundaries.

Microcracks may be initially present due to welding, heat treatment, or mechanical forming. Even in a flaw-free metal
with a highly polished surface and no stress concentrators, afatigue crack may form. If the alternating stress amplitude is
high enough, plastic deformation (i.e., long-range dislocation motion) takes place, leading to slip steps on the surface.
Continued cycling leads to the initiation of one or more fatigue cracks. Alternately, the dislocations may pile up against
an obstacle, such as an inclusion or grain boundary, and form a slip band, a cracked particle, decohesion between particle
and matrix, or decohesion along the grain boundary.

The initial cracks are very small. Their size is not known well because it is difficult to determine when a slip band or
other deformation feature becomes a crack. Certainly, however, cracks as small as a fraction of a micron can be observed
using modern metallographic tools such as the scanning electron microscope or scanning tunneling microscope. The
microcracks then grow or link up to form one or more macrocracks, which in turn grow until the fracture toughness is
exceeded.

The fatigue failure process thus can be divided into five stages:

1. CYCLICPLASTIC DEFORMATION PRIOR TO FATIGUE CRACK INITIATION
2. INITIATION OF ONE OR MORE MICROCRACKS



3. PROPAGATION OR COALESCENCE OF MICROCRACKS TO FORM ONE OR MORE
MICROCRACKS

4. PROPAGATION OF ONE OR MORE MACROCRACKS

5. FINAL FAILURE

These stages in the process of fatigue failure are complicated and are influenced by many factors. This introductory article
summarizes some fundamental aspects of the first four stages, prior to the fifth stage of final failure. Further coverage on
both crack initiation and crack propagation is given in more detail in subsequent articles in this Volume. In particular,
other articles in this section provide detailed information on the fundamental and applied aspects of fatigue crack
propagation. Nonetheless, this article briefly considers crack propagation with particular emphasis on the measurement
and relation of plastic work with fatigue crack propagation. This article refers primarily to ambient air or an inert
environment.

The variability in fatigue behavior in similar specimens or parts iswell known. Thisis true for cycles to failure, cycles to
crack initiation, microcrack propagation rate, and macrocrack propagation rate. A fatigue database should include this
variability, as well as a clear description of the specimen or part geometry, surface finish, microstructure, and stress state.
The design engineer needs to know about such variability in order to predict probability of failure for a given design.
Often reported data do not contain sufficient information about variations in fatigue properties to be useful in a database
used for design engineers. Also SN; or g,-N; curves of smooth (unnotched) specimens are often presented. Macrofatigue
crack propagation rates are also presented as smoothed curves based on averaged data points; even when data points are
plotted, they represent a trailing average of three to seven points. A fatigue crack does not propagate at a uniformly
increasing rate, but frequently slows down or speeds up due to local conditions along the crack front. Real-world
spectrum loading further complicates matters.

As the resolution of inspection instruments has increased, the portion of the fatigue lifetime ascribed to fatigue crack
"initiation" has decreased. For practical purposes, it is useful to define the "initiation stage" as that portion of the fatigue

lifetime before a crack is detectable by usual nondestructive evaluation techniques. Thisis typically % to 1 mm. Initiation
of such an "engineering" crack represents the preponderance of the fatigue lifetime, except in the regime of very low
cycles to failure. After formation of such an engineering crack, the remaining fatigue lifetime is usually relatively short.
Thus, the design engineer can design with more precision, utilizing cycles to formation of a small crack combined with
crack propagation to failure, than with cycles to failure alone or with propagation rates of macrofatigue cracks alone.
More data that include statistical variations on formation of small cracks in a form useful to the design engineer are
needed.

Note

* UPDATED FROM M.E. FINE, CAMPBELL LECTURE, METALL. TRANS A, VOL 11A, MARCH 1980, P
368-379
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Cyclic Deformation Prior to Fatigue Crack Initiation

As previously mentioned, even if no stressrisers, notches, or inclusions are present, small microcracks may initiate due to
a sufficiently high alternating plastic strain amplitude. When a dislocation emerges at the surface, a dip step of one
Burgers vector is created. During perfect reversed loading on the same dlip plane, this step is canceled; however, dlip
occurs on many planes, and the reversal is never perfect. Accumulation of dip steps in aloca region leads to severe
roughening of the surf<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>