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Foreword 

The publication of this Volume marks the first time that the ASM Handbook series has dealt with fatigue and fracture as a 
distinct topic. Society members and engineers involved in the research, development, application, and analysis of 
engineering materials have had a long-standing interest and involvement with fatigue and fracture problems, and this 
reference book is intended to provide practical and comprehensive coverage of all aspects of these subjects. 

Publication of Fatigue and Fracture also marks over 50 years of continuing progress in the development and application 
of modern fracture mechanics. Numerous Society members have been actively involved in this progress, which is typified 
by the seminal work of George Irwin ("Fracture Dynamics," Fracturing of Metals, ASM, 1948). Since that time period, 
fracture mechanics has become a vital engineering discipline that has been integrally involved in helping to prevent the 
failure of essentially all types of engineered structures. 

Likewise, fatigue and crack growth have also become of primary importance to the development and use of advanced 
structural materials, and this Volume addresses the wide range of fundamental, as well as practical, issues involved with 
these disciplines. 

We believe that our readers will find this Handbook useful, instructive, and informative at all levels. We also are 
especially grateful to the authors and reviewers who have made this work possible through their generous commitments 
of time and technical expertise. To these contributors we offer our special thanks. 

William E. Quist 

President, ASM International 

Michael J. DeHaemer 

Managing Director, ASM International 

 

Preface 

This volume of the ASM Handbook series, Fatigue and Fracture, marks the first separate Handbook on an important 
engineering topic of long-standing and continuing interest for both materials and mechanical engineers at many levels. 
Fatigue and fracture, like other forms of material degradation such as corrosion and wear, are common engineering 
concerns that often limit the life of engineering materials. This perhaps is illustrated best by the "Directory of Examples 
of Failure Analysis" contained in Volume 10 of the 8th Edition Metals Handbook. Over a third of all examples listed in 



 

that directory are fatigue failures, and well over half of all failures are related to fatigue, brittle fracture, or 
environmentally-assisted crack growth. 

The title Fatigue and Fracture also represents the decision to include fracture mechanics as an integral part in 
characterizing and understanding not only ultimate fracture but also "subcritical" crack growth processes such as fatigue. 
The development and application of fracture mechanics has steadily progressed over the last 50 years and is a field of 
long-standing interest and involvement by ASM members. This perhaps is best typified by the seminal work of George 
Irwin in Fracturing of Metals (ASM, 1948), which is considered by many as the one of the key beginnings of modern 
fracture mechanics based from the foundations established by Griffith at the start of this century. 

This Handbook has been designed as a resource for basic concepts, alloy property data, and the testing and analysis 
methods used to characterize the fatigue and fracture behavior of structural materials. The overall intent is to provide 
coverage for three types of readers: i) metallurgists and materials engineers who need general guidelines on the practical 
implications of fatigue and fracture in the selection, analysis or application structural materials; ii) mechanical engineers 
who need information on the relative performance and the mechanistic basis of fatigue and fracture resistance in 
materials; and iii) experts seeking advanced coverage on the scientific and engineering models of fatigue and fracture. 

Major emphasis is placed on providing a multipurpose reference book for both materials and mechanical engineers with 
varying levels of expertise. For example, several articles address the basic concepts for making estimates of fatigue life, 
which is often necessary when data are not available for a particular alloy condition, product configuration, or stress 
conditions. This is further complemented with detailed coverage of fatigue and fracture properties of ferrous, nonferrous, 
and nonmetallic structural materials. Additional attention also is given to the statistical aspects of fatigue data, the 
planning and evaluation of fatigue tests, and the characterization of fatigue mechanisms and crack growth. 

Fracture mechanics is also thoroughly covered in Section 4, from basic concepts to detailed applications for damage 
tolerance, life assessment, and failure analysis. The basic principles of fracture mechanics are introduced with a minimum 
of mathematics, followed by practical introductions on the fracture resistance of structural materials and the current 
methods and requirements for fracture toughness testing. Three authoritative articles further discuss the use of fracture 
mechanics in fracture control, damage tolerance analysis, and the determination of residual strength in metallic structures. 
Emphasis is placed on linear-elastic fracture mechanics, although the significance of elastic-plastic fracture mechanics is 
adequately addressed in these key articles. 

Further coverage is devoted to practical applications and examples of fracture control in weldments, process piping, 
aircraft systems, failure analysis, and more advanced topics such as high-temperature crack growth and thermo-
mechanical fatigue. Extensive fatigue and fracture property data are provided in Sections 5 through 7, and the Appendices 
include a detailed compilation of fatigue strength parameters and an updated summary of commonly used stress-intensity 
factors. 

Once again, completion of this challenging project under the auspices of the Handbook Committee is made possible by 
the time and patience of authors who have contributed their work. Their efforts are greatly appreciated along with the 
guidance from reviewers and the Editorial Review Board. 

S. Lampman 

Technical Editor 
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Industrial Significance of Fatigue Problems 

David W. Hoeppner, Department of Mechanical Engineering, The University of Utah 

 
Introduction 

THE DISCOVERY of fatigue occurred in the 1800s when several investigators in Europe observed that bridge and 
railroad components were cracking when subjected to repeated loading. As the century progressed and the use of metals 
expanded with the increasing use of machines, more and more failures of components subjected to repeated loads were 
recorded. By the mid 1800s A. Wohler (Ref 1) had proposed a method by which the failure of components from repeated 
loads could be mitigated, and in some cases eliminated. This method resulted in the stress-life response diagram approach 
and the component test model approach to fatigue design. 

Undoubtedly, earlier failures from repeated loads had resulted in failures of components such as clay pipes, concrete 
structures, and wood structures, but the requirement for more machines made from metallic components in the late 1800s 
stimulated the need to develop design procedures that would prevent failures from repeated loads of all types of 
equipment. This activity was intensive from the mid-1800s and is still underway today. Even though much progress has 
been made, developing design procedures to prevent failure from the application of repeated loads is still a daunting task. 
It involves the interplay of several fields of knowledge, namely materials engineering, manufacturing engineering, 
structural analysis (including loads, stress, strain, and fracture mechanics analysis), nondestructive inspection and 
evaluation, reliability engineering, testing technology, field repair and maintenance, and holistic design procedures. All of 
these must be placed in a consistent design activity that may be referred to as a fatigue design policy. Obviously, if other 
time-related failure modes occur concomitantly with repeated loads and interact synergistically, then the task becomes 
even more challenging. Inasmuch as humans always desire to use more goods and place more demands on the things we 
can design and produce, the challenge of fatigue is always going to be with us. 

Until the early part of the 1900s, not a great deal was known about the physical basis of fatigue. However, with the advent 
of an increased understanding of materials, which accelerated in the early 1900s, a great deal of knowledge has been 
developed about repeated load effects on engineering materials. The procedures that have evolved to deal with repeated 
loads in design can be reduced to four:  

• The stress-life approach  
• The strain-life approach  
• The fatigue-crack propagation approach (part of a larger design activity that has become known as the 

damage-tolerant approach)  
• The component test model approach  

 
Reference 

1. A. WOHLER, Z. BAUW, VOL 10, 1860, P 583 
 

What is Fatigue? 

Fatigueis a technical term that elicits a degree of curiosity. When citizens read or hear in their media of another fatigue 
failure, they wonder whether this has something to do with getting tired or "fatigued" as they know it. Such is not the 
case. 

One way to explain fatigue is to refer to the ASTM standard definitions on fatigue, contained in ASTM E 1150. It is 
difficult, if not impossible, to carry on intelligent conversations if discussions on fatigue do not use a set of standard 
definitions such as E 1150. Within E 1150, there are over 75 terms defined, including the term fatigue: "fatigue (Note 1): 
the process of progressive localized permanent structural change occurring in a material subjected to conditions that 
produce fluctuating stresses and strains at some point or points and that may culminate in cracks or complete fracture 
after a sufficient number of fluctuations (Note 2). Note 1--In glass technology static tests of considerable duration are 



 

called `static fatigue' tests, a type of test generally designated as stress-rupture. Note 2--Fluctuations may occur both in 
load and with time (frequency) as in the case of `random vibration'." (Ref 2). 

The words in italics (emphasis added) are viewed as key words in the definition. These words are important perspectives 
on the phenomenon of fatigue:  

• Process  
• Progressive  
• Localized  
• Permanent structural change  
• Fluctuating stresses and strains  
• Point or points  
• Cracks or complete fracture  

The idea that fatigue is a process is critical to dealing with it in design and to the characterization of materials as part of 
design. In fact, this idea is so critical that the entire conceptual view of fatigue is affected by it! Another critical idea is the 
idea of fluctuating stresses and strains. The need to have fluctuating (repeated or cyclic) stresses acting under either 
constant amplitude or variable amplitude is critical to fatigue. When a failure is analyzed and attributed to fatigue, the 
only thing known at that point is that the loads (the stresses/strains) were fluctuating. Nothing is necessarily known about 
the nucleation of damage that forms the origin of fatigue cracks. 

 
Reference cited in this section 

2. ASTM E 1150-1987, Standard Definitions of Fatigue, 1995 Annual Book of Standards, ASTM, 1995, p 753-
762 

 

Design for Fatigue Prevention 

In design for fatigue and damage tolerance, one of two initial assumptions is often made about the state of the material. 
Both of these are related to the need to invoke continuum mechanics to make the stress/strain/fracture mechanics analysis 
tractable:  

• The material is an ideal homogeneous, continuous, isotropic continuum that is free of defects or flaws.  
• The material is an ideal homogeneous, isotropic continuum but contains an ideal cracklike discontinuity 

that may or may not be considered a defect or flaw, depending on the entire design approach.  

The former assumption leads to either the stress-life or strain-life fatigue design approach. These approaches are typically 
used to design for finite life or "infinite life." Under both assumptions, the material is considered to be free of defects, 
except insofar as the sampling procedure used to select material test specimens may "capture" the probable "defects" 
when the specimen locations are selected for fatigue tests. This often has proved to be an unreliable approach and has led, 
at least in part, to the damage-tolerant approach. 

Another possible difficulty with these assumptions is that inspectability and detectability are not inherent parts of the 
original design approach. Rather, past and current experience guide field maintenance and inspection procedures, if and 
when they are considered. 

The damage-tolerant approach is used to deal with the possibility that a crack-like discontinuity (or multiple ones) will 
escape detection in either the initial product release or field inspection practices. Therefore, it couples directly to 
nondestructive inspection (NDI) and evaluation (NDE). In addition, the potential for initiation of crack propagation must 
be considered an integral part of the design process, and the subcritical crack growth characteristics under monotonic, 
sustained, and cyclic loads must be incorporated in the design. The final instability parameter, such as plane strain 



 

fracture toughness (KIc), also must be incorporated in design. The damage-tolerant approach is based on the ability to 
track the damage throughout the entire life cycle of the component/system. It therefore requires extensive knowledge of 
the above issues, and it also requires that fracture (or damage) mechanics models be available to assist in the evaluation of 
potential behavior. As well, material characterization procedures are needed to ensure that valid evaluation of the required 
material "property" or response characteristic is made. NDI must be performed to ensure that probability-of-detection 
determinations are made for the NDI procedure(s) to be used. This approach has proved to be reliable, especially for 
safety-critical components. 

The above approaches often are used in a complementary sense in fatigue design. The details of all three approaches are 
discussed in this Volume. 

The fatigue process has proved to be very difficult to study. Nonetheless, extensive progress on understanding the phases 
of fatigue has been made in the last 100 years or so. It now is generally agreed that four distinct phases of fatigue may 
occur (Ref 3, 4):  

• Nucleation  
• Structurally dependent crack propagation (often called the "short crack" or "small crack" phase)  
• Crack propagation that is characterizable by either linear elastic fracture mechanics, elastic-plastic 

fracture mechanics, or fully plastic fracture mechanics  
• Final instability  

Each of these phases is an extremely complex process (or may involve several processes) in and of itself. For example, 
the nucleation of "fatigue" cracks is extremely difficult to study, and even "pure fatigue" mechanisms can be very 
dependent on the intrinsic makeup of the material. Obviously, when one decides to pursue the nucleation of cracks in a 
material, one has already either assumed that the material is crack-free or has proved it! The assumption is the easier path 
and the one most often taken. When extraneous influences are involved in nucleation, such as temperature effects (e.g., 
creep), corrosion of all types, or fretting, the problem of modeling the damage is formidable. In recent years, more 
research has been done on the latter issues, and models for this phase of life are beginning to emerge. 
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Industrial Significance 

There is little doubt that fatigue plays a significant role in all industrial design applications. Many components are 
subjected to some form of fluctuating stress/strain, and thus fatigue potentially plays a role in all such cases. However, it 
is still imperative that all designs consider those aspects of nucleation processes other than fatigue that may act to nucleate 
cracks that could propagate under the influence of cyclic loads. The intrinsic state of the material and all potential sources 
of cracks must also be evaluated. 

Nonetheless, fatigue is a significant and often a critical factor in the testing, analysis, and design of engineering materials 
for machines, structures, aircraft, and power plants. An important engineering advance of this century is also the transfer 
of the multi-stage fatigue process from the field to the laboratory. In order to study, explain, and qualify component 
designs, or to conduct failure analyses, a key engineering step is often the simulation of the problem in the laboratory. 
Any simulation is, of course, a compromise of what is practical to quantify, but the study of the multi-stage fatigue 
process has been greatly advanced by the combined methods of strain-control testing and the development fracture 
mechanics of fatigue crack growth rates. This combined approach (Fig. 1) is a key advance that allows better 



 

understanding and simulation of both crack nucleation in regions of localized strain and the subsequent crack growth 
mechanisms outside the plastic zone. This integration of fatigue and fracture mechanics has had important implications in 
many industrial applications for mechanical and materials engineering. 

 

Fig. 1 Laboratory simulation of the multi-stage fatigue process. Source: Ref 5 
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Fracture and Structure 

C. Quinton Bowles, University of Missouri-Columbia/Kansas City 

 
Introduction 

IT IS DIFFICULT to identify exactly when the problems of failure of structural and mechanical equipment became of 
critical importance; however, it is clear that failures that cause loss of life have occurred for over 100 years (Ref 1, 2). 
Throughout the 1800s bridges fell and pressure vessels blew up, and in the late 1800s railroad accidents in the United 
Kingdom were continually reported as "The most serious railroad accident of the week"! Those in the United States also 



 

have heard the hair-raising stories of the Liberty ships built during World War II. Of 4694 ships considered in the final 
investigation, 24 sustained complete fracture of the strength deck, and 12 ships were either lost or broke in two. In this 
case, the need for tougher structural steel was even more critical because welded construction was used in shipbuilding 
instead of riveted plate. In riveted plate construction, a running crack must reinitiate every time it runs out of a plate. In 
contrast, a continuous path is available for brittle cracking in a welded structure, which is why low notch toughness is a 
more critical factor for long brittle cracks in welded ships. 

Similar long brittle cracks are less likely or rare in riveted ships, which were predominant prior to welded construction. 
Nonetheless, even riveted ships have provided historical examples of long brittle fracture due, in part, from low 
toughness. In early 1995, for example, the material world was given the answer to an old question, "What was the 
ultimate cause of the sinking of the Titanic?" True, the ship hit an iceberg, but it now seems clear that because of brittle 
steel, "high in sulfur content even for its time" (Ref 3), an impact which would clearly have caused damage, perhaps 
would not have resulted in the ultimate separation of the Titanic in two pieces where it was found in 1985 by 
oceanographer Bob Ballard. During the undersea survey of the sunken vessel with Soviet Mir submersibles, a small piece 
of plate was retrieved from 12,612 feet below the ocean's surface. Examination by spectroscopy revealed a high sulfur 
content, and a Charpy impact test revealed the very brittle nature of the steel (Ref 3). However, there was some concern 
that the high sulfur content was, in some way, the result of eighty years on the ocean floor at 6,000 psi pressures. 
Subsequently, the son of a 1911 shipyard worker remembered a rivet hole plug which his father had saved as a memento 
of his work on the Titanic. Analysis of the plug revealed the same level of sulfur exibited by the plate from the ocean 
floor. In the years following the loss of the Titanic metallurgists have become well aware of the detrimental effect of high 
sulfur content on fracture. 

There are numerous other historical examples where material toughness was inadequate for design. The failures of cast 
iron rail steel for engine loads in the 1800s is one example. A large body of scientific folklore has arisen to explain 
structural material failures, almost certainly caused by a lack of tools to investigate the failures. The author was recently 
startled to read on article on the building of the Saint Lawrence seaway that described the effect of temperature on 
equipment: "The crawler pads of shovels and bulldozers subject to stress cracked and crumbled. Drive chains flew apart, 
cables snapped and fuel lines iced up. . .And anything made of metal, especially cast metal, was liable to crystallize and 
break into pieces (Ref 4). It is difficult to realize that there still exists a concept of metal crystallization as a result of 
deformation that in turn leads to failure. Clearly, the development of fluorescence and diffraction x-ray analysis, 
transmission and scanning electron microscopes, high-quality optical microscopy, and numerous other analytical 
instruments in the last 75 years has allowed further development of dislocation theory and clarification of the mechanisms 
of deformation and fracture at the atomic level. 

During the postwar period, predictive models for fracture control also were pursued at the engineering level from the 
work of Griffith, Orowan, and Irwin. Since the paper of Griffith in 1920 (Ref 5, 6) and the extensions of his basic theory 
by Irwin (Ref 7) and others, we have come to realize that the design of structures and machines can no longer under all 
conditions be based on the elastic limit or yield strength. Griffith's basic theory is applicable to all fractures in which the 
energy required to make the new surfaces can be supplied from the store of energy available as potential energy, in the 
form of elastic strain energy. The elastic strain energy per unit of volume varies with the square of the stress, and hence 
increases rapidly with increases in the stress level. One does not need to go to very high stress levels to store enough 
energy to drive a crack, even though this crack can be accompanied by considerable plastic deformation, and hence 
consume considerable energy. Thus, self-sustaining cracks can propagate at fairly low stress levels, a phenomenon that is 
briefly reviewed in this article along with the microstructural factors that influence toughness. 

 
References 

1. W.D. Biggs, The Brittle Fracture of Steel, McDonald and Evans, 1960 
2. W.E. Anderson, An Engineer Reviews Brittle Fracture History, Boeing, 1969 
3. R. Gannon, What Really Sank the Titanic, Popular Science, Feb 1995, p 45 
4. D.J. McConville, "Seaway to Nowhere," Am. Heritage Invent. Technol., Vol 11 (No. 2), 1995, p 34-44 
5. A.A. Griffith, The Phenomena of Rupture and Flow in Solids, Phil. Trans. Roy. Soc. London, Series A, Vol 

221, 1920, p 163-198 
6. A.A. Griffith, The Theory of Rupture, Proc. First International Congress for Applied Mechanics, Delft, The 

Netherlands, 1924, p 55-63 



 

7. G.R. Irwin, Fracture Dynamics, Trans. ASM, Vol 40A, 1948, p 147-166 
 

Fracture Behavior 

In most structural failures, final fracture is usually abrupt after some sort of material or design flaw (such as a material 
defect, improper condition, or poor design detail) that is aggravated by a crack growth process that causes the crack to 
reach a critical size for final fracture. The cracking process occurs slowly over the service life from various crack growth 
mechanisms such as fatigue, stress-corrosion cracking, creep, and hydrogen-induced cracking. Each of these cracking 
mechanisms has certain characteristic features that are used in failure analysis to determine the cause of cracking or crack 
growth. 

In contrast, the final fracture is usually abrupt and occurs from cleavage, rupture, or intergranular fracture (which may 
involve a combination of rupture and cleavage). Fracture mechanisms also are termed "ductile," although these terms 
must be defined on either a macroscopic or microscopic level. This distinction is important, because a fracture may be 
termed "brittle" from an engineering (macroscopic) perspective, while the underlying metallurgical (microscopic) 
mechanism could be termed either ductile or brittle. For metallurgists, cleavage is often referred to as brittle fracture and 
dimple rupture is considered ductile fracture. However, these terms must be used with caution, because many service 
failures occur by dimple rupture, even though most of these failures undergo very little overall (macroscopic) plastic 
deformation from an engineering point of view. 

The majority of structural failures are of the more worrisome type, brittle fracture, and these almost invariably initiate at 
defects, notches, or discontinuities. Cracks resulting from machining, quenching, fatigue, hydrogen embrittlement, liquid-
metal embrittlement, or stress corrosion also lead to brittle fracture. In fact, the single most prevalent initiator of brittle 
fracture is the fatigue crack, which conservatively accounts for at least 50% of all brittle fractures in manufactured 
products by one account (Ref 8). 

In contrast, service failure by macroscopic ductile failure is relatively infrequent (although the microscopic mechanisms 
of ductile fracture can ultimately lead to macroscopic brittle fracture). Typically, macroscopic ductile fracture occurs from 
overloads as a result of the part having been underdesigned (a term that includes the selection and heat treatment of the 
materials) for a specific set of service conditions, improperly fabricated, or fabricated from defective materials. Ductile 
fracture may also be the result of the part having been abused (that is, subjected to conditions of load and environment 
that exceeded those of the intended use). 

This section briefly introduces the macroscopic and microscopic basis of understanding and modeling fracture resistance, 
while other articles in this Volume expand upon the microscopic and macroscopic basis of fatigue and fracture in 
engineering research and practice. More detailed information on the mechanisms of ductile and brittle fracture is given in 
the article "Micromechanisms of Monotonic and Cyclic Crack Growth" in this Volume. 

Griffith Theory and the Specific Work of Fracture. The origins of modern fracture mechanics for engineering 
practice may be traced to Griffith (Ref 5, 6), who established an energy-release-rate criterion for brittle materials. 
Observations of the fracture strength of glass rods had shown that the longer the rod, the lower the strength. Thus the idea 
of a distribution of flaw sizes evolved, and it was discovered that the longer the rod, the larger the chance of finding a 
large natural flaw. This physical insight led to an instability criterion that considered the energy released in a solid at the 
time a flaw grew catastrophically under an applied stress. 

From the theory of elasticity comes the concept that the strain energy contained in an elastic body per unit volume is 
simply the area under the stress-strain curve, or:  

  
(EQ 1) 

where σ is the applied stress and E is Young's modulus. However, there is a reduction (that is, a release) of energy in an 
elastic body containing a flaw or a crack because of the inability of the unloaded crack surfaces to support a load. We 
shall assume that the volume of material whose energy is released is the area of an elliptical region around the crack (as 
shown in Fig. 1) times the plate thickness, B; the volume is (2a) · (a)B. This is based on the area of an ellipse being 



 

rarb, where ra and rb are the major and minor radii of the ellipse. Then, the total energy released from the body due to the 
crack is the energy per unit volume times the volume, which is:  

  
(EQ 2) 

 

Fig. 1 Schematic illustration of the concept of energy release around a center crack in a loaded plate 

In ideally brittle solids, the released energy can be offset only by the surface energy absorbed, which is:  

W = (2AB) (2γS) = 4ABγS  (EQ 3) 

where 2aB is the area of the crack and 2γs is twice the surface energy per unit area (because there are two crack surfaces). 

Griffith's energy-balance criterion, in the simplest sense, is that crack growth will occur when the amount of energy 
released due to an increment of crack advance is larger than the amount of energy absorbed:  

  
(EQ 4) 

Performing the derivatives indicated in Eq 4 and rearranging gives the Griffith criterion for crack growth:  



 

=   (EQ 5) 

Fracture theory was built upon this criterion in the early 1940s by considering that the critical strain energy release rate, 
Gc, required for crack growth was equal to twice an effective surface energy, eff:  

GC = 2 EFF  (EQ 6) 

This eff is predominantly the plastic energy absorption around the crack tip, with only a small part due to the surface 
energy of the crack surfaces. Then, with the development of complex variable and numerical techniques to define the 
stress fields near cracks, this energy view was supplemented by stress concepts (i.e.,the stress-intensity factor, K, and a 
critical value of K for crack growth, Kc). Replacing s with eff in Eq 5 and noting that the energy and stress concepts are 

essentially identical (that is, K = ) gives:  

KC = =   (EQ 7) 

which is the crack-growth-criterion equivalent of Eq 1. Thus, Kc is the critical value of K that, when it is exceeded by a 
combination of applied stress and crack length,will lead to crack growth. For thick-plate plane-strain conditions, this 
critical value became known as the plane-strain fracture toughness, KIc, and any combination of applied stress and crack 
length that exceeds this value could produce unstable crack growth, as indicated schematically in Fig. 2(a) (linear-elastic). 
This forms the basis for understanding the relation between flaw size and fracture stress, which can be significantly lower 
than yield strengths, depending on crack length and geometry (Fig. 3). 

 

Fig. 2 Relationships between stress and crack length, showing regions and types of crack growth. (a) Linear-
elastic. (b) Elastic-plastic. (c) Subcritical 



 

 

Fig. 3 Influence of crack length on gross failure stress for center-cracked plate. (a) Steel plate, 36 in. wide, 
0.14 in. thick, room temperature, 4330 M steel, longitudinal direction. (b) Aluminum plate, 24 in. wide, 0.1 in. 
thick, room temperature, 2219-T87 aluminum alloy, longitudinal direction. Source: Ref 9 

In work with tougher, lower-strength materials, it was later noted that stable slow crack growth could occur even though 
accompanied by considerable plastic deformation. Such phenomena led to the nonlinear J-integral and R-curve concepts, 
which can be used to predict the onset of stable slow crack growth and final instability under elastic-plastic conditions, as 
noted in Fig. 2(b). Finally, the fracture mechanics approach was applied to characterize subcritical crack growth 
phenomena where time-dependent slow crack growth, da/dt, or cyclic crack growth, da/dN, may be induced by special 
environments or fatigue loading. For combinations of stress and crack length above some environmental threshold, KIscc, 
or fatigue threshold, ∆Kth, subcritical growth occurs, as indicated in Fig. 2(c). These concepts form the macroscopic 
model of fracture for practical engineering use at the component level. 

Microscopic Factors in Fracture. Although planar discontinuities (cracks) are the dominant defect in fracture, 
dislocation theory has been another avenue of research. Quite early in the study of materials and their failure, attempts 
were made to calculate the theoretical strength of crystals, but of all the possibilities perhaps that of Frenkel (Ref 10) for 
estimating the theoretical shear strength is most common. Theoretical (or "ideal") shear strength can be related to ductile 
fracture, because the shearing-off mechanism that is basic to shear lip formation in a tensile test and to the final shearing 
mode ("internal necking") occurs during void coalescence. However, for cleavage (brittle fracture, which is by far the 
most worrisome type of fracture), the corresponding ideal strength is the ideal tensile strength first estimated by Orowan 
in 1949 and described by Kelly in Ref 11. 



 

The estimate of Frenkel considers two rows of atoms that shear past one another. The spacing between rows is ar and the 
spacing between atoms in the slip direction is a0. The shear stress is and is considered to be sinusoidal. The well-known 
result is:  

= B/A( /2 ) SIN(2 X/B)  (EQ 8) 

where μ= shear modulus. The maximum value, which is also the point at which the lattice is mechanically unstable and 
slip occurs, is σ= b/a(μ/2π). Because a b, the theoretical shear strength is σtheo /2π, which is several orders of 
magnitude greater than the value usually observed for soft crystals. There have been numerous variations and 
improvements to Eq 8 in an effort to improve predictions of material strength, but the result remains essentially the same. 
Unfortunately, the strength of a given material predicted by theoretical calculations is much larger than the observed 
strength. The question is "why?" Certainly it is important that slip in crystals occurs well below the ultimate stress and 
that slip occurs by the movement of dislocations, as postulated by Taylor (Ref 12), Orowan (Ref 13), and Polanyi (Ref 
14). But these observations do not completely answer the question, and we are led to search for other reasons for 
weakness. 

In looking for points of weakness, we begin by noting that pure metals by definition contain no alloying constituents (and 
may be single crystals or polycrystalline), while structurally useful materials generally contain alloying constituents for 
strengthening and may be precipitation hardening, such as many of the aluminum alloys, but may also contain larger 
second-phase particles. Structural metals may also contain multiple phases, such as the ferrous alloys do, and have grain 
boundary phases as well as phases within the grain interior. A method that has been used to classify materials as to their 
mode of failure is that of structure. Shown below are some material properties and their effect on fracture behavior (Ref 
15):  

Physical property  Increasing tendency for brittle fracture  
Electron bond  Metallic Ionic Covalent  
Crystal structure  Close-packed crystals Low-symmetry crystals  
Degree of order  Random solid Short-range order Long-range order solution   

For the different classes of materials, crystal structure is of fundamental importance because it influences or determines 
the competition between flow and fracture. For example, polycrystals of copper are invariably ductile, while magnesium 
polycrystals are relatively brittle. Magnesium has a close-packed hexagonal crystal structure, with parameters of a = 
3.202 , c = 5.199 , and c/a = 1.624 (which is very close to the ratio of 1.633 obtained by piling spheres in the same 
arrangement). This structure is basic to much of the physical metallurgy of magnesium and magnesium alloys. At room 
temperature, slip occurs mainly on (0001) (<11 0>), with a small amount sometimes seen on pyramidal planes such as 
(10 1) <11 0>. As the temperature is raised, pyramidal slip becomes easier and more prevalent. However, note that the 
slip directions, whether associated with basal or the pyramidal planes, are coplanar with (0001), a general observation for 
all observed slip in magnesium and magnesium alloys. Therefore, it is impossible for a polycrystalline piece of 
magnesium to deform without cracking unless deformation mechanisms other than slip are available. These mechanisms 
are twinning, banding, and grain-boundary deformation. 

At the microstructural level, fracture in engineering alloys can occur by a transgranular (through the grains) or an 
intergranular (along the grain boundaries) fracture path. However, regardless of the fracture path, there are essentially 
only four principal fracture modes:  

• Ductile fracture from microvoid coalescence  
• Brittle fracture from cleavage, intergranular fracture, and crazing (in the case of polymers)  
• Fatigue  
• Decohesive rupture  

These basic fracture modes are discussed in more detail in the article "Micromechanisms of Monotonic and Cyclic Crack 
Growth" in this Volume (with somewhat more emphasis on cleavage than in this article). Cleavage is perhaps more 
related to the rapidity of fracturing, as suggested by Irwin's classic paper (Ref 7). 



 

Four major types of failure modes have also been extensively discussed in the literature. A list of classes and the 
associated modes of failure is shown below (Ref 16):  

 
Dimpled rupture (microvoid coalescence):  

• Ductile fracture  
• Overload fracture  

Ductile striation formation  

• Fatigue cracking (subcritical growth)  

Cleavage or quasicleavage  

• Brittle fracture  
• Premature or overload failure  
• Quasicleavage from hydrogen embrittlement  

Intergranular failure  

• Grain boundary embrittlement (by segregation or precipitation)  
• Subcritical growth under sustained load (stress-corrosion cracking or hydrogen embrittlement)  

A study of these fracture classes normally requires use of the scanning electron microscope or the preparation of replicas 
that may be examined in the transmission electron microscope. In some instances it is possible to examine cracked 
inclusions and second-phase particles using thin foil transmission electron microscopy. An example of this latter behavior 
can be found in the work of Broek (Ref 17). Optical microscopy can also be of use for examining large inclusion 
particles. 
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Precipitation-Hardening Alloys 

Precipitation-hardening alloys, such as those of aluminum, can be expected to have dispersed fine precipitates that may 
range from spherical to platelet, depending on the alloy (Fig. 4a, b). The precipitates may be extremely small and 
primarily produce lattice strain, such as the case of Guinier-Preston zones, or they may be somewhat larger but still have 
coherent boundaries with the matrix, as in the case of peak-aged alloys, or be in the overaged condition, which usually 
results in incoherent boundaries. Precipitates are generally impediments to dislocation motion and therefore tend to raise 
both the yield strength and the ultimate strength. 

 

Fig. 4 (a) Platelet formation in a 2xxx-series aluminum alloy that was solution heat treated, quenched, cold rolled 6%, and 
aged 12 h at 190 °C. (b) Spheroidal precipitates in a 7xxx-series aluminum alloy. Larger precipitates are seen in the 
subgrain boundary as well as around the dispersoid particle. Source: Aluminum: Properties and Physical Metallurgy, J.E. 
Hatch, Ed., American Society for Metals, 1984, p 101, 191 

Problems begin to arise when laboratory alloys are scaled to commercial production levels. Levels of alloy additions are 
more difficult to control, and the purity of starting materials can be almost impossible to maintain. As a result, in addition 
to precipitates there may be larger second-phase particles in the grain interior or the grain boundary (Fig. 4a, b). These 
particles, which are also called constituent particles, are assumed to be directly related to dimple rupture and are usually 
observed in the bottom of the dimple in fractographs. Finally, there may be denuded zones at grain boundaries that are 
devoid of precipitates and constituent particles (Fig. 4a, 5a, 5b). These denuded zones may also exist around second-phase 
particles. 

 



 

Fig. 5 (a) Precipitate-free zones or denuded zones at a grain boundary in a 6xxx-series alloy. (b) Similar denuded regions 
around dispersoid or constituent particles in a 7xxx-series alloy. Source: Aluminum: Properties and Physical Metallurgy, 
J.E. Hatch, Ed., American Society for Metals, 1984, p 102 

It is certainly possible to consider failure as occurring during tensile overload and general tensile yield. However, we are 
also interested in failure resulting from an initial fatigue crack that is formed by cyclic loading, followed by crack growth 
and then final failure. These failures generally result in a more localized plastic deformation behavior that is governed by 
linear elastic fracture mechanics. With this scenario in mind, Grosskreutz and Shaw (Ref 18), Bowles and Schijve (Ref 
19), and McEvily and Boettner (Ref 20), among others, have shown that fatigue cracks generally initiate at larger 
inclusions that are still larger than the usual second-phase particle. An example of this behavior is shown in Fig. 6. As 
critical crack lengths are approached, dimple rupture begins. Numerous examples of dimple rupture have been published, 
but Broek (Ref 17, 21) was probably the first to demonstrate clearly that void formation begins at the matrix-precipitate or 
matrix-constituent particle interface and is followed by a linking of other dimples by a mechanism of interface separation 
leading to final fracture. 

 

Fig. 6 Two examples of cracks initiated at inclusions. In figure (a) the crack clearly initiated at a void occurring in a 
cracked inclusion cluster. In figure (b) the crack appears to have initiated from the side of the inclusion. Cracks were 
observed after 150,000 cycles. Material was 2024-T3. 



 

Although fatigue crack initiation in commercial alloys begins at the inclusion-matrix interface, it has been demonstrated 
that many larger particles are broken during fabrication processes such as forging or plate rolling, or the final stretching 
that may be part of the heat treatment process. Larger particles can also be broken under tensile loading (Ref 16, 22). 
Broek (Ref 17) has also observed by means of thin foil electron microscopy that long slender particles probably fracture, 
whereas smaller, more spherical particles form voids at the particle-matrix interface (Fig. 7). In either case these particles 
are clearly a potential source of void formation. 

 

Fig. 7 Transmission electron micrograph of thin foil of an aluminum alloy. Fractured elongated dispersoids can be clearly 
seen, along with one or two possible interface separations that led to voids. Courtesy of Martinus Nijhoff Publishers. 
Source: Ref 21 

Numerous authors have devised schematic diagrams depicting void formation and coalescence. One of the more 
descriptive schematic diagrams, developed by Broek (Ref 21), is reproduced in Fig. 8. In general the progression is 
believed to begin with the formation of small voids at the particle-matrix interface, or perhaps the fracture of some 
particles at low stress levels. As stresses begin to increase, voids grow and ultimately begin to link. The stress 
distributions shown in Fig. 8 determine the type of dimples that can be expected, and they can be of considerable value to 
the failure analyst when it is necessary to determine the loading that caused a particular failure. A fractograph of classic 
dimple fracture in an aluminum alloy, with small particles clearly visible in the bottom of the voids, is shown in Fig. 9. A 
study of matching fracture surfaces, also carried out by Broek, showed that the particle is always left in the bottom of one 
half of the dimple. 



 

 

Fig. 8 Different dimple geometries to be expected from three possible loading conditions. The dimple geometry can be 
valuable to the failure analyst in determining the loading conditions present at the time of failure. Courtesy of Martinus 
Nijhoff Publishers. Source: Ref 21 

 

Fig. 9 Fractograph taken from 2024-Al fracture surface replica. Arrows identify small constituent particles at the bottom 
of dimples that are the origin of the fracture process. Courtesy of Martinus Nijhoff Publishers. Source: Ref 21 

The larger constituent particles in aluminum alloys are generally intermetallic compounds and are relatively insoluble 
AlCu2Fe, Mg2Si, and (Fe,Mn)Al6. Somewhat more soluble particles, such as CuAl2 and CuAl2Mg, can also be found. 



 

However, it is virtually impossible to eliminate these particles by any usual heat treatment once they have formed. A 
reduced fracture toughness in aluminum alloys can be attributed to the presence of these particles (Ref 23, 24), and a 

change in toughness of 10 to 15 MPa  has been observed when efforts have been directed at improving alloy 
cleanliness by removing copper, chromium, silicon, and iron from commercial alloys. Further evidence of the detrimental 
role of particles is given in Fig. 10(a), which shows the decrease of fracture strain with increase of volume percent of 
micron-size intermetallic particles for a super-purity aluminum matrix and an Al-4Mg matrix. By contrast, Fig. 10(b) 
demonstrates the effect of high-purity 7050 sheet material compared to that of 7475 and other 7xxx-series aluminum 
alloys. Clearly, tear strength and fracture toughness are improved by increasing purity. Finally, Fig. 11 demonstrates the 
effect of removing constituent particles on the fracture toughness of 7050 aluminum plate. 

 

Fig. 10 (a) The decrease in fracture strain with increase of volume percent of micron-size intermetallic particles for a 
super-purity aluminum matrix and an Al-4Mg matrix. (b) A comparison of high-purity 7050 aluminum sheet, 7475 sheet, 
and a 7xxx-series aluminum alloy. Tear strength and fracture toughness are clearly better for the super-purity alloy. 
Source: Aluminum: Properties and Physical Metallurgy, J.E. Hatch, Ed., American Society for Metals, 1984 



 

 

Fig. 11 The effect of decreasing the number of Al2CuMg constituent particles on the toughness of 7050 is shown in the 
graph. Both notch tensile strength and plane-strain fracture toughness are improved. Source: Aluminum: Properties and 
Physical Metallurgy, J.E. Hatch, Ed., American Society for Metals, 1984 
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Ferrous Alloys 

Effect of Second-Phase Particles. Certain fundamental characteristics of fracture that are observed in aluminum alloys 
are also observed in the fracture of ferrous alloys. For example, the presence of particles such as the sulfide inclusions 
shown in Fig. 12 results in the typical inclusion-matrix interface failure and the formation of voids, including the possible 



 

brittle fracture of the inclusion itself. Either the interface failure or the particle fracture leads to void formation and the 
linking of voids to give ultimate failure with the usual mechanism of dimple rupture. Still another failure mode prevalent 
in pearlitic steels is the initial brittle fracture of Fe3C lamella. These fractures open under continued loading and form 
voids that can link up to result in larger voids, which in turn further link to give final failure. An example of this type of 
initial failure, shown in Fig. 13, is taken from the work of Roland (Ref 25), who was examining several possible high-
toughness experimental alloys suitable for railroad wheels. Finally, it is not unusual to find fracture surfaces with dimples 
having small particles at the bottom that have clearly been the sites of initial void formation. In Fig. 14 the resulfurized 
AISI 4130 had higher strength and lower toughness, while the spheroidized low-sulfur AISI 4130 showed lower strength 
and higher toughness. Note also that the void geometry of the spheroidized steel is completely different than that of the 
resulfurized steel. However, ultimate failure was still the result of the linking of voids in both cases. 

 

Fig. 12 Areas from two different fracture surfaces. The fractures are clearly ductile, with varying sizes of dimples and 
distinct particles in the bottom of the larger dimples. In the upper right-hand corner of (a), the particle is clearly fractured. 
The material was a low-carbon steel (0.52% C, 0.90% Mn, 0.38% Cr, 0.32% Si) that was being considered for railroad 
wheels. Source: Ref 19 

 

Fig. 13 Optical photograph of polished surface of a highly strained sample of experimental 0.65% C wheel steel. Initial 
fractures of iron carbide lamella are indicated by the arrow. The fractured lamella result in voids that link up to form a 
continuous fracture. Source: Ref 19 



 

 

Fig. 14 Scanning electron micrographs of AISI 4130 steel. (a) and (b) Fractures of resulfurized steel that had been 
quenched and tempered to 1400 MPa. (c) Low-sulfur AISI 4130 steel that had been spheroidized to 600 MPa. In all three 
photographs, particles can be found in the dimples. Source: Metals Handbook, 9th ed., Vol 8 

It is well known that hypoeutectoid steels (those with less than 0.8% C) generally have a proeutectoid grain boundary 
ferrite that may be continuous or segregated, depending on the composition, and is present in addition to the usual 
pearlite. Grain boundary ferrite is thought to contribute to crack arrest due to the energy expended in blunting a 
propagating crack because of the ductile nature of ferrite. Observation of this crack arrest mechanism has been reported 
by Bouse et al. (Ref 26) and Fowler and Tetelman (Ref 27). A crack blunting model based on the presence of grain 
boundary ferrite was developed by Fowler and Tetelman (Ref 27) and is shown in Fig. 15. In contrast to the proeutectoid 
ferrite found in hypoeutectoid steels, grain boundary carbide resulting from proeutectoid Fe3C in hypereutectoid steels 
may also lead to crack arrest. It is very hard and serves as an impediment to crack propagation because of the energy 
expended in fracturing the hard carbide. However, the iron carbide would also be expected to fail in a brittle manner, and 
once failed it might lead to lower overall material toughness because of its brittle nature. 



 

 

Fig. 15 A crack-blunting mechanism resulting from crack propagation into grain boundary ferrite in proeutectoid alloys. 
Courtesy of American Society for Testing and Materials 

In addition to the pearlite colonies and grain boundary ferrite or carbide found in plain carbon steels, there are a variety of 
second-phase particles in alloy steels, as well as the usual inclusions that are visible in the optical microscope. A 
considerable body of literature has examined the effect of particle size and particle distribution on the fracture properties 
of alloy steels. For example, an empirical relationship relating the effect of particle size to fracture has been given by 
Priest (Ref 28) for a Ni-Cr-Mo-V steel with 0.45% C:  

KIC = 23 MPA  + 7( * - YS)( )   (EQ 9) 

where σ* = 2000 MPa (290 ksi), σys is the material yield strength (in MPa) and λ is the average particle spacing between 
inclusions (in mm). Figure 16 shows that Eq 9 fits the experimental data for large variations in particle spacing as well as 
for three different test temperatures. In all cases reported, a dimpled rupture surface was the microstructural failure mode. 



 

 

Fig. 16 Plot of Eq 1 from Priest (Ref 28), demonstrating the relationship between constituent particle spacing, material 
yield stress, and fracture toughness (Ref 15). Experimental data points are for the 0.45C-Ni-Cr-Mo-V steel. Source: Ref 
16 

Schwalbe (Ref 29) has suggested a model as shown in Fig. 17, whereby the crack-tip opening displacement, t, is related 
to the distance between voids, d. Schwalbe assumes that constancy of volume and plane-strain conditions cause crack 
advance because of negative strain in the x-direction. The large plastic strains also are responsible for fracture of 
inclusions (or boundary separation at the inclusion-matrix interface), which leads to void formation. Because the dimple 
size roughly corresponds to d, one can write:  

Crack tip opening displacement = t  (EQ 10) 

T = D  (EQ 11) 

Thus, the more closely spaced the inclusions (and by inference, the larger the density of particles), the smaller the crack-
tip opening displacement and the sooner void coalescence with the crack tip begins. Assuming that the onset of instability 
is related to void coalescence with the crack tip, then an increase in KIc should be expected with an increase in d. The 
relationship between volume fraction of inclusions in aluminum and KIc is shown in Fig. 18(a), and Fig. 16(b), which 
shows the effect of sulfur content on the fracture properties of 0.45C-Ni-Cr-Mo steels (Ref 32). In Fig. 18(b) the 
embrittling effect of sulfur results from the dimple formation at sulfides. Finally, note that d in Eq 10 and in Eq 9 are 
essentially equivalent. 



 

 

Fig. 17 Model of static crack advance after Schwalbe (Ref 29). The crack-tip opening displacement is equal to the dimple 
spacing or inclusion spacing. 

 

Fig. 18 (a) Fracture toughness of some aluminum alloys vs. volume fraction of inclusions. (b) Fracture toughness of 
0.45C-Ni-Cr-Mo steels as a function of sulfur content and tensile strength 

Similar relationships are discussed by Hahn (Ref 33), who has examined the relationships between particle size, particle 
spacing, and the results of tensile tests, Charpy V-notch impact tests (CVN), and fracture toughness (KIc) results. Hahn's 
results seem to show that the important variable is the size of the stressed volume. Thus, CVN samples, which have a 



 

larger stressed volume in front of a somewhat blunt notch, tend to be more strongly influenced by the particle size in the 
stressed volume, whereas KIc samples, which have a much smaller stressed volume at the tip of a fatigue crack, typically 
give results that are more dependent on the particle spacing in the volume in front of the crack tip. Hahn also advances the 
interesting hypothesis that the differing dependencies of CVN and KIc tests explain the lack of an all-inclusive, single 
equation that is able to correlate CVN and KIc results for all steels. An example of noncorrelating CVN and KIc toughness 
measurements is shown in Table 1. 

Table 1 Example of noncorrelating Charpy V-notch (CVN) and KIc toughness measurements of AISI 
4340 steel 

Condition(a)  CVN energy, J  KIc, MPa   KId, MPa   
A  6.6  70  52  
B  9.5  34  33  

Source: Ref 34 
(a) Condition A--1 h at 1200 °C, salt quench to 870 °C, 1 h at 870 °C, oil quench to room temperature, σ0 = 1592 MPa. 

Condition B--1 h at 870 °C, oil quench to room temperature, σ0 = 1592.  

Effect of Matrix. Although void formation and the role of second-phase particles and small inclusions are important, it is 
well known that properties of the matrix may also have an important influence on fracture toughness behavior. For 
example, Rice (Ref 35) has shown that an increase in matrix strength results in an increase in plastic zone normal stress, 
such that:  

Y = Y (1 + /2)  (EQ 12) 

where σy is the stress normal to the crack path and σY is the material yield strength. Thus, higher yield strengths result in 
smaller particles, contributing to dimple formation that in turn results in a smaller average effective inclusion spacing. 
Similar observations were found by Psioda and Low (Ref 36) during a study of maraging steels. Generally, any change 
that increases yield strength (such as lower temperature, high deformation rate, or heat treatment) results in a decrease in 
KIc. Of course, microstructural changes (such as change in particle size as a result of heat treatment) negates this 
statement. Pellissier (Ref 37) concludes that a fine, homogeneous distribution of particles of intermetallic compounds 
results in a high fracture toughness, whereas in martensitic steels the higher carbide content due to high carbon is 
detrimental to toughness. It should also be noted that Eq 12 is for an elastic perfectly plastic material and that with strain 
hardening, substantial increases in σy can develop. 

Numerous workers have examined high-strength steels such as AISI 4340 and AISI 4130. Low tempering temperatures 
led to a carbide film at the martensite lath boundaries and thus led to low toughness for 4340, according to Wei (Ref 38), 
whereas Parker (Ref 39) suggests that fracture toughness in the as-quenched condition of AISI 4340 and similar steels is 
determined by precipitation at prior-austenite grain boundaries. 
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Titanium Alloys 

The titanium alloys are somewhat unique in that they can exist in the alpha (face-centered cubic), beta (body-centered 
cubic), or alpha + beta condition, depending on the alloy composition and heat treatment. However, in any case, interface 
weaknesses between the phases tend to lead to failure. For example, Gerberich and Baker (Ref 40) have shown that a 
change from an equiaxed alpha to a platelet alpha structure gives an increase in KIc of approximately 25%, with 5% or 
less change in yield strength and ultimate strength. The authors concluded that the properties changed because of the 
change in fracture path that resulted from the change in microstructure. The authors also noted that an increase in oxygen 
content tended to cause embrittlement of the alpha phase, with a subsequent decrease in toughness. In another paper, 
Gerberich (Ref 16) reiterates the importance of both composition and microstructural effects on the toughness of Ti-6Al-
4V. For example, he points out that the alpha platelets in the alpha + beta Widmanstätten matrix may be either detrimental 
or beneficial, depending on the oxygen content. However, there apparently is no processing route that provides a 

toughness greater than 55 MPa  for yield strengths greater than about 1080 MPa. 

Finally, an experimental alpha + beta alloy was studied where the strength was held constant in both the equiaxed alpha 
and transformed microstructural conditions. For equiaxed alpha, toughness increased with beta grain boundary area per 
unit volume. In the transformed condition, toughness increased with an increase in the percentage of primary alpha. Table 
2 gives the relationship between KIc and the fraction of transformed structure for Ti-6Al-4V. 

Table 2 Relation between KIc and fraction of transformed structure Ti-6Al-4V 

Heat treat temperature KIc 
°C °F 

Fraction of 
transformed 
structure, % MPa  ksi  

1050 1920 100 69.0 63 
950 1740 70 61.5 56 
850 1560 20 46.5 42 
750 1380 10 39.5 36  

Harrigan (Ref 41) has examined the effect of microstructures on the fracture properties of titanium alloys and concludes 
that variations in microstructures can result in large scatter of experimental results. This is suggested by Fig. 19, where no 
correlation is evident between toughness and yield strength. Still another representation of the relationship between 
microstructure and toughness for titanium alloys was given by Rosenfield and McEvily (Ref 42), who conclude that 
toughness depends on the size, shape, and distribution of the phases that are present (Fig. 20). Metastable beta alloys 
appear to have the highest toughness, while alpha + beta alloys are generally less tough. 



 

 

Fig. 19 Effect of variations in microstructure on the fracture toughness properties of a Ti-6Al-4V alloy. Source: Ref 40 

 

Fig. 20 Diagram demonstrating the relationship between alloy strength and alloy microstructure for titanium alloys. 
Source: Ref 42 
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Introduction 

FATIGUE PROPERTIES are an integral part of materials comparison activities and offer information for structural life 
estimation in many engineering applications. They are a critical element in the path relating the materials of construction 
to the components and must take into account as many influences as possible to reflect the actual product situation. In 
application, fatigue is a detail analysis, trying to assess what will occur at a particular location of a component or 
assembly under cyclic loading. 

The topic of fatigue properties is very broad and is typically based on testing coupons. To be applicable, determined 
properties must support one of the fatigue design philosophies that may be applied to the part. In this article the three 
general approaches to fatigue design are stated, with discussion of their respective attributes, and their individual property 
requirements are described. The intent here is not to present a comprehensive catalog of properties; that would take many 
volumes this size. Instead, the purpose is to provide the basic insights necessary to examine those properties that can be 
found, review some of the common presentation formats, and recognize their inherent characteristics. It is important to 
review information critically for any use, to know when a direct "apples to apples" comparison can be made, and 
potentially to know how to manipulate some of the data to put it on equal footing with information gathered from diverse 
sources. The susceptibility of mechanical properties to variation through microstructural manipulation and structural 
consideration can be substantial. 

The importance of testing in property generation is reviewed briefly, and material, property, and structure relations are 
discussed. Three sections then cover properties specific to each of the major design approaches: stress-life, strain-life, and 
fracture mechanics. The individual sections offer selected examples of properties that reflect some detail of each 
approach. 

Although life estimation is not the subject of this article, it is obvious that this is one of the main uses of the "properties" 
development. Basically, data on test coupons are only good at estimating the life of test coupons; other structures may not 
be as amenable to estimation. A life estimation within a factor of 2 would be exceptional, and perhaps one within an order 
of magnitude would not be considered too outrageous, depending on the quality of information, appropriateness of 
technique, and "property" data. The substantial amount of scatter in results is one of the contributing features to these 
difficulties. Certainly verification of life estimations should be considered an important activity to confirm the 
calculations. 



 

For the sake of brevity, we limit our discussion to constant-amplitude loading. Often, variable-amplitude loading is 
necessary to correctly replicate structural situations. It is essential to understand that variable-amplitude loading can 
produce different rankings than constant-amplitude results. Another concession to brevity is that within the fracture 
mechanics area, only plane-strain considerations are included. Among other critical aspects not covered specifically here 
are: crack nucleation models and the basic physics of this process and as well as that of crack extension; the extremely 
important extrinsic factor of environment on both `initiation' and propagation characteristics; and other phenomenon such 
as fretting discussed in more detail elsewhere in this Volume. 

Fatigue Design Philosophies 

To be usable in anything other than a comparative sense, fatigue properties must be consistent with one of three general 
fatigue design philosophies. Each of these has a concomitant design methodology and one or more means of representing 
testing data that provide the `properties' of interest. These are:  

 

Design philosophy Design methodology Principal testing data description 
Safe-life, infinite-life Stress-life S-N 
Safe-life, finite-life Strain-life ε-N 
Damage tolerant Fracture mechanics da/dN - ∆K  

These "lifing" or assessment techniques correspond to the historical development and evolution of fatigue technology 
over the past 150 to 200 years. 

The safe-life, infinite-life philosophy is the oldest of the approaches to fatigue. Examples of attempts to understanding 
fatigue by means of properties, determinations, and representations that relate to this method include August Wöhler's 
work on railroad axles in Germany in the mid-1800s (Ref 1). The design method is stress-life, and a general property 
representation would be S-N (stress vs. log number of cycles to failure). Failure in S-N testing is typically defined by total 
separation of the sample. 

General applicability of the stress-life method is restricted to circumstances where continuum, "no cracks" assumptions 
can be applied. However, some design guidelines for weldments (which inherently contain discontinuities) offer what 
amount to residual life and runout determinations for a variety of process and joint types that generally follow the safe-
life, infinite-life approach (Ref 2). The advantages of this method are simplicity and ease of application, and it can offer 
some initial perspective on a given situation. It is best applied in or near the elastic range, addressing constant-amplitude 
loading situations in what has been called the long-life (hence infinite-life) regime. 

The stress-life approach seems best applied to components that look like the test samples and are approximately the same 
size (this satisfies the similitude associated with the use of total separation as a failure criterion). Much of the technology 
in application of this approach is based on ferrous metals, especially steels. Other materials may not respond in a similar 
manner. Given the extensive history of the stress-life method, substantial property data are available, but beware of the 
testing conditions employed in producing older data. 

Through the 1940s and 1950s, mechanical designs pushed to further extremes in advanced machinery, resulting in higher 
loads and stresses and thus moving into the plastic regime of material behavior and a more explicit consideration of finite-
lived components. For these conditions, the description of local events in terms of strain made more sense and resulted in 
the development of assessment techniques that used strain as a determining quantity. The general data (property) 
presentation is in terms of ε-N (log strain vs. log number of cycles or number of reversals to failure). The failure criterion 
for samples is usually the detection of a "small" crack in the sample or some equivalent measure related to a substantive 
change in load-deflection response, although failure may also be defined by separation. 

Employment of strain is a consistent extension of the stress-life approach. As with the safe-life, infinite-life approach, the 
strain-based safe-life, finite-life philosophy relies on the "no cracks" restriction of continuous media. While considerably 
more complicated, this technique offers advantages: it includes plastic response, addresses finite-lived situations on a 
sounder technical basis, can be more readily generalized to different geometries, has greater adaptability to variable-
amplitude situations, and can account for a variety of other effects. The strain-life method is better suited to handling a 



 

greater diversity of materials (e.g., it is independent of assuming steel-like response for modification factors). Because it 
does not necessarily attempt to relate to total failure (separation) of the part, but can rely on what has become known as 
"initiation" for defining failure, it has a substantial advantage over the stress-life method. Difficulties in applying the 
method arise because it is more complex, is more computationally intensive, and has more complicated property 
descriptions. In addition, because this method does not have as extensive a history, "properties" may not be as readily 
available. 

The ability to generate and model both S-N and  ε-N data effectively is clearly very important. Three good sources for 
increasing the understanding of this are ASTM STP 91A (Ref 3), ASTM STP 588 (Ref 4), and Ref 5. Specifications 
covering the individual areas are indicated below. 

From a design standpoint, there are some circumstances where inspection is not a regularly employed practice, 
impractical, unfeasible, or occasionally physically impossible. These situations are prime candidates for the application of 
the safe-life techniques when coupled with the appropriate technologies to demonstrate the likelihood of failure to be 
sufficiently remote. 

The notable connection between the two techniques described above is the necessary assumption of continuity (i.e., "no 
cracks"). Many components, assemblies, and structures, however, have crack-like discontinuities induced during service 
or repair or as a result of primary or secondary processing, fabrication, or manufacturing. It is abundantly clear that in 
many instances, parts containing such discontinuities do continue to bear load and can operate safely for extended periods 
of time. Developments from the 1960s and before have produced the third design philosophy, damage tolerant. It is 
intended expressly to address the issue of "cracked" components. 

In the case where a crack is present, an alternative controlling quantity is employed. Typically this is the mode I stress-
intensity range at the crack tip (∆KI), determined as a function of crack location, orientation, and size within the geometry 
of the part. This fracture mechanics parameter is then related to the potential for crack extension under the imposed cyclic 
loads for either subcritical growth or the initiation of unstable fracture of the part. It is markedly different from the other 
two approaches. Property descriptions for the crack extension under cyclic loading are typically da/dN - ∆KI curves (log 
crack growth rate vs. log stress-intensity range). 

The advantage of the damage tolerant design philosophy is obviously the ability to treat cracked objects in a direct and 
appropriate fashion. The previous methods only allow for the immediate removal of cracked structure. Use of the stress-
intensity values and appropriate data (properties) allows the number of cycles of crack growth over a range of crack sizes 
to be estimated and fracture to be predicted. The clear tie of crack size, orientation, and geometry to nondestructive 
evaluation (NDE) is also a plus. Disadvantages are: possibly computationally intensive stress-intensity factor 
determinations, greater complexity in development and modeling of property data, and the necessity to perform numerical 
integration to determine crack growth. In addition, the predicted lives are considerably influenced by the initial crack size 
used in the calculation, requiring quantitative development of probability of detection for each type of NDE technique 
employed. Related to the initial crack size consideration is the inability of this approach to model effectively that the 
component was actually suitable for modeling as a continuum, which eliminates the so-called "initiation" portion of the 
part life. 
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Considerations in Conducting Tests 

Having properties implies testing of materials to make such determinations. Even approximations of properties assume 
some model of behavior, and initially testing was employed to provide that information. Thus, testing per se warrants 
some discussion. 

The principal question to be asked when considering testing is whether or not the desired information will be produced by 
the testing. This is reflected directly in the "properties" that will result. Fatigue testing can vary from a few preliminary 
tests to elaborate, sophisticated programs. In support of deriving the necessary data in the best manner, the principal 
author identifies three critical aspects of testing programs as the three E's of testing: efficacy, efficiency, and economy. 
These are certainly not unique to fatigue. They are stated in order of importance and are interpreted as follows:  

• Efficacy: The testing must tell you what you want to know and provide it to the required confidence level. It must 
be physically capable of generating the desired information, and it must be designed to discriminate to the degree 
necessary to sort out the details or subtleties of response that is required. (It is sometimes the task of testing to 
determine whether any difference can be distinguished.) This may call for extensive experimental design up front, 
and statistical examination of data. Established and consistent test procedures are always a requirement.  

• Efficiency: The testing should be scheduled, consistent with maintaining efficacy, to generate the greatest amount 
of usable/desired information as early as possible in the test program.  

• Economy: Testing should proceed in the most economical manner without compromising efficacy, while meeting 
the desired information generation levels as well as possible.  

Both efficiency and economy are necessarily subservient to efficacy. A substantial amount of work may have to be done 
before testing begins, to maximize the likelihood of success. If test program manipulations are to be done, they must be 
done only to balance efficiency/economy issues. If the testing proceeds without the ability to generate the necessary 
information (e.g., effectively identify subtleties), or if it is altered midstream with the same result, the integrity of the 
program is breached and there is little or no justification to run or continue the tests (at least according to the original 
intent of the project). Explicit consideration of the statistical nature of fatigue data should always be part of a testing 
program. 

 
Assessing Fatigue Characteristics 

Supporting Information and What to Look for in Fatigue "Properties" Data. The ability to assess properties 
information is one of the critical points in deciding if the data found are applicable and usable. Testing should have been 
done to a stated, set procedure or standard, and all information germane to the testing and resulting data should have been 
recorded. With the multitude of influential variables, obviously this list can get quite long, but without it the relative value 
of the information cannot be determined. Dogs and horses have pedigrees, so do data. 

For example, in trying to find fatigue properties of rather heavy 7075-T6 aluminum alloy forging, a fatigue curve is found 
that indicates it is for this alloy and condition. The plot indicates a single line drawn on Smax versus log N coordinates, and 
that's all. What use is it? There is no other description provided. Recommendation: ignore it, or call the originator for 
clarification. Use of the data would be risky, because there is not sufficient information present to make a defensible 
assessment. Many necessary pieces of data are simply missing. A partial list might be:  

• What were the coupon size and geometry?  
• Was there a stress concentration?  
• What was the temperature?  
• Was an environment other than lab air employed?  
• What was the specimen orientation in the original material?  
• Does the line represent minimum, mean, or median response?  
• How many samples were tested?  
• What was the scatter?  
• If the plot is based on constant-amplitude data, what were the frequency and waveform?  
• Was testing performed using variable-amplitude loading? What spectrum?  
• What was the failure criterion?  



 

• If there were runouts, how were they handled and represented?  
• If the data found describe a thin sheet response, it is the wrong data.  
• If the product form is correct, but the plot represents testing done at R = 0.3 and fully reversed data are required, 

the plot may be helpful, but it is not what is desired.  

Material chemistry; product form, condition, and strength level; coupon geometry, size, orientation, and preparation; 
testing equipment, procedures, parameters, failure criterion, and number of samples; data treatment; and sequence of 
testing are just some of the contributing and possibly controlling features represented by the single line on the graph. An 
example of what should be considered important as supporting facts can be found in ASTM E 468-90, "Presentation of 
Constant Amplitude Fatigue Test Results for Metallic Materials" (Ref 6). It provides guidelines for presenting 
information other than just final data. 

Finding, characterizing, and critical review are clearly extremely challenging parts of attempting to apply materials 
properties data, with critical designs requiring the most stringent consideration. In some cases this is extremely difficult: 
necessary data may be sparse, proprietary, and/or poorly documented and very careful use of any information the only 
choice available. Different criterion, however, apply to the use of property descriptions as examples, representative of 
potential responses for purposes of demonstration and illustration (as they are employed here). While full documentation 
is still desirable, the use of information in this context only requires that the data be judged an adequately sound depiction 
of the archetypal behavior. 

As in all disciplines, the definition and standardization of both terms and nomenclature are extremely important. A survey 
of different books, articles, and other literature sources indicates that the fatigue community is no exception to 
maintaining consistency in this area. The reader is directed to ASTM E 1150-87 (1993), "Standard Definitions of Terms 
Relating to Fatigue" (Ref 7), for terminology. The authors have attempted to adhere to those definitions. 

One point should be made very clear: to establish the nature of any constant-amplitude fatigue data, two dynamic 
variables must be stated, or as a poor second, implied by the nature of the testing. Many dynamic variables apply to 
constant-amplitude loads: Pmax, Pmin, Pm, Pa, and ∆P, which indicate load maximum, minimum, mean, amplitude, and 
range, respectively. Two load ratio quantities are also frequently encountered: R and A, defined as Pmin/Pmax and Pa/Pm, 
respectively. Note that P, as load, is used in a generic sense here, with other possibilities including Sa, alternating stress; 
m, mean strain; ∆KI, stress-intensity range; and so on. These dynamic variables are related such that if any two are known, 
all the others can be determined, but two must be known. 

As an example, if a series of tests are conducted at a constant R value (Smin/Smax), and the alternating stress is used as the 
other independent dynamic variable, an S-N curve for that situation can be produced and all dynamic variables can be 
determined. If only one variable is given (e.g., Sa or Smax), there is insufficient information to tell what the test conditions 
were and the data are virtually useless. 
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Material-Property-Structure Interrelations 

It is important to discriminate between fatigue "properties" and structural fatigue response within the context of this 
article. The term fatigue properties is used to describe the response of a test coupon, with all the necessary standardization 
and other work that this implies. This point is then used to determine the "properties" content of the rest of the article. 
While test coupons are indeed mini-structures, they are frequently items of geometric convenience, designed for the 
exigencies of testing, prepared especially for the investigation, and idealized for specific testing or influence 
determinations. Their relation to any specific structure can be very remote. 



 

A few comments on what ends up as the material for a structure should also be made. First is a composition, essentially 
the basic chemistry of an alloy or the specific components of a composite. Producing the structure may require a few or 
many steps beyond this chemistry/components combination. Primary processing plays an important role. As examples, an 
investment cast superalloy blade will have different characteristics depending on whether it is made using an equiaxed, 
directionally solidified, or single-crystal process; and fiber-reinforced composites clearly have numerous wrap/lay 
configurations that can influence their response. Subsequent thermal treatment for an alloy, or curing conditions for a 
composite, also contribute to the end product. Many metallic alloys, far from being the uniform homogenous materials 
often envisioned, are carefully orchestrated arrangements of microconstituents designed to provide specific property 
balances from these in situ composites. 

Effects of scale in the production of a material can have controlling effects. Examples are graphite size in gray iron, 
transformation characteristics of steels or titanium alloys in heavy sections, mechanical working in forgings and 
extrusions, distributions of fibers in chopped-fiber reinforced polymer parts, and phase and discontinuity distribution in 
ceramics. Further considerations might include machining processes, plating, shot-peening, adhesive bonding, welding, 
and a myriad of other influences that confound what initially appears to be the desired, rather straightforward association 
between the material content and structure. This is coupled with the geometric requirements of shape necessary to provide 
the geometry of the structure. Indeed, it is equally true that the material defines the structure and the structure defines the 
material. 

A small shaft simply loaded in rotating bending may behave quite like specimens tested in a similar manner. On the other 
hand, a composite wing, built up from multiple parts joined by adhesives and mechanical fasteners, should not be 
expected to behave in the same manner as a small simple-configuration test coupon of skin material. Attributes of the 
material, coupon, or structure, along with testing conditions, contribute to the structure-sensitive mechanical behavior 
identified here as fatigue properties. These have been aptly categorized by Hoeppner (Ref 8) as intrinsic and extrinsic 
factors, and substantial progress has been made in understanding and controlling both. Design of the materials covers the 
intrinsic characteristics (e.g., composition, grain size, cleanliness level, layup geometry, and cure cycle). Mechanical 
design for a specific application addresses the extrinsic influences of the scale, geometry, stress state, loading rates, 
environment, etc. Both material design and mechanical design play synergistic, substantial, and possibly determining 
roles in controlling the structural response to cyclic loads. 

Does this eliminate the importance of testing and property determinations? Certainly not, but it does increase awareness 
of the limitations of testing and suggests that they at least be recognized and included in actual structural assessments. 

The three following sections provide examples of property determinations from each of the three major groups (S-N, -N, 
and da/dN). Each example demonstrates the general and/or specific aspects of the information within the context of the 
design philosophy it supports. Where examples of data are offered, the reader should regard the information as indicative 
only of the specific material/process/product combination involved. 
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Infinite-Life Criterion (S-N Curves) 

Safe-life design based on the infinite-life criterion reflects the classic approach to fatigue. It was initially developed 
through the 1800s and early 1900s because the industrial revolution's increasingly complex machinery produced dynamic 
loads that created an increasing number of failures. The safe-life, infinite-life design philosophy was the first to address 
this need. 

As stated earlier, the stress-life or S-N approach is principally one of a safe-life, infinite-life regime. It is generally 
categorized as a "high cycle fatigue" methodology, with most considerations based on maintaining elastic behavior in the 
sample/components/assemblies examined. The "no cracks" requirement is in place, although all test results inherently 
include the influence of the discontinuity population present in the samples. 



 

This methodology is one where the influence of steel seems virtually overwhelming, despite the fact that substantial work 
has been done on other alloys and materials. There are many reasons for this, including the place of steel as the 
predominant metallic structural material of the century: in land transportation, in power generation, and in construction. 
The "infinite-life" aspect of this approach is related to the asymptotic behavior of steels, many of which display a fatigue 
limit or "endurance" limit at a high number of cycles (typically >106) under benign environmental conditions. Most other 
materials do not exhibit this response, instead displaying a continuously decreasing stress-life response, even at a great 
number of cycles (106 to 109), which is more correctly described by a fatigue strength at a given number of cycles. Figure 
1 shows a schematic comparison of these two characteristic results. Many machine design texts cover this method to 
varying degrees (Ref 9, 10, 11, 12, 13, 14). 

 

Fig. 1 Schematic S-N representation of materials having fatigue limit behavior (asymptotically leveling off) and those 
displaying a fatigue strength response (continuously decreasing characteristics) 

What about the S-N data presentation? Stress is the controlling quantity in this method. The most typical formats for the 
data are to plot the log number of cycles to failure (sample separation) versus either stress amplitude (Sa), maximum stress 
(Smax), or perhaps stress range (∆S) (Ref 15). Remember that one other dynamic variable needs to be specified for the data 
to make sense. Figures 2(a) and 2(b) provide plots for three constant-R value tests (R is the second dynamic variable). 
Note the apparent reversal of the effect of R, although the data are identical. Clearly, while the analytical result must be 
identical regardless of which graphic means is employed, the visual influence in interpretation varies with the method of 
presentation. 



 

 

Fig. 2 The influence of method of S-N data presentation on the perceived effect of R value. (a) Stress amplitude vs. N. (b) 
Maximum stress vs. N 

Many applications of this technique require estimations of initial properties and provision for approximating other effects. 
Overall influences of various conditions (e.g., heat treatment, surface finish, and surface treatment) were determined 
using substantial empiricism: test and report results. Consequently, much of the challenge was met by testing 
coupons/components with variations in processing to establish some guidelines for the effect of each such alteration (i.e., 
see Ref 16). Thus, various correction factors were developed for a variety of conditions, including load type, stress 
concentration, surface finish, and size. The influences of these intrinsic and extrinsic effects on the properties are typically 
accounted for by graphics (e.g., Fig. 3), tabular presentations, or mathematical expressions. Reference 18 is an excellent 
example of this approach, presented in the form of a standard. 



 

 

Fig. 3 A plot of reduction factor for use in estimating the effect of surface finish on the S -N fatigue limit of steel parts. 
Source: Ref 17 

Mean stress influences are very important, and each design approach must consider them. According to Bannantine et al. 
(Ref 13), the archetypal mean (Sm) versus amplitude (Sa) presentation format for displaying mean stress effects in the safe-
life, infinite-life regime was originally proposed by Haigh (Ref 19). The Haigh diagram can be a plot of real data, but it 
requires an enormous amount of information for substantiation. A slightly more involved, but also more useful, means of 
showing the same information incorporates the Haigh diagram with Smax and Smin axes to produce a constant-life diagram. 
Examples of these are provided below. 

For general consideration of mean stress effects, various models of the mean-amplitude response have been proposed. A 
commonly encountered representation is the Goodman line, although several other models are possible (e.g., Gerber and 
Soderberg). The conventional plot associated with this problem is produced using the Haigh diagram, with the Goodman 
line connecting the ultimate strength on Sm, and the fatigue limit, corrected fatigue limit, or fatigue strength on Sa. This 
line then defines the boundary of combined mean-amplitude pairs for anticipated safe-life response. The Goodman 
relation is linear and can be readily adapted to a variety of manipulations. 



 

In many cases Haigh or constant-life diagrams are simply constructs, using the Goodman representation as a means of 
approximating actual response through the model of the behavior. For materials that do not have a fatigue limit, or for 
finite-life estimates of materials that do, the fatigue strength at a given number of cycles can be substituted for the 
intercept on the stress-amplitude axis. Examples of the Haigh and constant-life diagrams are provided in Fig. 4 and 5. 
Figure 5 is of interest also because of its construction in terms of a percentage of ultimate tensile strength for the strength 
ranges included. 

 

 

Fig. 4 A synthetically generated Haigh diagram based on typically employed approximations for the axes intercepts and 
using the Goodman line to establish the acceptable envelope for safe-life, infinite-life combinations 

 



 

Fig. 5 A constant-life diagram for alloy steels that provides combined axes for more ready interpretation. Note the 
presence of safe-life, finite-life lines on this spot. This diagram is for average test data for axial loading of polished 
specimens of AISI 4340 steel (ultimate tensile strength, UTS, 125 to 180 ksi) and is applicable to other steels (e.g., AISI 
2330,4130, 8630). Source: Ref 20 

What are some other examples of metallic response to cyclic loading in this regime? First, consider the behavior of an 
aluminum alloy 2219-T85 in Fig. 6, consistent with current MIL-HDBK-5 presentations, showing a Smax versus log N plot 
with the supporting data shown. Figure 7 shows the constant-life diagram for Ti-6Al-4V, solution treated and aged, from 
another MIL-HDBK-5 case: it includes both notched and unnotched behavior, and constant-life lines for various finite-
life situations. 

 

Fig. 6 Best-fit S/N curves for notched, Kt = 2.0, 2219-T851 aluminum alloy plate, longitudinal direction. This is a typical 
S-N diagram from MIL-HDBK-5D showing the fitted curve as the actual data that support the diagram. This is the 
currently required approach for representing this type of information in that handbook. Source: Ref 21 



 

 

Fig. 7 Typical constant-life diagram for solution-treated and aged Ti-6Al-4V alloy plate at room temperature, longitudinal 
direction. Notched and smooth behavior are indicated in this constant-life diagram in addition to the finite-life lines. The 
influence notches is one of the critical effects on the fatigue of component details. Source: Ref 22 

Plastics and polymeric composites are interesting materials for the variety of responses they can present under mechanical 
loading, with dynamic excitation being no exception. The nature of hydrocarbon bonding results in substantially more 
hysteresis losses under cyclic loading and a greater susceptibility to frequency effects. An example of S-N-type results for 
a variety of materials is provided in Fig. 8 (which is missing one dynamic variable). Also, different specifications are used 
for fatigue testing of plastics (e.g., Ref 24). The plastics industry also employs tests to determine a "static" fatigue 
response, which is a sustained load test similar to a stress-rupture or creep test of metallic materials. 



 

 

Fig. 8 Typical fatigue-strength curves for several polymers (30 Hz test frequency). Source: Ref 23 

In application, this method is in its simplest form for steels in a benign environment. The task is to compare the Sa 
determined in the part to a Sa versus N curve at the necessary R value. If the operational Sa is less than the fatigue limit, 
then an acceptable safe-life, infinite-life situation exists (for whatever reliability was implied). In a slightly more complex 
scenario, the Sm, Sa pair operating in a component is compared to the appropriately determined Goodman line on a Haigh 
diagram with two possible results: results on or under the Goodman line indicate an acceptable safe-life, infinite-life 
situation; or while results above the Goodman line indicate a finite-life situation that can be managed if the general 
boundary conditions of the method are not heavily abused. 

Difficulties occur in multiaxial stress states (discussed in a separate article elsewhere in this Volume) because of the 
difficulty in identifying an appropriate "stress." The assumption of the failure criterion associated with separation can be 
problematic in disparate coupon-structure situations. While cumulative damage can be accounted for using this technique, 
there is no means of including load sequence effects in variable-amplitude loading (which are known to be important). 

The stress-life technique offers a variety of advantages. Its extension using strain as a controlling quantity is a natural 
progression of technology. 
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Finite-Life Criterion (ε-N Curves) 

With more advanced and highly loaded components, it became obvious that stress-based techniques alone would not be 
sufficient to handle the full range of problems that needed to be addressed using continuum assumptions. The occurrence 
of plasticity, for example, and the accompanying lack of proportionality between stress and strain in this regime led to the 
use of strain as a controlling quantity. This was an evolutionary, not revolutionary, change in technology. 

Strain-life is the general approach employed for continuum response in the safe-life, finite-life regime. It is primarily 
intended to address the "low-cycle" fatigue area (e.g., from approximately 102 to 106 cycles). The basic approaches and 
modeling, however, also make it amenable to the treatment of the "long-life" regime for materials that do not show a 
fatigue limit. The use of a consistent quantity, strain, in dealing with both, rather arbitrarily described "high-" and "low-
cycle" fatigue ranges, has considerable advantages. 

Work in this area was underway in the 1950s (Ref 25, 26). Cyclic thermal cracking problems contributed some of the 
stimulus for investigation, but the primary driving forces seem to have come from the power generation, gas turbine, and 
reactor communities. While the general approaches have remained consistent since that time, other outgrowths have 
offered variations on the theme (Ref 27, 28, 29). A simple summary of the strain-life approach can be found in Ref 30. 

From a properties standpoint, the representations of strain-life data are similar to those for stress-life data. Rather than S-
N, there are now ε-N plots, with a log-log format being most common. The curve represents a series of points, each 
associated with an individual test result. The vertical axis can have different strain quantities plotted, however. While total 
strain amplitude seems to be the most common quantity presented, total strain range, plastic strain range, or other 
determined strain measures can also be found. In ε-N tests the strain can be monitored either axially or diametrally (watch 
for this possible variable). Again, be aware of the type of presentation, and consider critically what the independent 
variable is. Also, look for the necessary two dynamic load quantities to define the testing conditions and the specific 
failure criterion employed. 

For data generation to support the ε-N method, there are standards by which testing is conducted (e.g., Ref 31, which 
includes suggestions for the information to be recorded with the results). According to Ref 31, any of the following may 
be used as the failure criterion: separation, modulus ratio, microcracking ("initiation"), or percentage of maximum load 
drop. 

Testing for strain-life data is not as straightforward as the simple load-controlled (stress-controlled) S-N testing. 
Monitoring and controlling using strain requires continuous extensometer capability. In addition, the developments of the 
technique may make it necessary to determine certain other characteristics associated with either monotonic or cyclic 
behavior. The combined output of the extensometer and load cell provides the displacement-load trace from which the 
hysteresis loop is formed. After several to several hundred strain excursions, the hysteresis loop typically stabilizes. This 
stabilized loop is shown in Fig. 9, which indicates the partitioning of the response into elastic and plastic portions. A 
stabilized loop of this type is formed during every constant-amplitude test and should be recorded as part of test 
procedures. 



 

 

Fig. 9 Stress-strain hysteresis in a constant-amplitude strain-controlled fatigue test. Source: Ref 32 

Any given stabilized hysteresis loop represents only one of many such loops that would result from conducting the series 
of tests that are required to develop an ε-N curve. The sequential connection of the vertices of these loops (e.g. point B of 
Fig. 9) conducted at different strain levels from what is known as the cyclic stress-strain curve. Some of the parameters 
used in developing the response models for strain-life technology are derived from the cyclic stress-strain curve. Later 
sections deal with this topic more extensively and additional material on this important subject can be found in the 
references provided here. 

In some cases, strain control is discontinued after loop stabilization and the test proceeds under load control (usually used 
on long-life samples). If the failure criterion is other than separation or load drop, other monitoring/inspection capabilities 
may also be required. With one sample per data point and several to many samples to generate an entire curve, replicate 
tests are important to gage both mean behavior and scatter. 

Modeling of the ε-N curve currently employs the separated elastic and plastic strain contributions described above. The 
total strain amplitude, ∆ε/2, is considered as follows (note the use of half the range for strain amplitude, instead of a):  

/2 = E/2 + P/2 
= ( 'F/E) · (2NF)B + 'F · (2NF)C  

(EQ 1) 

where ∆ε/2 is the total strain amplitude, εe/2 is the elastic strain amplitude, εp/2 is the plastic strain amplitude, σ'f is the 
fatigue strength coefficient, b is the fatigue strength exponent, ε'f is the fatigue ductility coefficient, c is the fatigue 
ductility exponent, and 2Nf is the number of reversals to failure (2 reversals = 1 cycle). 

A graphical representation of this modeling practice is shown in Fig. 10 (Ref 33). The coefficients and exponents either 
represent determined cyclic characteristics or can be approximated from monotonic tests. Further appreciation of these 
terms, means of approximating the necessary coefficients, and the variety of related technology can be gained in either 
Bannantine (Ref 13) or Conway (Ref 5). The use of approximations can result in synthetic or constructed -N plots that 
contain no real data, similar to the creation of S-N curves or Goodman lines and should be acknowledged as such. 



 

 

Fig. 10 Representation of total strain amplitude vs. number of reversals to failure, including elastic and plastic portions as 
well as the combined curve Nt, transition life from plastic (low-cycle) regime to the elastic (high-cycle) regime 

The use of the number of reversals to failure as opposed to the number of cycles to failure seems to be an artifact of early 
developments in the field. The relationship is simple: a cycle consists of two reversals. There appears to be no argument 
for its retention in the context of the strain-life expression, but it has become a working part of this technological 
"package." Note that a reversal need not imply fully reversed loading (R = -1), but may only indicate a change in direction 
in load. 

As with all methods, there must be a mechanism for treating mean stresses, while mean strain effects are apparently 
considered negligible (Ref 34). One of the factors that are readily implemented in the strain-life expression is a Morrow-
type correction factor in the elastic term of Eq 1:  

/2 = E + P 
= [( 'F - 0)/E] · (2NF)B + 'F · (2NF)C  

(EQ 2) 

where 0 is the mean stress (as determined from the hysteresis loop developed at the detail, not the mean elastic stress). 
The convenience of the mathematical representation is readily evident here, and the inclusion of this term generally 
follows the actual data. Although it requires the mean stress from the hysteresis loop (a supplementary determination or 
calculation), this is a complete expression. In practice, the application would require the estimation of the strain amplitude 
and resulting mean stress at the detail, then an iterative solution for the number of reversals to failure, 2Nf. 

The important steps, though, are to review properties and offer examples of the various behaviors. Figure 11 shows 
generalizations of the response of metallic materials to strain-controlled testing. The terms strong, tough, and ductile are 
general descriptors of the response. 



 

 

Fig. 11 Schematic representation of the cyclic strain resistance of idealized metals. Response to the strain-controlled 
testing has resulted in several generalizations of material behavior, which this figure displays in two different formats for 
a better appreciation of the descriptions. Source: Ref 35 

Because most examples of these data are quite similar, only a selected few are reviewed here. 

Figures 12 and 13 offer composite plots of several steels and aluminum alloys. Note that these plots use strain amplitude 
on the ordinate; there was no second dynamic variable or failure criterion provided. The display of monotonic and cyclic 
response of the materials produces an interesting plot. It is instructive to reflect on the generalization of Fig. 11 as it is 
represented in Fig. 12 and 13. 



 

 

Fig. 12 Examples of the fatigue response of several steels, including their monotonic and cyclic strain-stress curves and 
their -N response. Source: Ref 36 



 

 

Fig. 13 Fatigue behavior of several aluminum alloys. Aluminum alloys are readily characterized using the strain-
controlled methods. The general lack of a fatigue limit in these materials is well represented by the -N method. Source: 
Ref 37 

The "low-cycle fatigue" characterization of nickel-base superalloys is an area of considerable interest for various high-
temperature applications. Several alloys are shown in Fig. 14, which represents the responses at 850 °C. This plot utilizes 
total strain range, no R or A value or failure criterion was specified. At elevated temperatures, wave-form, frequency, 
holdtime, and other effects may be more evident, and occasionally material instabilities may contribute to the response. 
Creep-fatigue interactions can alter an assumed "simple" fatigue situation to a considerable degree. Plastics and 
composites also can be approached in this manner (Fig. 15). Orientation effects can dominate this response, and loading 
must be carefully considered. Two strain-life plots show varying responses in fiber-reinforced composites in Fig. 15. 

 

Fig. 14 Low-cycle fatigue curves for superalloys at 850 °C (1560 °F). Superalloys used under high-load, high-
temperature situations are frequently characterized in the safe-life, finite-life regime. This comparison at 850 °C (1560 °F) 
shows that different alloys can be "better" depending on the specific life desired for the coupon. Source: Ref 38 



 

 

Fig. 15 Fatigue strain-life data. (a) For unidirectional carbon-fiber composites with the same high-strain in different 
epoxy matrices. (b) Torsional shear strain-cycle diagram for various 0° fiber-reinforced composites. Source: Ref 39 

A distinct advantage of the strain-life method is its ability to deal with variable-amplitude loading through improved 
cumulative "damage" assessment. Cyclic plasticity responses are accounted for, and load sequence effects are reflected in 
the analysis and results, one area where the concepts of reversals and the development of closed loops remains important. 
In addition, advanced methods have been developed to address elevated-temperature situations where creep and fatigue 
are active simultaneously. 

Multiaxial loads as well as in- and out-of-phase loading remain a problem and have not yet been addressed successfully in 
a general sense. Each situation should be reviewed carefully for possible interactions, and situation-specific testing may 
be required. More detailed coverage is provided in the article "Multiaxial Fatigue Strength" in this Volume. 

Application of the strain-life method in its simplest form is to compare the total strain amplitude (∆ε/2) at a detail of the 
part to a -N curve having the necessary mean strain (stress) effects included. The assumption here is that the detail on 
the part, perhaps in a high-constraint area, will respond identically to a specimen that is inherently a smooth bar in plane 



 

stress, albeit at the same strain level. The life, of course, corresponds to the intercept of the strain level and the -N curve. 
In many instances, no actual visual comparison is done; instead, the determination is readily done through calculation 
using the mathematical model of the ε-N curve. The result is typically a safe-life, finite-life estimate, consistent with the 
reliability and failure criterion of the model. 
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Damage Tolerant Criterion (da/dN vs. ∆K) 

The S-N and ε-N techniques are usually appropriate for situations where a component or structure can be considered a 
continuum (i.e., those meeting the `no cracks' assumption). In the event of a crack-like discontinuity, however, they offer 
no support. The mandate is either to "attempt to remove the crack" or "remove the parts." The fact that components with 
"cracks" may continue to bear load is generally unaddressable using either S-N or ε-N methods (except through residual 
life testing). 

So what has made these two techniques no longer usable? One point is the inability of the controlling quantities to make 
sense of the presence of a crack. A brief review of basic elasticity calculations shows that both stress and strain become 
astronomical at a discontinuity such as a crack, far exceeding any recognized property levels that might offer some sort of 
limitation. Even invoking plasticity still leaves inordinately large numbers or, conversely, extremely low tolerable loads. 
An alternative concept and controlling quantity must be used. 

That quantity is stress intensity, a characterization and quantification of the stress field at the crack tip. It is fundamental 
to linear elastic fracture mechanics. It recognizes the singularity of stress at the tip and provides a tractable controlling 
quantity and measurable material property. (Note: The stress intensity as used here is not the same as the stress intensity 
identified with the ASME Boiler and Pressure vessel calculations, which use this term to define the difference between 
the maximum and minimum principal stresses.) 

The development of fracture mechanics has roots in the early 1920s and has developed considerably since the late 1940s 
and early 1950s. Examples of applicable texts are Ref 40 and 41. 



 

A very basic expression for the stress intensity is its determination for a semi-infinite center-cracked panel having a 
through-thickness crack of length 2a in a uniform stress field that is operating normal to the opening faces of the crack. 
The resulting stress intensity is as follows (Ref 42):  

KI = · ( )0.5  (EQ 3) 

where is the far field stress responsible for opening mode loading (mode I) and a is the crack depth in from the edge of 
the plate. This formula allows an immediate appreciation of the combined influence of stress and crack length common to 
all stress intensity determinations. Specifically, stress intensity depends directly, but not singularly, on stress, and 
secondly it depends on crack length. 

In a more general format, stress intensities might be expressed as:  

KI = · Y · ( A)0.5  (EQ 4) 

where Y is a geometric factor allowing the representation of other geometries. For example, the correction for finite width 
(W) of Eq 3 is (Ref 43):  

KI = · {SEC[ (A/W)]}0.5 · ( A)0.5  (EQ 5) 

In addition, many geometries (geo), including test specimens, do not readily lend themselves to stress determinations, but 
the applied loads (forces) are known, so the stress intensity would take the form:  

KI = P · (GEO) · F(A/W)  (EQ 6) 

From a philosophical standpoint, a stress can never be applied, but a load can. Stress is always a resultant and determined 
quantity; it is not measurable. It is a mathematical device that has some very useful characteristics and provides a wealth 
of interpretations and insights, especially in reflecting an areal rationalized force (load) path through the structure. 
Structures and materials, however, only experience loads (mechanical, thermal, chemical, etc.) and respond with strains 
and displacements. 

In some cases, however, where complexity precludes a simple "stress" approach, analytical techniques do allow the 
calculation of stress intensity factors under the imposed loads. 

The connection of stress intensity, KI, as a controlling quantity for fracture is a direct consequence of a physical model for 
linear elastic fracture under plane-strain conditions. Its limit is KIc, the critical plane-strain fracture toughness. The use of 
the stress intensity range, ∆KI, as a controlling quantity for crack extension under cyclic loading is simply by correlation. 
The ability of the stress intensity to reflect crack-tip conditions remains mathematically correct, but the correlation of ∆KI 
to crack growth is a successful application by repeated demonstration. By altering Eq 3 using ∆σinstead of σ, ∆KI results:  

KI = · ( A)0.5  (EQ 7) 

The stress intensity range to a certain extent simply reflects an extension of the stress-based practices. However, the 
testing to support fracture mechanics-based fatigue data is done differently than in the S-N or -N methods because of the 
necessity to monitor crack growth. Crack growth testing is performed on samples with established KI versus a 
characteristics. Under the controlled load specified using two dynamic variables, the crack length is measured at 
successive intervals to determine the extension over the last increment of cycles. Crack length measurement can be done 
visually or by mechanical or electronic interrogation of the sample using established techniques that allow for automation 
of the process. 

The immediate results from the testing then are not da/dN, but a versus N. Subsequent manipulation of the a-N data set 
using numerical differentiation provides da/dN versus a. Coupling this latter data with a stress intensity expression (KI as 
a function of load and crack length) for the specific sample results in the final desired plot of da/dN versus ∆KI. This 
process is shown schematically in Fig. 16. Details of this procedure can be found in Ref 45. The da/dN versus ∆KI curve 



 

has a sigmoidal shape, and a full data set covers crack growth rates that range from threshold to separation. It is important 
to note that this data represents only "long crack" behavior; that is, the cracks are substantially greater in size than any 
controlling microstructural unit (e.g., grain size) and typically exceed several millimeters in length. A second important 
assumption is that of a plane-strain stress state; therefore, a plane-stress descriptor is not required. 

 

Fig. 16 Schematic representation of the specimen, data, and modeling process for generating fatigue crack growth rate 
(da/dN - ∆K) data. (a) Specimen and loading. (b) Measured data. (c) Rate data. Source: Ref 44 

A real test of modeled da/dN vs. ∆KI expressions is whether, under reintegration, the original a-N data will be reproduced. 
This type of review should be consistently employed to assess the integrity of the modeling process. 

The generation of da/dN versus ∆KI data is obviously considerably more involved than either S-N or ε-N testing. It does 
have the advantage, however, of producing multiple data points from a given test. 

Figure 17 reflects interesting features at each extreme of the da/dN vs. ∆KI curve. First, at the upper limit of ∆KI, it 
reaches the point of instability and the crack growth rates become extremely large as fracture is approached. The second 
point of interest is the lower end of the ∆KI range where crack growth rates essentially decrease to zero; this is identified 
as the fatigue crack growth threshold, ∆KI, th. 



 

 

Fig. 17 Entire da/dN vs. ∆K plot for A533 steel showing asymptotic behavior at either end of the curve and a relatively 
linear portion in the center. Yield strength 470 MPa (70 ksi). Test conditions: R = 0.10; ambient room air, 24 °C (75 °F). 
Source: Ref 46 

The existence of threshold behavior at low ∆KI values is analogous, in some senses, to the fatigue limit of some ferrous 
materials in S-N response. If, with the appropriate R ratio, the stress intensity range is below the threshold value, <∆KI,th, 
cracks will not extend under the applied load(s). Thus, an assessment of nonpropagating crack(s) can be made under the 
appropriate circumstances. 

A reflection on failure criterion is appropriate here. Much as KI is a quantity for assessing the point of initiation of 
propagation of unstable fracture, ∆KI,th functions as the limit for the initiation of crack propagation (for "long" cracks) 
under cyclic loading. Above ∆KI,th and below instability, the criterion for subcritical extension is satisfied and the rate is 
as determined by the curve. 

Modeling of the central portion of the da/dN versus ∆KI curve is frequently done using the Paris equation:  

DA/DN = C (∆KI)N  (EQ 8) 

This is a very simple exponential relation that can readily be curve fit to the desired portion of the data (see Fig. 18, where 
one of the data sets is modeled as indicated). 



 

 

Fig. 18 An example of the use of a Paris relation to model the linear portion of a crack growth rate curve. Effect of stress 
ratio on the fatigue crack propagation rate in a 140 ksi yield strength martensitic steel. Source: Ref 47 

Stress or load ratio (mean stress) effects exist in crack propagation data as well. The influence is that increasing R (R = 
Kmin/Kmax) decreases both the threshold value at the low end and the instability characteristic at the upper end of the da/dN 
versus ∆KI curve. Examples of this are provided in Fig. 19 and 20. 



 

 

Fig. 19 The influence of R value on the fatigue crack growth characteristics of a steel. Fatigue crack propagation 
properties of JIS SS41 steel. Source: Ref 48 

 

Fig. 20 R value effects on threshold and fracture instability behavior of 300M steel. Source: Ref 49 



 

Microstructural features must influence fatigue crack growth characteristics as well as all other properties. An example of 
this is provided in Fig. 21, which shows the compound influence of both gamma prime and grain sizes on fatigue crack 
propagation in Waspaloy. 

 

Fig. 21 Effect of grain size on fatigue crack growth of Waspaloy superalloy. Source: Ref 50 

Plastics also can be analyzed using this technique. Figure 22 shows a variety of materials that are displayed in the 
conventional form. Many polymeric materials exhibit substantial frequency effects, and this should be considered in the 
generation of data. 



 

 

Fig. 22 Fatigue crack propagation behavior of various polymers. Source: Ref 51 

In application, use of da/dN versus ∆KI is completely different than either the S-N or ε-N continuum method. Instead of 
providing an immediate life estimate in association with a given stress or strain combination and a test coupon's modeled 
failure criterion, a more complicated determination is required. Using the a versus ∆KI relation in the part, the applied 
loads are employed to assess crack extension over incremental changes in length, and they are continuously summed to 
reflect the total increase. In essence, this is the regeneration of the a-N curve for the specific part. Crack growth can be 
assessed until fracture (achieving a critical crack size) or some other intermediate point. 

It is common in several industries to use the above technique to determine intervals between directed inspections to 
ensure structural integrity. This ability to formulate inspection schedules that maximize the likelihood of detecting an 
extending discontinuity prior to it becoming critical is one of the principal advantages of the damage tolerant approach. 
Even using this technique, a crack, once discovered, cannot necessarily be left in place. Removal or structural 
modification may be the only acceptable alternative (e.g. airframes). In other instances, the predictive aspects of the 
technique can justify continued operation of equipment under full or derated conditions while waiting for programmed 
replacement parts or with a stated finite-life limit for the unit (supplemental inspections may be required). Probabilistic 
methods can be used to produce a quantified risk assessment for these situations. 

Extreme caution is advised regarding units, especially for da/dN expressions, where conversions among units can be very 
confusing because of the mathematical relationships involved. Multiaxiality in this instance is reflected in complex 
loading modes (e.g., combinations of modes I, II, and III). In a very general sense, the cracks tend to extend in directions 
that are normal to maximum principal stresses. 
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Alloy Design for Fatigue and Fracture 
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Introduction 

FRACTURE MECHANICS is a very powerful tool for predicting the loads and crack lengths at which fracture can occur. 
Broken down to its essential form, it allows an engineer to predict the onset of fracture if the following information is 
available:  

• Load/crack geometry (usually available from NDI)  
• A formula for the so-called stress-intensity parameter, K, for the load/crack geometry of interest (the result of 



 

sophisticated mathematical analysis but available in handbooks, such as Ref 1)  
• The numerical value of the fracture toughness (generally denoted KIc), which is determined experimentally 

through well-defined procedures (Ref 2)  
• For fatigue crack propagation, knowledge of the crack growth rate as a function of the stress-intensity parameter  

With this information and the use of fracture mechanic methods (as briefly described in the next section for monotonic 
and fatigue fracture), it is possible to compute the life without any consideration of those processes that determine the 
values of the fracture toughness or the crack growth rates. Such procedures as are outlined below are obviously of great 
value in carrying out engineering calculations for existing or contemplated components. However, in some instances the 
properties are insufficient to meet the engineering requirements. In such cases it is necessary to consider alternate 
materials or, in some instances, to develop alternate heat treatments and compositions that yield properties that allow the 
requirements to be met. Clearly in these instances it is important to have a clear understanding of the basic processes that 
affect toughness and fatigue so that effective changes can be made. 

Another reason for understanding basic processes is that conditions can change. For example, if an alloy is selected for 
intended service at 298 K with no impact loading and the temperatures change to 250 K and impact loading occurs, what 
will the effect of these changes be on the fracture properties of the material that has been selected? Is there perhaps 
another material that is more forgiving in terms of temperature and loading changes? These questions must be addressed 
if materials are to be put into service (or developed) with confidence. In this context, the goals of this article are:  

• To review the basic processes of fracture and fatigue  
• To show how these processes occur in materials of engineering interest, such as iron-, aluminum-, titanium-, and 

nickel-base alloys  
• To provide a reference of practical data for engineering alloys and to describe typical applications  
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Fracture Mechanic Methods 

Fracture Mechanics in Monotonic Loading. In many applications there may be a pre-existing flaw that results from 
processing or from fabrication. Typically such flaws can result from welding, riveting, machining, or, in some cases, 
inherent material defects that may be considered to be "flaw-like." It is important to know whether the part can operate at 
the intended stresses given a particular flaw size. Of course, it may be possible in some instances to derate the operating 
stress to a level that is safe given the flaw that exists. In either case, an analysis can be carried out to determine if the 
component can be safely used. As an example of the way in which fracture mechanics is used to predict the onset of 
fracture, consider the following example (Ref 3): 

Maximum Stress to Fracture. Suppose that the fracture toughness of a titanium alloy has been determined to be 44 

MPa and a penny-shaped crack of diameter 1.6 cm (0.016 m) has been located in a thick plate that is to be used in 
uniaxial tension. If we assume plane-strain conditions and a material yield stress of 900 MPa (130 ksi), then the maximum 
allowable stress without fracture is calculated as follows. 

Solution: The stress-intensity parameter formula for a penny-shaped crack is given by:  

  
(EQ 1) 

where a is the crack radius and σ is the applied stress. At fracture, the applied stress intensity is equal to the plane-strain 
fracture toughness: K = KIc. Rearranging Eq 1 and substituting appropriate values gives:  



 

= K/2[ /A]  = 44/2[ /0.008]  
F = 436 MPA  

(EQ 2) 

Thus, fracture will occur well below the yield stress of the material. This calculation shows that there is no guarantee that 
fracture will not occur simply because the nominal applied stresses are below the yield stress. 

Fracture Mechanics in Fatigue Loading. In the preceding example it is assumed that there is a pre-existing crack and 
that the only item of interest is the maximum load that can be applied without failure. While such a situation is certainly 
important, the more usual situation is that there is a pre-existing crack and cyclically applied loads are present whose 
magnitude is below that which would cause immediate fracture. In this case, the repeated application of a load (such that 
K < KIc) causes the crack to grow, slowly at first but more rapidly as the crack increases in length. The question now is 
how many cycles can be applied before the crack becomes so long that complete separation occurs? In order to determine 
the number of cycles, the crack growth rate as a function of the stress intensity parameter is required. This is usually 
available for materials of engineering interest in the form:  

  
(EQ 3) 

where N is the number of cycles and ∆K = Kmax - Kmin. In this equation, ∆K is known as the stress-intensity parameter 
range. The stress-intensity parameter range characterizes the cyclic stresses and strains ahead of the crack tip and 
uniquely characterizes the crack growth rate through a relationship such as Eq 3. Perhaps one of the simplest, yet most 
widely used forms of Eq 3 is the Paris equation, which is used to describe crack growth behavior over a fairly broad range 
of ∆K. Equation 3 then takes on the specific form:  

  
(EQ 4) 

where C and n are material parameters that depend on temperature, frequency, and load ratio. 

The cyclic life is computed by integration of the crack growth rate equation or by numerical integration of crack growth 
rate data. This is illustrated in a straightforward way by integration of the Paris equation, as shown below. 

Estimation of Fatigue Life Using Paris Equation. The crack growth rate of 7075-T6 Al is given by:  

  

where ∆K is given in units of ksi  and da/dN is given in units of in./cycle. Assume that a part contains a center crack 

that is 0.20 in. long. The stresses vary from 0 to 30 ksi and the fracture toughness is 25 ksi  The life of the part is 
computed as follows. 

Solution: For this geometry, the stress-intensity parameter is given by:  

K =  
∆K = ∆   

Using the information given in the problem statement and the above expression, the crack growth rate is given by:  

  



 

This equation can be integrated from the initial condition of N = 0 and a = a0 = 0.10 in. to the final condition of N = Nf 
and a = af. The final crack length af is the crack length at which fracture occurs, and it corresponds to the condition Kmax = 
KIc. Here Kmax corresponds to the value of K at the maximum stress. Integrating and rearranging terms gives the following 
expression:  

  

Integration of the right-hand side of the equation gives:  

  

The only remaining problem is to compute the crack length at failure. As mentioned above, af depends on the fracture 
toughness. For the geometry being considered, this is given by:  

  

Substituting into the expression for life, we have:  

  

The part is thus expected to last slightly over 1300 cycles. 
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Monotonic Fracture 

As pointed out in the preceding section, fracture below the yield stress can occur if there are sufficiently large pre-existing 
flaws. There are different mechanisms by which such fracture can occur, and these mechanisms depend, to some extent, 
on the material being considered. In this section, a brief overview of the mechanisms and some related models are given 
for appropriate classes of materials. More detailed information on fracture mechanisms is given in the article 
"Micromechanisms of Monotonic and Cyclic Crack Growth" in this Volume. 

In general, fracture toughness can be viewed as a property that depends on both strength and ductility, modified by the 
complex stress states that occur within the plastic zone and that trigger certain failure processes. Fracture properties are 
improved by fine grain sizes, low volume fractions of inclusions that are widely spaced, and special microstructural 
features (e.g., transformation-induced plasticity in steels, TRIP), and the mechanisms for crack deflection that exist in Al-
Li alloys and certain morphologies of titanium alloys. These microstructural factors are briefly reviewed in this section as 
well. 

While for a given system the toughness usually decreases with increasing strength, there are wide variations, and it is 
frequently possible to manipulate the microstructure and/or chemistry in order to increase the toughness while at the same 
time maintaining acceptable strength levels. Reducing the grain size of most alloys results in both an increase in 
toughness and an increase in strength. Thus, grain size control has been a popular mechanism for obtaining desirable 
combinations of mechanical properties. 



 

Processing Effects on Toughness. Most alloys used in engineering applications must be processed in some way 
before they can be used. Processing frequently involves mechanical working at intermediate and high temperatures. Hot 
working can produce highly directional grain structures (e.g., in aluminum alloys) and a significant degree of texturing 
(e.g., in titanium alloys). The fracture toughness is affected by both of these types of directionality, and it is customary to 
see fracture toughness values tabulated in terms of the orientation relative to the principal direction of working. Generally, 
the fracture toughness will be high for orientations in which the grains are elongated normal to the crack plane (e.g., L-S, 
L-T) and proportionally lower for crack planes parallel to the elongated grain direction (e.g., S-T, S-L). 

Of course, other processing steps also have a large effect on the fracture toughness. For example, if a material is produced 
by a powder metallurgy technique, there is the possibility of prior-particle boundary (PPB) contamination with gaseous 
species such as oxygen. The absorbed gases can weaken the interfaces of the compacted and sintered material through an 
effect on the interatomic bonding or through formation of gas bubbles in the material. 

Basically, all processing will have an effect on the microstructure, chemistry, or dislocation substructure, which will in 
turn affect the fracture toughness. 

Fabrication Effects on Toughness. Once processed and heat treated, materials must somehow be fabricated to produce 
a final component. Fabrication frequently involves material removal steps and joining steps, both of which affect the 
performance of the manufactured component. For example, both machining and welding may be involved. 

Machining usually is not a source of reduced fracture toughness (although, as we will see below, it can have a significant 
effect on fatigue behavior). However, under some circumstances inappropriate machining may damage the surface of a 
semibrittle material sufficiently that fracture occurs below the net section yield. Materials that are used in applications 
where wear resistance is of primary concern are susceptible to such a situation, because they are generally very hard in 
order to improve the wear properties. 

Welding often gives rise to fracture problems. In steels, there is always the possibility of developing an untempered 
martensitic structure or a severe stress pattern that causes microcracks. For example, in welding of ground vehicle frames, 
weld cracks may occur. The propensity toward crack formation is increased if alloy steels are welded or if thick sections 
are used. Not only can welding cause microcracking, but it also has the effect of radically altering the microstructure in 
ways that usually result in lower fracture toughnesses. This can be a result of segregation within the weld solidification 
structure or the development of coarse grains, to name but two such effects. It is interesting, however, to note that in α/β 
titanium alloys, welding of fairly thick sections results in rapid cooling and the formation of a transformed microstructure 
that, as we have seen, is actually beneficial for the fracture toughness. Weighed against this beneficial structure is the fact 
that interstitials can be absorbed during the weld process; the benefits of a desirable structure may be negated by an 
increased interstitial content. 

However desirable a microstructure may be, processing and fabrication methods affect the fracture toughness and may 
degrade toughness properties. We will see in the following sections that these considerations are even more important for 
fatigue properties. 

 
Fracture Mechanisms and Models 

It is important to define the term fracture toughness and how fracture toughness relates, in a general way, to mechanical 
and microstructural parameters. Toughness may be thought of as the amount of energy that is absorbed when the crack 
advances one unit of area. In other words, it is the energy absorbed per unit area of crack advance. As such, it has the 
same units as the results of a Charpy test (i.e., force × length/length2). In fracture mechanics, this value is denoted by the 
symbol GIc. This definition of toughness is particularly attractive to materials developers because it focuses on the crack-
tip processes. However, it has become customary to report toughness in terms of the critical value of the stress-intensity 
parameter at which fracture occurs. As seen above, this is denoted by the symbol KIc and is called the plane-strain fracture 
toughness. There is a simple, well-known relationship between these two parameters:  

GIC = KIC
2/E  (EQ 5) 

where E is Young's modulus. This means that it is a simple matter to go from an energy representation (i.e., G) to a stress-
intensity representation (i.e., K). In general, the fracture toughness can be computed by calculating all of the energy 



 

absorbed in bringing the crack-tip elements to the point of fracture and dividing by the amount of crack extension 
associated with this critical event. While simple in concept, there are significant problems in implementing such 
computations, including knowledge of the stress/strain fields ahead of the crack tip in the plastic zone and, of course, the 
criterion for crack extension. A simple guide for relating the fracture toughness to the mechanical properties based on 
these concepts is (Ref 4):  

KIC = N (E YSEF)   (EQ 6) 

where n is the strain hardening exponent, σys is the yield strength, and ef is the fracture strain. 

Equation 6 and variants thereof provide some guidance for understanding the effects of microstructure on the fracture 
toughness of many engineering materials. 

Cleavage is a mechanism whereby in the ideal case, crack extension occurs by breaking of bonds across an atomic plane. 
In principle, little energy is absorbed in this case and materials tend to behave in a brittle manner. Of course, one must add 
the caveat that the toughness or brittleness of a material is determined by the total energy that is absorbed, not by the 
mechanism. We shall see a case in which cleavage is the final failure mechanism but the material is overall very tough. 
Cleavage occurs frequently in steels and in titanium alloys and is discussed below in more detail. Cleavage cracking is 
illustrated schematically in Fig. 1. Factors that affect the fracture toughness of materials that fracture by cleavage are the 
size, strength, and distribution of the cleavage nuclei (i.e., carbide particles in steels) and the cleavage facet size and 
orientation. 

 

Fig. 1 Cleavage crack formation. Bands are broken across the idealized crack plane. 

Microvoid Coalescence. In many materials, particles (which may be intentional or unintentional) are found within a 
ductile matrix. These particles act as initiators of fracture. This initiation can be the result of interface decohesion, fracture 
of the particle, or a combination. In steels, such fracture occurs above the ductile/brittle transition temperature (DBTT) 
and may involve both inclusions and small, dispersed carbides. In aluminum alloys, this is the predominant fracture mode 
at all temperatures and is frequently initiated by large constituent particles, followed by void formation and growth 
around other particles. A schematic model for microvoid coalescence is shown in Fig. 2. In materials that fail by 
microvoid coalescence, important factors affecting the fracture toughness are the mechanical properties of the particles, 
the properties of the particle/matrix interface, the size and distribution of the particles, and the plastic properties of the 
matrix. 

 



 

Fig. 2 Schematic of microvoid coherence 

Boundary Decohesion. In many materials, failure along grain boundaries (or prior-grain boundaries) is an important 
mode of fracture. This fracture mode will occur when the boundary is the "weak link" in the microstructure, which occurs 
under the following conditions:  

• The grain interiors do not deform, but the cleavage strength is higher than the boundary strength (typical of some 
ceramics).  

• The boundary has been weakened by segregation of a damaging species (typical of phosphorus segregation to 
boundaries in steel).  

• The boundary is strong, but brittle particles have nucleated on the boundaries and provide both crack initiators 
and an easy fracture path (typical of the formation of MnS on prior-austenite boundaries in steel).  

• The boundary is strong but is attacked by an external species in the application environment. This situation is 
similar to the second condition in this list, but it is time dependent because the damaging species must diffuse into 
the material ahead of the crack tip (typical of stress-corrosion cracking).  

Grain boundary cracking is illustrated in Fig. 3. Clearly it can be influenced by chemistry as well as by heat treatments 
that control the distribution of boundary particles. For example, a continuous brittle boundary film could be disastrous, 
whereas a heat treatment that produces discrete boundary particles would increase the toughness. 

 

Fig. 3 Schematic of grain boundary cracking 

Phase Changes during Deformation. In some materials (e.g., steels, ceramics, titanium alloys) it is possible to have a 
phase change ahead of the crack tip during loading such that additional energy is absorbed and the material is effectively 
toughened. The classical example of this is in TRIP steels. Here a metastable austenite transforms to martensite as the 
crack propagates. Even though the martensite is significantly more brittle than the austenite that it replaces, it transforms 
along planes of maximum shear, and the invariant shear associated with the transformation represents an additional 
deformation mode that absorbs energy. In many cases the TRIP process results in materials that are significantly tougher 
than those with similar properties but do not transform during crack extension. These ideas have been described 
quantitatively and verified experimentally (Ref 5). They have also been successfully applied to materials in which there 
are multiple toughening mechanisms (Ref 6). The process is illustrated in Fig. 4. Factors that influence toughness with 
such a mechanism are the invariant shear as well as the mechanical properties of the initial and final phases. In ceramics 
(Ref 3) (and to a lesser extent in metals) there is also a significant volume change (e.g., in zirconia) when the 
transformation occurs and compressive stress fields are generated ahead of the crack tip, which reduces the driving force 
for crack extension. This is shown schematically in Fig. 5. 



 

 

Fig. 4 (a) Martensite formation in the center of a specimen of steel l that was reduced 45% at 460 °C and fractured at 
room temperature. The crack has extended approximately 60 mils beyond the fatigue crack. (b) Schematic of the above 
process 

 

Fig. 5 Toughening mechanism for ceramics: residual compression at the crack tip. Selected regions of a microstructure 
are induced to expand in the vicinity of the crack tip such that a local state of compression counteracts the externally 
applied tensile stress. 
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Fracture in Steels 

Because steels are used in many microstructural conditions, this section is limited to a few examples. The subject is 
treated in more detail later in this Volume. This section provides an overview of some of the major microstructural 
considerations in carbon and alloy steels that affect the fracture toughness, such as the ferrite grain size for low-
temperature fracture, the prior-austenite grain size, the size, spacing, and character of inclusions, and phase 
transformations, if any. 

For fracture of a mild steel at low temperatures, it is reasonable to assume that fracture will occur when the conditions at 
the crack tip are such that the plastic constraint factor (pcf) elevates the yield stress to a level equivalent to the fracture 
stress. This simple idea may be expressed by the condition:  

PCF· YS = F  (EQ 7) 

It is well known that both the yield stress and the fracture stress increase with decreasing grain size. It is also known that 
the pcf increases with KIc and decreases with ys. This can be understood by considering the case in which the fracture 
toughness is low and the yield strength is high. In this case the low fracture toughness doesn't allow crack tip stresses to 
build up to sufficiently high values to exert significant constraint. 

These ideas have been combined (Ref 7) to yield an equation of the form:  

KIC = A + BD   (EQ 8) 

The values of A and B would be expected to correspond to the particular steel being considered and whether the 
correlation is being made with the ferrite grain size or the austenite grain size. Graphs showing the effects of the austenite 
grain size are shown in Fig. 6 (Ref 8), where it can be seen that for a wide range of temperatures the form of Eq 8 is 
followed. 

 

Fig. 6 Relationship of fracture toughness to inverse square root of grain size. Dependence of fracture toughness on prior-
austenite grain size at four temperatures. Source: Ref 8 



 

Steels frequently contain inclusions, and these inclusions, in conjunction with other precipitates that might be present, 
have a major influence on the fracture toughness of steels. For example, MnS is frequently present, and for a given size of 
inclusion, it is known that the toughness increases with decreasing volume fraction of MnS. This is equivalent to saying 
that the toughness increases with increasing spacing of the inclusions for a given inclusion size. Physically, this is quite 
understandable, because as the crack is loaded, the crack-tip opening displacement (Eq 6) will not be able to reach its 
maximum value, due to cracking/decohesion of the inclusion, and link up with the crack tip. In fact KIc would be expected 
to vary directly with the square root of the inclusion spacing. It would also be expected that at a given inclusion spacing, 
the fracture toughness would increase with increasing strength of the inclusion/matrix interface above the yield strength. 
This variation is shown for a 0.45C-Ni-Cr-Mo-V steel (similar to 4340) in Fig. 7 for a wide range of conditions (Ref 9). 
The correlation follows an equation of the form:  

KIC = A + ( * - YS) ·   (EQ 9) 

where A is a material-dependent constant, σ* is a fitting constant related to the strength of the inclusion/matrix interface, 
and λ is the spacing of the inclusions. 

 

Fig. 7 KIc for a martensitic 0.45C-Ni-Cr-Mo-V steel as a function of inclusion spacing and yield strength. Source: Ref 9 

In Eq 9 it should be noted that the relationship is strictly valid only for inclusions of a particular size. If the volume 
fraction is held constant and the size of the inclusions is increased, it is easier to nucleate voids at the inclusion/matrix 
interface and the toughness will be lowered at a given spacing. This is accounted for in the term σ*, which decreases with 
increasing size. It is clear from this equation and the data of Fig. 7 that it is very important to control the inclusion 
character (size and volume fraction) in order to increase the fracture toughness. It should also be noted that there should 
be a "cutoff" to the behavior seen in Fig. 7, because if all inclusions were removed, the fracture toughness would reach 
some limiting value that is characteristic of the material being considered. 

Other inclusions also play a role. For example, in quenched-and-tempered steels the incoherent carbide particles are rather 
large, and Low (Ref 10) has suggested that the toughness of these steels is limited by the formation of a "void sheet" 
between the inclusion voids associated with decohesion between the carbides and the matrix. Void sheet nucleation is 
shown in Fig. 8 (Ref 11). Nucleation of this void sheet will have the effect of limiting the fracture toughness, because the 



 

energy absorption process associated with growth of the larger voids to the point of impingement will be interrupted and 
early linkup will occur. When such mechanisms operate it is usual to see both large and small voids on the fracture 
surface, such as is seen in Fig. 9 for a 250-grade maraging steel (Ref 12). The nucleation of the void sheet is easier the 
larger the particles. This mechanism explains the relatively high fracture toughness of maraging steels, which contain 
extremely fine strengthening precipitates compared to the carbides in common quenched-and-tempered steels. 

 

Fig. 8 Effect of particles on fracture toughness. Source: Ref 11 

 

Fig. 9 An SEM view of the surface of the tensile-test fracture in 18% Ni, grade 300 maraging steel, showing a portion of 
the central zone of the fracture, close to the origin. The surface here is composed of equiaxed dimples of two sizes. The 
large dimples probably formed at Ti(C,N) particles; all the dimples were caused by particles of some sort. Source: Ref 12 

As mentioned above, high toughness levels can be attained when austenite transforms to martensite at the crack tip. When 
this occurs a significant amount of energy may be absorbed. The energy absorption ahead of the crack tip is given by (Ref 
5):  

∆U  = ( M· IS/ ) · VPZ · VFM  (EQ 10) 

where σM is the stress at which martensite forms, εIS is the invariant shear associated with martensite formation, Vpz is the 
volume of plastic zone (Ref 13), and VfM is the volume fraction of martensite in the plastic zone. Equation 10 has been 
used to obtain an expression for the fracture toughness. Without going into the details, the energy absorption is increased 
for a large plastic zone that contains a large amount of martensite. It is also increased for relatively high stress levels of 



 

martensite formation and large shear strains associated with the transformation. Figure 10 illustrates the incremental 
toughness due to martensite formation (Ref 5). 

 

Fig. 10 Toughness vs. temperature for alloys deformed 75% at 460 °C. Source: Ref 5 
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Aluminum Alloy Fracture Toughness 

Aluminum alloys are widely used in the aerospace industry for airframes and in other applications that require a good 
combination of strength and light weight. They generally consist of a face-centered cubic (fcc) solid solution matrix with 
various complex precipitate particles. While the physical metallurgy of these alloys is not reviewed here, it is important to 
note that they generally contain very small, coherent precipitates that are responsible in large measure for the observed 



 

strength of these alloys. In addition, other particles are present that usually have a negative effect on the fracture 
toughness. Some of these particles are rather large and are referred to as "constituent" particles. There are also 
intermediate-sized particles that cannot be resolutioned on heat treating. Because of the microstructure, a duplex 
distribution of dimples is usually seen on the fracture surface, and the normal fracture mode is by the formation and 
coalescence of microvoids, with "void sheet" formation being an important aspect of fracture in these alloys. This fracture 
mode is very similar to that discussed above for steels, and many of the conclusions drawn apply also to aluminum alloys. 

The fracture toughness of the traditional aluminum alloys shows, as do most materials, a general decrease in toughness 
with increases in yield strength (Fig. 11) (Ref 14). As the strength increases, the strain-hardening exponent generally 
decreases and void sheet nucleation occurs more easily, thus limiting the crack-tip opening displacement. These effects 
then account for the decreased fracture toughness. 

 

Fig. 11 KIc measurements on specimens from plate 25 to 38 mm (1.0 to 1.5 in.) thick. Source: Ref 14 

While the strength generally causes a decrease in the toughness, the effects of the large constituent particles should not be 
overlooked. At any given strength level the toughness of the 2xxx and 7xxx alloys, for example, can be increased through 
careful control of the insoluble constituent particles that contain iron and/or silicon, such as Al7Cu2Fe, Mg2Si, and 
(Fe,Mn)Al2. These particles are quite large (i.e., in excess of 1 μm) and nucleate voids. The toughness can be controlled 
through control of those elements that effectively increase the spacing of such particles. This results in an increase in the 
toughness, similar to what was observed for steels (Fig. 8). The efficacy of Fe + Si control is illustrated in Fig. 12 for a 
series of aluminum alloys of differing orientation (Ref 15). Reducing the Fe + Si content improves the toughness of both 
the 2xxx and 7xxx alloys. 



 

 

Fig. 12 Fracture toughness comparisons of aluminum alloys 2024, 2124, 7075 and 7475. Source: Ref 15 

Another class of alloys is Al-Li alloys, which contain lithium to form coherent Al3Li precipitates. These precipitates are 
based on the L12 structure (i.e., ordered "fcc" with lithium atoms at the cube edges and aluminum atoms at the face 
centers) and are fully coherent with the matrix. In this regard they are similar to the γ' precipitates found in nickel-base 
superalloys. These alloys are strong and light and have a significantly higher modulus than the conventional alloys used in 
the aerospace industry. 

The principal problem with Al-Li alloys is that a significant degree of segregation attends their fabrication, and during 
mechanical processing (e.g., rolling) the interdendritically segregated regions are rolled out into sheets such that the 
transverse properties are very low. The corresponding fracture toughness is shown in Fig. 13. Note that for both alloys the 
fracture toughness depends on the orientation to some extent. In Fig. 13 the first letter refers to the load direction and the 
second to the expected direction of crack propagation. Thus in both the S-L and S-T orientations, the crack propagates on 
a plane parallel to that formed by the strong segregation and would be expected to be relatively low. Indeed, other data for 
which fracture toughness is available shows that the fracture toughness of 8090 in the L-T direction is approximately 

double that of the S-L and S-T orientations (Ref 16). Based on that result, fracture toughness in excess of 30 MPa  
would be expected and indeed have been measured. The reason for the increased toughness in that orientation for 8090 
(and indeed for most other wrought aluminum alloys) is that the precipitate sheets (and associated precipitate free zones 
PFZ's) promote debonding ahead of the crack tip. This debonding tends to both relax the constraint and blunt the crack, 
giving rise to an apparent fracture toughness increase. Such boundaries have been studied in maraging steel composites 
(Ref 17), where phenomenal increases in fracture toughness have been observed. The low short transverse properties of 
the Al-Li alloys are a significant barrier to wide application of these materials, despite their promise. 



 

 

Fig. 13 Graph of fracture toughness test results for 8090-T852 and 7050-T7452 material in the S-L and S-T orientations 
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Titanium Alloy Fracture Toughness 

Titanium is light and strong, with a relatively high melting point and good resistance to both oxidation and attack by 
chlorides. As a result, it is an attractive alloy for use in aerospace applications such as fan disks. The most widely used 
alloy is Ti-6Al-4V, which is discussed elsewhere in this Volume. 

There are three major groups of titanium, depending on the amount of α(hexagonal close-packed phase) and β(body-
centered cubic phase) constituents in the microstructure:  

• α alloys such as Ti-6Al-2Sn-4Zr-2Mo  
• α+ βalloys such as Ti-6Al-4V  
• βalloys such as Ti-10V-2Fe-3Al  

The α alloys and the α+ β alloys have similar structure-property relations, as described below, while β alloys are more 
distinct and are discussed separately. No single β alloy has the same broad applicability as Ti-6Al-4V, although the near-β 
alloy Ti-10V-2Fe-3Al is an important alloy for aerospace structures. In general, retained β alloys are used for workability, 
corrosion resistance, and the ability to heat treat larger section sizes in which β has been retained. Beta alloys also tend to 
have higher density and lower elastic modulus values than α alloys. 

Alpha and Alpha-Beta Alloys 



 

Fracture toughness can be varied within a nominal titanium alloy by as much as a multiple of two or three by 
manipulating alloy chemistry, microstructure, and texture. Some tradeoffs of other desired properties may be necessary to 
achieve high fracture toughness. There are significant differences among titanium alloys, but there is also appreciable 
overlap in their properties. Table 1 gives examples of typical plane-strain fracture toughness ranges for α-β titanium 
alloys. From these data it is apparent that the basic alloy chemistry affects the relationship between strength and 
toughness. From Table 1 it is also evident that transformed microstructures may greatly enhance toughness while only 
slightly reducing strength. 

TABLE 1 TYPICAL FRACTURE TOUGHNESS OF HIGH-STRENGTH TITANIUM ALLOYS 

YIELD STRENGTH  FRACTURE TOUGHNESS 
(KIC)  

ALLOY  ALPHA 
MORPHOLOGY  

MPA  KSI  MPA   KSI   
EQUIAXED  910  130  44-66  40-60  TI-6AL-4V  
TRANSFORMED  875  125  88-110  80-100  
EQUIAXED  1085  155  33-55  30-50  TI-6AL-6V-2SN  
TRANSFORMED  980  140  55-77  50-70  
EQUIAXED  1155  165  22-23  20-30  TI-6AL-2SN-4ZR-6MO  
TRANSFORMED  1120  160  33-55  30-50  

Source: Ref 24 

Within the permissible range of chemistry for a specific titanium alloy and grade, oxygen is the most important variable 
insofar as its effect on toughness is concerned. This is readily shown by the data of Ferguson and Berryman (Ref 18), who 
reported strength and KIc values for specimens of α-β processed and recrystallization annealed Ti-6Al-4V. Regression 

analysis of their data shows that for each 0.01% increase in oxygen, toughness is reduced by about 3.7 MPa  (3.4 

ksi ). Whether this is a direct effect or an indirect effect, in the sense that oxygen increases strength and the strength 
increase reduces KIc, remains to be determined. Multiple regression analysis of the Ferguson and Berryman data, where 
both oxygen content and tensile strength are assumed to be independent variables, shows that tensile strength is the 
dominant variable (the residual effect of oxygen does not reach statistical significance). This implies that, if oxygen 
affects KIc, it does so through its strengthening effect. The solid solution strengthening effect of oxygen is further 
complicated by the fact that oxygen tends to promote the formation of Ti3Al. 

As might be expected, hydrogen also has an effect on toughness. The work of Meyn (Ref 19) shows that very low 
hydrogen contents (less than about 40 ppm) enhance toughness. This effect is particularly dramatic with hydrogen 
contents below 10 ppm. Table 2 illustrates the essential results for Ti-6Al-4V at two different oxygen levels. 

Table 2 Effect of hydrogen content on room-temperature KIc in alloy Ti-6Al-4V after furnace cooling from 927 °C 
(1700 °F) 

KIC AT ROOM TEMPERATURE(A) HYDROGEN 
CONTENT, PPM MPA  KSI  
AT 0.16 WT% OXYGEN 
8 145 132 
36 118 107 
53 104 95 
122 100 91 
AT 0.05 WT% OXYGEN 
9 133 121 
36 125 114 
50 96 87 



 

125 101 92  
(a) Specimens were tested in accord with ASTM E 399 but were loaded rapidly (total testing time = 10 s).  

 

Effects of Microstructure. Improvements in KIc can be obtained by providing either of two basic types of 
microstructures: (a) transformed structures, or structures transformed as much as possible, because such structures 
provide tortuous crack paths; and (b) equiaxed structures composed mainly of regrowth α that have both low dislocation 
densities and low concentrations of aluminum and oxygen (the so-called "recrystallization annealed" structures). It is not 
yet known (in 1995) whether or not combinations of these two types of structures would further enhance KIc values. 

Transformed structures appear to be tough primarily because fractures in such structures must proceed along tortuous, 
many-faceted crack paths. According to the work of Hall and Hammond (Ref 20), KIc is proportional to the fraction of 
transformed microstructure in alloy Ti-6Al-4V (see Table 3). These authors, however, propose that it is strain-induced 
transformation of the retained laths of β phase that leads to enhanced fracture toughness. Evidently, their idea is that this 
TRIP mechanism enhances "ductility" in front of each crack tip. However, in comparing β alloys deformed by either slip 
or TRIP mechanisms, Wardlaw et al. (Ref 21) could find no advantage in ductility for the TRIP alloys. Curtis and Spurr 
(Ref 22) suggested that it is primarily the α platelet size and efficient dispersion of the β phase that enhance toughness. In 
any event, most direct evidence indicates that crack tortuosity is an important variable affecting KIc. 

Table 3 Relationship between KIc and fraction of transformed structure in alloy Ti-6Al-4V 

HEAT TREATING 
TEMPERATURE(A)  

KIC  

°C  °F  

FRACTION OF 
TRANSFORMED 
STRUCTURE, %  MPA (B)  

KSI   
1050  1922  100  69.0(69.9)  64  
950  1742  70  61.5(60.4)  55  
850  1562  20  46.5(44.6)  40  
750  1382  10  39.5(41.5)  38   

(a) Heated for 1 h at indicated temperature and then air cooled. 
(b) Values in parentheses calculated from linear least-squares expression relating percent transformation to KIc  

Effects of Environment. Effects of temperature on toughness are usually less abrupt for titanium than for common low-
alloy steel. For example, Tobler (Ref 23) reported a gradual KIc transition temperature between -196 and -143 °C (-320 
and -215 °F) for recrystallization annealed Ti-6Al-4V extra-low interstitial (ELI). For temperatures at and above -143 °C 

(-215 °F), his KIc values were typically about 90 MPa  (82 ksi ). At -196 °C (-320 °F), his values were typically 

60 to 65 MPa  (55 to 60 ksi ). The loss is about 30%. The early conclusion by Christian and Hurlich (Ref 24) 
that Ti-6Al-4V ELI may be used to cryogenic temperatures thus has some justification. The same may not be true of 
standard-grade Ti-6Al-4V. 

Texture Effects. Titanium alloys, like most other practical engineering alloys, are very dependent on the texture. In the 
hot working operations that generally attend the fabrication of titanium alloys, all of the c directions from grain to grain 
tend to be parallel. Thus, different plastic responses will be elicited, depending on the direction of crack propagation. The 
effects of direction on toughness are illustrated for a Ti-6Al-2Sn-4Zr-6Mo plate in Table 4 (Ref 25). Similar trends are 
observed for Ti-6Al-4V alloys. 

TABLE 4 EFFECT OF TEST DIRECTION ON MECHANICAL PROPERTIES OF TEXTURED TI-6AL-2SN-4ZR-6MO PLATE 

TEST 
(

TENSILE YIELD ELONGATIO REDUCTIO ELASTIC KIC  KIC 



 

 MPA  MPA   %  GPA  N  
L  1027  952  11.5  18.0  107  75  68  L-T  
T  1358  1200  11.3  13.5  134  91  83  L-T  
S  938  924  6.5  26.0  104  49  45  S-T  

Source: Ref 25 

(a) High basal pole intensities reported in the transverse direction, 90° from normal, and also intensity nodes in positions 
45° from the longitudinal (rolling) direction and about 40° from the plate normal.  

Beta Alloys 

Beta titanium alloys, which include both near-β alloys and β-rich α-β alloys such as Ti-10V-2Fe-3Al, can be heat treated 
to a wide range of strength levels and can be tailored to strength-toughness combinations for specific applications. That is, 
moderate strength with high toughness or high strength with moderate toughness can be achieved. This is generally not 
possible for other types of titanium alloys because they cannot be heat treated over a very wide range. At moderate 
strength levels, say 965 MPa (140 ksi) and above, the fracture toughness of the β alloys can be processed to achieve 
higher values than for the other types (α and α-β alloys). 

To accomplish these higher toughnesses, however, the processing window is tighter than that normally used for the other 
alloy types. For the less highly β-stabilized alloys, such as Ti-10V-2Fe-3Al, Ti-17, and β-CEZ, the thermomechanical 
process is critical to the properties combinations achieved, because this has a strong influence on the final microstructure 
and the resultant tensile strength and fracture toughnesses that may be achieved. 

This is somewhat less important in the more highly β-stabilized alloys such as Ti-3Al-8V-6Cr-4Mo-4Zr (β-C) and Ti-
15V-3Cr-3Al-3Sn. In these the final microstructure, precipitated α, is so fine that microstructural manipulation through 
thermomechanical processing is not as effective. In these cases the aging heat treatments--sequence and temperature--are 
more critical. The key is to obtain a uniform precipitation. This may be obtained by a low-high aging sequence, or, with 
residual cold or warm work, possibly a high-low aging sequence. When highly alloyed β alloys, such as β-C, are cold 
worked prior to aging, high strength can be obtained with good ductility because cold work induces finer and more 
uniform precipitation. 

The thermomechanical processing must, however, be controlled to provide a uniform microstructure throughout the cross-
section of the material and, in conjunction with the heat treatment, avoid the occurrence of extensive grain boundary α or 
a precipitate-free zone near the grain boundaries. Some characteristic mechanical properties of β alloys are given in Table 
5. Comparison of Table 5 with Table 1 indicates that the βalloys have a higher fracture toughness at higher yield strength 
than the α-β alloys. 

TABLE 5 TYPICAL MECHANICAL PROPERTIES OF SELECTED BETA ALLOYS 

TENSILE 
YIELD 
STRENGTH  

ULTIMATE 
TENSILE 
STRENGTH  

KIC  ALLOY  

MPA  KSI  MPA  KSI  

ELONGATION, 
%  

REDUCTION 
IN AREA, 
%  

MPA   KSI   
BETA C(A)  1090  158  1143  165.8  5.5  8.6  72.2  65.6  
BETA 21S  1150  164  1057  151  8  . . .  101(B)  92(B)  
TI-15-3(C)  . . .  . . .  1520  220  . . .  16  59  53.6  
BETA CEZ(D)  1200  174  1315  191  10  26  75  69  
TI-10-2-3 (HIGH 
STRENGTH)(E)  

1185  172  1250  181  8  18  52  47  

TI-10-2-3 (MEDIUM 
STRENGTH)(E)  

1080  157  1160  168  16  44  73  66  

TI-10-2-3 (LOW 
STRENGTH)(E)  

940  136  1020  148  22  61  102  93  

(a) 
457 mm (18 in.) diam × 238 mm (9  in.) I.D. extrusion, air cooled from 815 °C (1500 °F) (above the transus), aged 
24 h at 565 °C (1050 °F). 



 

(b) Kc for 1.3 mm (0.050 in.) strip, aged 8 h at 595 °C (1100 °F). 
(c) Solution treated (above the beta transus) at 850 °C (1560 °F), aged for 11 ks at 600 °C (1112 °F), re-aged at 500 °C 

(932 °F) for 43 ks. 
(d) Nominal composition, Ti-5Al-2Sn-4Zr-4Mo-2Cr-1Fe; 300 mm diam pancake, processed through the beta transus to 

600 °C (1112 °F), reheated to 830 °C (1472 °F), water quench, plus 570 °C (1054 °F) 8 h, air cool. 
(e) For forgings, Ti-10-2-3 is heat treated 16 to 33 °C (60-100 °F) below the beta transus (744-765 °C, or 1370-1410 °F) 

and water quenched. Aging temperatures range from 480 to 620 °C (900-1100 °F) depending on desired strength.  
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Fatigue Crack Propagation 

This section briefly reviews fatigue crack propagation (FCP) behavior in some major structural alloy families, with 
emphasis on general microstructural factors. Like fracture toughness, FCP behavior is subject to microstructural control. 
In some instances, however, improvements in the fracture toughness may produce a structure in which the FCP properties 
are degraded and vice versa. For example, decreasing the grain size generally leads to improvements in the fracture 
toughness but can degrade both the fatigue threshold, ∆Kth, and the FCP rate at high ∆K levels. In other instances, most 
notably for titanium alloys, a microstructure that leads to improvements in KIc also produces improved FCP properties. 
These structure-property relations can be important factors in meeting design-critical properties. 

This section begins with a brief review of FCP mechanisms and models. While it is not the goal of this section to make a 
complete review of models of FCP, it is nonetheless of use to briefly examine the physical basis of FCP and to indicate a 
few models that have been proposed to understand FCP behavior in engineering alloys. It is also of use to briefly discuss 
empirical models that have been used to correlate FCP behavior with extrinsic variables. Fatigue crack growth in major 
structural alloy families is then discussed. 

 
FCP Mechanisms and Models 

Damage Accumulation at Crack Tip. An intuitively appealing model of FCP is to imagine that the high stresses and 
strains at the crack tip produce reversed plastic deformation and damage. As a result of this damage the crack advances a 
certain distance, which is essentially defined by the microstructure. This distance could be related to the grain size, to the 
cell size for materials in which cells are formed, or to other microstructural features. Several models based on these ideas 
have been reviewed in detail elsewhere (Ref 26). One model of this type that has been proposed (Ref 27) predicts a crack 
growth rate as follows:  

DA/DN = C/( YS FE)  · (1/L ) · K   (EQ 11) 



 

 

where C is a constant, f is the fracture strain of cyclically deformed material, is the Coffin-Manson exponent, and l is 
the process zone size. This model predicts that the FCP rate should decrease with increasing process zone size, which for 
many materials would be expected to be the grain size. Such a dependence is indeed observed for many materials. It 
furthermore predicts that the Paris exponent (discussed below) should be simply related to the Coffin-Manson exponent 
for low-cycle fatigue (LCF). This is also observed. Thus, one mechanism for improving FCP behavior would be to 
increase the grain size of alloys of interest, especially for alloys that exhibit planar glide and for which the primary 
obstacles are the grain boundaries. There is extensive experimental evidence that such an approach is indeed very 
effective for many materials (Ref 26). 

Reduced Crack Growth Rate by Crack Tip Interference (Roughness-Induced Closure). Somewhat related to 
the above discussion is the notion that if the fracture surface is very "rough," then the opposite faces of the crack tip will 
come into premature contact with one another during unloading. Thus, during FCP, the nominal stress-intensity range 
Knom is reduced to Keff and the crack growth rate is correspondingly reduced. The point at which contact of opposite 
faces occurs is used in computing the minimum K level in the Keff expression. Because K has been reduced, the crack 
growth rate is also correspondingly reduced. While these concepts make sense physically in certain situations, their 
applicability depends sensitively on the elastic/plastic properties of the material being considered and the geometry of the 
fracture surface. Furthermore, these ideas, while appealing, are very difficult to implement in an engineering application, 
because it is not usually possible to measure the closure load. The utility of this insight appears to be qualitative in nature, 
predicting that rough fracture surfaces should exhibit low FCP rates. However, rough fracture surfaces are associated with 
large-grained planar slip materials, and it is difficult to see how the roughness arguments can be separated from those 
discussed previously. A more detailed discussion of these ideas is found elsewhere (Ref 28, 29, 30). Additional 
information on crack closure is in the article "Micromechanisms of Monotonic and Cyclic Crack Growth" in this Volume. 

Phenomenological Models for FCP. The best-known empirical equation for correlating the FCP rate is the Paris 
equation (Eq 4). While it is now recognized that this equation is an oversimplification of a very complex phenomenon, 
Paris was the first to recognize that FCP could be correlated with a global parameter that describes the stresses and strains 
in the vicinity of the crack tip (Ref 31). The Paris equation accurately represents the behavior of many materials in the 
mid- K range, which is of significant engineering interest. This equation does not recognize the effects of load ratio 
(Pmin/Pmax), the existence of a threshold Kth, or very high acceleration of the FCP rate as the stress intensity approaches 
the fracture toughness of the material. 

Fatigue crack propagation has been extensively characterized experimentally. The primary objective of such studies is to 
develop data that can be used to predict the life of a component given the stress state and the crack geometry. For 
analytical convenience, models have been developed to correlate the data. Typical of these models is the hyperbolic sine 
(Ref 32):  

LOG (DA/DN) = C1 SINH {C2 LOG K + C3} + C4  (EQ 12) 

where C1 is a material constant and the other constants are functions of load ratio, temperature, and frequency. The 
constants can be determined by a regression analysis. This model and other similar models are symmetric about an 
inflection point and this property is not always in consonance with actual behavior. A model developed for use in the 
electric power industry, which allows for a more general fit of the data (Ref 33) is given by:  

  
(EQ 13) 

where the various constants and exponents are fitting parameters and R is the load ratio. Temperature and frequency 
effects are easily accommodated in the fitting parameters. At values of the crack growth rate that are relatively high (e.g., 
da/dN > 2.5 × 10-5 mm/cycle), data are well represented by the familiar Paris equation. 

Another simple equation, known as the Forman equation, has found wide application in correlating FCP data for 
aluminum alloys (Ref 34):  



 

  
(EQ 14) 

It must be emphasized that the real utility of these representations lies in data correlation and life calculations. It is not 
possible to use such equations to gain insight into the mechanisms associated with the FCP process or to design new 
alloys for increased fatigue resistance. 
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Nickel-Base Alloys 

Nickel-base alloys generally consist of coherent ' precipitates in an fcc matrix. Typically there will also be grain 
boundary carbides in polycrystalline alloys. These are present, especially in cast forms used in turbine blade applications, 
to limit grain boundary sliding at high temperatures, and they also usually limit the conventional fracture toughness to 
rather low values. However, fracture toughness is not a design-critical parameter for most of these applications, and the 
low fracture toughness levels are not a particular concern as compared to creep and LCF. On the other hand, alloys that 
are designed for use in turbine disks usually exhibit significantly higher fracture toughness values and do not contain 
significant amounts of carbides. A very widely used disk material is In 718, which is strengthened primarily by fine, 
coherent '' precipitates in an fcc matrix. The fracture toughness of In 718 depends on factors such as grain size and 
inclusions, much like some of the systems mentioned previously. The fracture toughness and other mechanical properties 
of In 718 are shown in Table 6 (Ref 35). We see that the fracture toughness is substantial over a very wide range of 
temperatures. 

TABLE 6 TENSILE AND FRACTURE TOUGHNESS PROPERTIES OF INCONEL 718 AT ROOM AND 
SUBZERO TEMPERATURES 

TESTING 
TEMPERATURE  

YIELD 
STRENGTH  

TENSILE 
STRENGTH  

FRACTURE 
TOUGHNESS  

°C  °F  MPA  KSI  MPA  KSI  

ELONGATION, 
%  

REDUCTION 
IN AREA, 
%  

MPA   KSI   
22  72  1172  170  1404  204  15.4  18.2  96.3  87.8  
-196  -320  1342  197  1649  239  20.6  19.8  103  94  
-269  -452  1408  204  1816  263  20.6  20.2  112  102  



 

(A) Note: Heat treatment: 980 °C (1800 °F) h, air cool; double age 720 °C (1325 °F) 8 h, furnace cool to 620 °C (1150 
°F), hold 10 h; air cool.  

The FCP of nickel-base superalloys has been extensively reviewed (Ref 36, 37) and is considered in detail in this book. 
Thus only some of the major features of FCP in these systems are discussed below. These alloys are used in many 
fatigue-critical applications in jet engines, and much of their development has been made with the goal of improving 
fatigue properties. 

FCP in Conventionally Processed Alloys. In an extensive study of FCP in commercial alloys it was shown that the 
FCP rate tended to decrease with increasing strength, as predicted by Eq 11. However, these commercial alloys differed in 
many ways and were not particularly suitable for consistent comparisons. It was also shown in this study, as well as in 
other studies (Ref 39, 40, 41, 42), that increasing the grain size in a given system also had the effect of decreasing the 
crack growth rate, again consistent with Eq 11. 

One of these studies (Ref 41) demonstrated the effects of slip mode and microstructure using Waspaloy, an alloy that has 
been widely used in the jet engine industry as a disk material. Heat treatments resulted in coarse and fine-grained 
specimens (ASTM 3 and 9). For each grain size, further heat treatments resulted in precipitate sizes of either 8 or 90 nm. 
Based on well-known physical metallurgy principles, the most planar slip would then occur for specimens containing 
small precipitates and coarse grains, while the least planar slip would occur for the fine-grained specimens containing 
large particles. The other microstructures would be expected to have deformation modes intermediate between these. 

The results of FCP experiments are shown in Fig. 14. These results make it quite clear that microstructures that showed 
the most planar slip also had the most crystallographic or "rough" surfaces and the lowest crack growth rates. Similar 
results were also obtained for In 718 (Ref 43). In this study, heat treatments were used to produce four combinations of 
grain size (250 vs. 25 m) and precipitate size (150 vs. 20 nm diameter disks). Independent of precipitate size, the FCP 
rate was lowest for the larger grain sizes. The effect of precipitate size was more complicated and is discussed in more 
detail in the articles on fcp of nickel-base alloys. Testing was also done at a very high load ratio (R = 0.75) to attempt to 
assess the contribution of roughness-induced closure on lowering the FCP rates. While increasing the R-ratio did increase 
the FCP rate for all microstructures, the relative ranking of the FCP rates associated with the different microstructures 
remained unchanged from the tests that were carried out at R = 0.05. These results strongly suggest that differences in 
closure mechanisms (roughness-induced, oxide-induced) were not responsible for the observed behavior and that intrinsic 
microstructural features and slip mode parameters play at least as important a role in influencing the FCP behavior as 
does closure. 



 

 

Fig. 14 Composite plot of Waspaloy fatigue crack propagation data. GS, grain size 

This is not to imply that closure may not be important in other systems, and in fact it has been shown in some systems that 
differences in FCP rates do disappear when testing is done at high R ratios (Ref 44). A detailed study of the effects of slip 
mode has been carried out on model nickel-base alloys (Ref 45). The results again indicate that the lowest FCP rates 
occur for materials that exhibit planar reversible glide. The results are shown in Fig. 15. 



 

 

Fig. 15 Fatigue crack propagation response of small ' materials. (a) Results plotted vs. ∆Keff, thus accounting for crack 
closure. (b) Material response at R = 0.8 

 

FCP in Single-Crystal Alloys. At present, single crystalline nickel-base alloys are not used in turbine components that 
are FCP-critical. However, there is current interest in introducing such requirements into military engines, and some FCP 
studies have been conducted. 

Fatigue crack propagation in the single-crystal alloy designated as N4 has been characterized over a range of temperatures 
from 25 °C to 1000 °C (Ref 46). The crack propagation direction was [110] and the loading direction was [001]. At room 
temperature, crack propagation was crystallographic, with cracking occurring primarily on {111} planes with some 
instances of cracking on {100} planes (Fig. 16). The preferred crack plane was the one having the highest linear 
combination of resolved shear stress on the slip system (i.e., on the slip plane in the Burgers vector direction) and normal 
stress across the slip plane. These criteria for multiaxial failure were motivated by the fact that the shear stresses cause 
dislocation motion, cause corresponding damage in the form of dislocation debris, and consequently weaken the slip 
plane. The normal stress is required for final separation. The FCP rates appeared to separate into two groups, depending 
on temperature (Fig. 17). Above 925 °C (1700 °F), FCP rates increased dramatically and the fracture planes were 
macroscopically normal to the loading axis, except for the initial amount of crack extension, which was on a plane 
inclined to the load axis. 



 

 

Fig. 16 Crystallographic cracking along the {111} and {100} planes of the single-crystal nickel-base alloy designated as 
N4. Note the less crystallographic nature of the fracture on (001). Source: Ref 46 

 

Fig. 17 The effect of temperature on crack growth rates (R = 0.1). At T 927 °C, the crack growth rates in the Paris 
regime are similar. At the two higher temperatures, the growth rates are an order of magnitude larger than at the lower 
temperatures. 

The anisotropic nature of single crystals renders a straightforward application of fracture mechanics problematic. These 
issues were addressed in a recent study (Ref 47). Using a finite element approach to determine the stresses ahead of the 
crack tip, and taking into account elastic anisotropy, it was demonstrated that the features on the fracture surface 



 

depended on the critical combinations of normal and shear stress as well as temperature, with environment also playing an 
important role. At higher temperatures and in areas where the normal stresses were high, cracking was macroscopically 
on {100} planes. Closer examination revealed that γ' particles were present on the surface and that cracking was limited to 
the channels between the γ' precipitates. This can be understood in terms of the morphology and temperature dependence 
of the hardness of γ'. It is well known that γ' become harder with increasing temperature up to about 800-900 °C (1470-
1650 °F), depending on the system. Thus, there is a tendency for dislocations to be confined to the regions between the 
precipitates, and even though deformation in the matrix between the precipitates probably occurs on the {111} planes, the 
heavily damaged regions are macroscopically parallel to {100} and final fracture would occur in these areas, assisted, 
naturally, by environmental interactions. Similar results were obtained for Mar-M002 crystals tested with a [001] load 
axis at 25, 600, and 850 °C (Ref 48). Crack propagation was in the [100], [210], and [110] directions. 

In another study of FCP in nickel-base alloys (Ref 49), Mar-M200 was tested under various loading and crack 
propagation directions. It was found that cracking occurred on {111} planes, with the preferred plane(s) being the one(s) 
that had the highest and/or second highest resolved shear stress in the direction of potential Burgers vectors on the slip 
plane. There was considerable crack branching, and the fracture surfaces were macroscopically "rough," defined by 
various combinations of {111} planes. When crack branching and surface roughness were taken into account, it was 
possible to correlate the crack growth rate with the effective stress-intensity parameter. The effective stress-intensity 
parameter takes into account the fact that there may be modes I, II, and III present in a single crystal that is nominally 
loaded in mode I. Physically, the effective stress-intensity parameter relates to the elastic strain energy driving the crack 
and may be defined mathematically as:  

  
(EQ 15) 

where KI, KII, and KIII are mode I, II, and III stress-intensity parameters and C1, C2, and C3 are constants related to the 
elastic anisotropy of the material and loading direction. Acceptable correlations of the data were obtained using Keff. 
Those orientations for which crack deviation and closure were minimized showed the most rapid crack growth rates. 

Environmental Factors. Because nickel-base alloys are used at temperatures as high as 1125 °C (2050 °F) in air 
environments, the environment becomes a significant factor in influencing FCP behavior. Fatigue crack propagation in 
nickel-base alloys has been shown to be very sensitive to both oxygen (Ref 36) and hydrogen (Ref 50). The effect of 
oxygen has been demonstrated to depend on an interplay between two factors: embrittlement due to oxygen diffusion 
(detrimental) and increased closure due to oxide formation (beneficial). As temperature is increased, the FCP rate first 
decreases (closure effect) and then increases very rapidly due to the oxygen ingress and embrittlement of the crack-tip 
region (Ref 36). When an activation energy analysis was carried out on the FCP behavior of René 95, it was shown that 
an activation energy of about 30 kcal/mol represented the process quite well. This number is in reasonable agreement with 
the activation energy for diffusion of oxygen in nickel. The environment also has the effect of changing the fracture 
surface morphology, which can cloud the effects of the environment. In a study using model nickel-base alloys (Ref 51), 
testing in air and testing in vacuum at elevated temperatures revealed similar crack growth rates. However, in air the 
fracture surface exhibited crystallographic facets and was macroscopically rough. In vacuum, the surface was smooth. 
When tests were carried out on a single specimen, first in air and then in vacuum, the crack growth rate decreased 
significantly in vacuum, leading to the conclusion that the environment was in fact playing a critical role even at 
temperatures where obvious oxide films were not formed. These results are shown in Fig. 18. 



 

 

Fig. 18 Vacuum and air/vacuum/air fatigue crack propagation tests. Results for alloy II-S at 427 °C and R = 0.1. 
Environmental and closure effects can be separated. 
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FCP of Steels 

Steels are microstructurally and compositionally complex, so this section is limited to an overview of some of the 
principal features of FCP behavior of steels. 

Near-Threshold Crack Growth. The form of the da/dN versus ∆K curves for steels (indeed for all materials) follows 
the form predicted by Eq 12. That is, at relatively low values of ∆K, the crack growth rate will go to zero at some value of 
∆K, which is customarily defined as ∆Kth. In the near-threshold regime, the effects of load ratio are significant. As the 
load ratio is increased, ∆Kth decreases according to an equation of the form:  

KTH = C(1 - 0.85R)  (EQ 16) 

 

Thus, increases in R have a pronounced effect on the threshold. The value of the constant C will depend on the 
composition and heat treatment being considered. However, for many steels the following values for C have been 
determined (Ref 52):  

C = 6.4 FOR R 0.1 
C = 5.5 FOR R < 0.1  

(EQ 17) 

 

where K is in ksi  Because the threshold regime is where good design and inspection would place the operating 
conditions, small changes in R would lead to huge changes in the FCP rate and corresponding decreases in the fatigue life. 
It is in the threshold regime that the most significant effects of microstructure are observed. As was the case for the 
nickel-base alloys considered previously, increasing the grain size (in this case the ferrite grain size) has the effect of 
increasing the threshold. This can be understood in terms of basic fracture mechanics. For example, it might be 
hypothesized that crack propagation could occur only if the plane-strain reversed plastic zone is on the order of the grain 
size (Ref 7). However, we know that the fatigue zone size is given by the approximate equation:  

RP = (∆K/ YS)2/(24 )  (EQ 18) 

Substituting the grain size d for the plastic zone size and ∆Kth for ∆K gives the following result:  

∆KTH = 6.14 YS · D   (EQ 19) 

where K is in ksi  The predictions of Eq 20 are actually followed for low-carbon and low-alloy steels (Ref 7). If Eq 
16 and 19 are combined, we can describe the effects of grain size, yield strength, and R-ratio:  

∆KTH = 6.14 YS · D  · (1 - 0.85R)  (EQ 20) 

An extensive compendium of threshold and FCP data for mild steels, alloy steels, stainless steels, aluminum alloys, 
titanium alloys, and nickel-base alloys is available (Ref 52). All data are evaluated in terms of validity, and structural 
information (e.g., grain size, heat treatment) is provided where available. The interested reader is referred to this work for 
further information. 

Stress-Ratio Effects at Intermediate Crack Growth Rates. At higher levels of ∆K, the crack growth rate follows 
Eq 4 very closely with little effect of R-ratio. Thus, it would be unduly conservative to use the Forman equation (Eq 14), 
which overemphasizes the effect of R-ratio in steels. In the Paris law regime, the upper-bound FCP rates of common 
steels may be described by the following equations (Ref 53):  



 

DA/DN = 0.66 × 10-8 ( K)2.25  (EQ 21) 

(Martensitic steels) 
da/dN = 3.6 × 10-10 ( K)3.0 
(Ferrite/pearlite steels)  

(EQ 22) 

As was the case for the nickel-base alloys, the effects of temperature and environment are complex, depending on 
composition, microstructure, and the aggressive species in the environment. In general, ferritic steels will exhibit higher 
crack growth rates at temperatures below the onset of severe microcleavage. At higher temperatures, many steels are 
susceptible to oxidation, which accelerates the FCP rates. Cr-Mo steels are typical of those that are subject to a strong 
environmental effect. A more detailed description of FCP in steels is provided in the chapter on steels. 
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Aluminum-Alloy FCP 

Aluminum alloys find wide application in fatigue-critical structures, especially in the aerospace industry, where they are 
used throughout airframes (skins, spars, bulk heads, etc.). As expected, there is considerable detailed knowledge of the 
FCP behavior of these materials. In addition, due to the continuing push for lighter, stronger structures, new alloys are 
being introduced, of which the most promising appear to be the Al-Li alloys, which are lighter than conventional alloys 
and have a higher modulus of elasticity. The key features of most aluminum alloys are grain size, precipitates, 
dispersoids, and constituent particles. 

Aluminum alloys are fairly sensitive to mean stress effects, so Eq 14 can be used with reasonable success for correlating 
FCP data of most aluminum alloys. However, it should be remembered that the main purpose of such equations is to put 
data in a format that can be readily integrated, and equations like Eq 12 and 13 can provide better fits because of their 
increased number of experimentally determined parameters. Indeed, if life analysis is the sole objective, then numerical 
integration of the data can be performed directly without fitting it to any model. Use of Eq 14 is demonstrated in the data 
shown in Fig. 19 for 7075-T6 Al in various tempers (Ref 54). 



 

 

Fig. 19 Effect of R on fatigue crack growth rates in aluminum alloy 7075-T6. Source: Ref 54 

As with most wrought forms, fatigue behavior of aluminum alloys can have significant directionality effects, especially in 
the threshold regime, as shown in Fig. 20 for 7050-T7452 hand forgings tested at room temperature in moist air (Ref 55). 
This can be understood quite easily in terms of the grain structure of wrought forms. In the L-T orientation the crack is 
free to propagate intergranularly in the intermetallic-dominated regions. As a result, the fracture surface would be 
expected to be quite flat with little or no closure. This effect means that the crack would "feel" the full stress-intensity 
range. On the other hand, in the S-T direction the crack could not propagate between the grains very effectively. In 
essence it would be retarded by the grains and could propagate only slightly in the narrow intergranular regions. 
Furthermore, the crack surface would be rougher, giving rise to an enhanced closure effect. Thus, at any nominal ∆K 
level, ∆Keff would be much lower and the driving force for crack propagation would be reduced. As the stress intensity 
reaches the Paris law regime, the effects of orientation are reduced, as has been pointed out elsewhere (Ref 56). The 
effects of orientation and closure were investigated in the S-L and S-T orientations for a 7050-T7452 alloy and an 8090 
Al-Li alloy. The results are shown in Fig. 21 for R = 0.1 (Ref 57). In this study, the 7050 showed minimal closure in these 
orientations, while the 8090 showed significant closure. It should be noted that in these experiments, extraordinary care 
was taken to ensure that true closure levels were being measured, as recommended and detailed elsewhere (Ref 58). In 
this way all artifacts of the closure measurement (which are in fact quite common) were eliminated or reduced to 
insignificance. 



 

 

Fig. 20 Fatigue crack propagation data for 7050-T7452 hand forgings. Source: Ref 55 

 

Fig. 21 Effect of crack closure: da/dN vs. ∆Keff for 8090-T852 material compared with da/dN vs. ∆Kapp for 8090 and 
7050-T7452. Source: Ref 57 

It can be seen that when closure is not accounted for, the FCP rates of the Al-Li alloys appear to be superior. However, 
when closure is taken into account, the effective value of ∆K is decreased at the same level of da/dN. Thus the da/dN 
versus ∆K curves for the 8090 shift to lie above those of the 7050. These results make it very clear that the reason for the 
observed superior FCP properties of the Al-Li alloys is primarily due to crack closure. It is important to understand this, 
because at higher R levels, closure effects would be eliminated (or at least significantly reduced) and the FCP properties 
of the 7050 would be expected to be superior. 

The effect of the various types of particles found in conventional aluminum alloys has been characterized (Ref 59). As 
might be expected, the larger constituent particles begin to play a role at the higher ∆K levels, where normal rupture 
modes become important. The precipitates influence the FCP behavior at the lowest ∆K levels, while the dispersoid 
particles, which have the effect of controlling the grain size, have an effect at slightly higher ∆K levels. These ideas are 
summarized in Fig. 22. 



 

 

Fig. 22 Comparison of typical particle sizes in aluminum alloys with crack advance per cycle on fatigue loading 

It is interesting to note that the relative ranking of aluminum alloys in constant-amplitude FCP is not preserved in 
variable-amplitude or peak overload FCP environments. This is related to the effects that overloads have on debonding 
large particles and the subsequent reduced constraint during lower-∆K cycling. This is illustrated in Fig. 23 for three 
levels of yield strength (Ref 60). At the lower ∆K levels, the higher-yield-strength material exhibits the highest FCP rate, 
with the lower-strength material showing the lowest FCP rate. As the base ∆K level increases, the overloads are higher 
and the large constituent particles in the higher-strength material crack locally and reduce the constraint, thereby lowering 
the FCP rate during subsequent cycling at the base ∆K levels. When the base ∆K level increases to the highest levels, 
there is significant crack advance per cycle in the high-strength material, corresponding to its lower fracture toughness, 
and the relative ordering of the alloys goes back to what is seen in constant-amplitude cycling. These ideas would also 
apply to a given class of alloys with differences in the constituent particle size and density. It can easily be envisioned that 
alloys with a higher density of large particles will show decreased crack growth rates under tension-dominated spectrum 
loading. 

 

Fig. 23 Schematic effect of yield strength (peak and overaged tempers) on fatigue crack growth rate under spectrum 
loading. Source: Ref 60 

The effects of the strengthening precipitates would be expected to play an important role in the FCP behavior of 
aluminum alloys because they influence, in a profound manner, the basic slip characteristics, which as we have seen 



 

influence the crack propagation behavior. However, great care must be taken in the interpretation of test results, because 
the complexity of these alloys means that several potentially competing mechanisms may operate simultaneously. These 
ideas are discussed more fully in the section on aluminum alloys. 

Aluminum alloys are used in environments that can be very aggressive. Saline environments would be typical, for 
example, of aircraft on carriers or of aircraft operating in warm, coastal areas such as Hawaii or California. The effects of 
composition, orientation, and environment are illustrated in Fig. 24 (Ref 57). In this figure, FCP curves have been 
integrated based on data that was generated for air and saline solution environments. The assumed geometry was a wide 
edge-cracked plate subjected to a remote stress of 50 MPa. The crack sizes and stresses are representative of what would 
be expected for military aircraft under normal inspections and operating conditions. The integrated life results show 
spectacular differences for different environments, discernible differences for different orientations, and modest 
differences for different alloys. 

 

Fig. 24 Comparison of damage tolerance life of 8090-T852 and 7050-T7452 in normal air and saline environments for R 
= 0.1. Source: Ref 57 
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Titanium-Alloy FCP 

Titanium alloys, like the other systems that we have discussed so far, have FCP properties that are sensitive to chemical 
composition, microstructure, environment, and loading variables. In general, titanium alloys, like most others, exhibit 
three regimes of behavior: a near-threshold regime (low ∆K values), a Paris law regime (intermediate ∆K levels), and a 
regime where normal rupture modes dominate as KIc is approached (high ∆K levels). The effects of these variables on 
FCP are complex, and only major trends will be discussed here. 

The effect of the R ratio on FCP for many alloys is as predicted by Eq 14. The R ratio effect is largest at low and high 
values of ∆K and somewhat reduced for the intermediate values, as has been pointed out elsewhere (Ref 61). The fit of the 
data to Forman's equation is well illustrated for the near-  T-6242 alloy tested at two R ratios (Fig. 25) (Ref 62). As 
predicted by the form of Eq 14, the FCP rate is higher for the higher R ratio. 

 

Fig. 25 Comparison of fatigue crack propagation data from Forman's equation and experimental results at room 
temperature, R = 0.02 and R = 0.5. Source: Ref 62 

Interstitial oxygen is known to embrittle the α phase in α-β alloys, and this effect would also be expected in the FCP 
behavior of these alloys to the extent that the FCP behavior is influenced by those factors which influence KIc. Figure 26 
shows that for a Ti-6Al-4V alloy, the crack growth rate is higher the higher the oxygen content (Ref 63). Of course, the 
precise composition of titanium alloys has a significant effect on FCP. For example, depending on the composition, some 
alloys may be more prone to texturing than others. Although this is not a direct compositional effect, texturing does have 
a significant influence, and in this regard it may be considered a composition-related effect. 



 

 

Fig. 26 Variation of fatigue crack propagation rate with yield strength, KIc, and other variables for annealed Ti-6Al-4V 
forgings. R = 0.02; 10 Hz; air, argon, and JP4 environments pooled; average of six tests per trend line. Source: Ref 63 

Microstructural factors are very important in influencing the FCP rates of titanium alloys, and it has been demonstrated 
that the FCP rate may be changed an order of magnitude depending on the microstructure, especially at low values of ∆K. 
As has been pointed out elsewhere (Ref 61), FCP properties generally track trends in KIc. FCP properties are generally 
quite desirable for transformed structures and for microstructures produced by recrystallization anneals. The effect of 
microstructure is shown in Fig. 27 (Ref 64). Part of the improvement in the transformed structures is surely related to the 
meandering nature of the crack and the increased closure levels associated with such a crack surface. In fact, it has been 
shown that the FCP rate decreases with the size of the Widmanstätten α packet size (Ref 65). Some authors have 
attributed the reduced crack growth rates to a longer crack path. However, this effect is rather small and can account for at 
most a factor of 2 compared to the order-of-magnitude changes in FCP rates that occur. 



 

 

Fig. 27 Effect of heat treatment on fatigue crack growth rate of alloy Ti-6Al-4V. Source: Ref 64 

Titanium alloys are fairly resistant to the effects of environment, except at fairly high temperatures. However, it has been 

established through a very detailed analysis of experimental data that in a 3 % NaCl solution, the rates of crack 
extension (fatigue and static loading) can be associated with an activation energy very close to that of hydrogen in 
titanium (Ref 66). This effect is in agreement with the results of other investigators who have found that hydrogen plays a 
significant role in embrittling titanium alloys and causing higher rates of crack extension. 

The fatigue behavior of titanium alloys is very sensitive to the environment and in general corresponds with well-
understood principles of fracture mechanics. There is consequently great opportunity for controlling the fatigue behavior 
through heat treatment and compositional control to achieve desired goals. 
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Specific Design for Improved Fatigue Resistance 

While the details of improving the FCP properties depend on the class of materials being considered, some general 
principles appear to be valid for the alloy systems considered here. For example, while microstructural effects are 
observed in all regimes, they are most pronounced in the near-threshold regime. Larger grain sizes generally tend to 
produce lower FCP rates, either through lowering the average plastic strain at the tip of a propagating crack or (in some 
sense equivalently) through producing a rougher fracture surface and increased closure levels. In systems with simple 
microstructures and well-defined slip mechanisms (e.g., nickel-base superalloys), control of the precipitate size also 
provides a means for controlling FCP. In general, the degree of slip reversibility will depend on the size of the 
precipitates, and the size of the precipitate can be adjusted to promote increased reversibility. Of course this can also be 
put in the context of closure, because reversible slip, as we have seen, also produces a fracture surface with considerable 
surface roughness. 
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Micromechanisms of Monotonic and Cyclic Crack Growth 

Todd S. Gross, University of New Hampshire; Steven Lampman, ASM International 

 

Introduction 

FRACTURE is the complete separation of a material that occurs when a crack reaches a critical size and impairs strength 
below the service load. The final fracture is usually abrupt, but it is generally preceded by a cracking process that occurs 
slowly over the service life from various crack growth mechanisms (e.g., see Fig. 1) such as fatigue, stress-corrosion 
cracking, creep, and hydrogen-induced cracking. Each of these cracking mechanisms has certain characteristic features 
that are used in failure analysis to determine the cause of cracking or crack growth. 

 

FIG. 1 CRACK PROPAGATION MECHANISMS: (A) CLEAVAGE CRACK PROPAGATION. (B) DIMPLE FRACTURE DUE 
TO COARSE PARTICLES. (C) DIMPLE FRACTURE DUE TO FINE PARTICLES. (D) DIMPLE FRACTURE DUE TO 
COARSE AND FINE PARTICLES. (E) INTERGRANULAR CRACK PROPAGATION DUE TO GRAIN BOUNDARY 



PRECIPITATES. (F) INTERGRANULAR CRACK PROPAGATION DUE TO A HARD PHASE GRAIN BOUNDARY FILM. 
(G) CRACK PROPAGATION MECHANISMS WHEN A SOFT PHASE GRAIN BOUNDARY FILM IS PRESENT. (H) 
CRACK PROPAGATION BY SLIP PLANE/SLIP PLANE INTERSECTION. (I) CRACK PROPAGATION BY SLIP 
PLANE/GRAIN BOUNDARY INTERSECTION. (J) CRACK PROPAGATION SOLELY BY PLASTIC BLUNTING. 

The purpose of this article is to provide a brief description of the different types of micromechanisms of monotonic and 
cyclic fracture. General information on what material variables have the most beneficial effect on resistance to failure will 
be presented. Each micromechanism may have a particular manifestation in a given material system, but there are general 
features of each micromechanism that are common to all relevant systems. In this article, the micromechanisms are 
divided into monotonic and cyclic mechanisms. This distinction is somewhat artificial in that one can observe evidence of 
"monotonic" micromechanisms on fracture surfaces that failed under cyclic loading. Also, the effect of environment on 
the micromechanism is considered as a variable that may change the micromechanism under a given loading condition 
rather than a unique type of fracture. Polymer fracture and fatigue crack growth occur by micromechanisms that are not 
observed for monolithic crystalline materials. Therefore, polymer failure will be discussed separately in each section. The 
failure of fiber-reinforced composite materials also has unique aspects and is covered in a separate volume, Engineered 
Materials Handbook, Volume 1, Composites (ASM International, 1987). 
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Types of Fracture 

The classification of fractures has been approached in many different ways. In general, fracture modes can be classified 
into four general categories, based on the appearance of fracture surfaces: dimple rupture, cleavage, fatigue, or decohesive 
rupture (or intergranular fracture from crack growth mechanisms such as creep or stress corrosion) (Ref 1). This 
classification is viable, because each mode has a characteristic fracture surface appearance and an underlying mechanism 
for crack growth. However, it is also useful to make a distinction between progressive crack growth mechanisms and 
abrupt or "instantaneous" fracture, as noted above. This general distinction is shown in Table 1 with distinguishing 
features of various fracture modes. 



TABLE 1 FRACTURE MODE IDENTIFICATION CHART 

INSTANTANEOUS FAILURE MODE(A)  PROGRESSIVE FAILURE MODE  METHOD  
DUCTILE OVERLOAD  BRITTLE OVERLOAD  FATIGUE  CORROSION  WEAR  CREEP  

VISUAL 1 TO 50× 
(FRACTURE 
SURFACE)  

• NECKING OR 
DISTORTION IN 
DIRECTION 
CONSISTENT 
WITH APPLIED 
LOADS  

• DULL, FIBROUS 
FRACTURE  

• SHEAR LIPS  

 

• LITTLE OR 
NO 
DISTORTION  

• FLAT 
FRACTURE  

• BRIGHT OR 
COARSE 
TEXTURE, 
CRYSTALLIN
E, GRAINY  

• RAYS OR 
CHEVRONS 
POINT TO 
ORIGIN  

 

• FLAT 
PROGRESSIVE 
ZONE WITH 
BEACH MARKS  

• OVERLOAD 
ZONE 
CONSISTENT 
WITH APPLIED 
LOADING 
DIRECTION  

• RATCHET 
MARKS WHERE 
ORIGINS JOIN  

 

• GENERAL 
WASTAGE, 
ROUGHENING, 
PITTING, OR 
TRENCHING  

• STRESS-
CORROSION 
AND 
HYDROGEN 
DAMAGE MAY 
CREATE 
MULTIPLE 
CRACKS THAT 
APPEAR 
BRITTLE  

 

• GOUGING, 
ABRASION, 
POLISHING, OR 
EROSION  

• GALLING OR 
STORING IN 
DIRECTION OF 
MOTION  

• ROUGHENED 
AREAS WITH 
COMPACTED 
POWDERED 
DEBRIS 
(FRETTING)  

• SMOOTH 
GRADUAL 
TRANSITIONS 
IN WASTAGE  

 

• MULTIPLE BRITTLE-
APPEARING FISSURES  

• EXTERNAL SURFACE 
AND INTERNAL 
FISSURES CONTAIN 
REACTION-SCALE 
COATINGS  

• FRACTURE AFTER 
LIMITED 
DIMENSIONAL 
CHANGE  

 

SCANNING 
ELECTRON 
MICROSCOPY, 20 TO 
10,000× (FRACTURE 
SURFACE)  

• MICROVOIDS 
(DIMPLES) 
ELONGATED IN 
DIRECTION OF 
LOADING  

• SINGLE CRACK 
WITH NO 
BRANCHING  

• SURFACE SLIP 
BAND 
EMERGENCE  

 

• CLEAVAGE 
OR 
INTERGRAN
ULAR 
FRACTURE  

• ORIGIN 
AREA MAY 
CONTAIN AN 
IMPERFECTI
ON OR 
STRESS 
CONCENTRA
TOR  

 

• PROGRESSIVE 
ZONE: WORN 
APPEARANCE, 
FLAT, MAY 
SHOW 
STRIATIONS AT 
MAGNIFICATIO
NS ABOVE 500×  

• OVERLOAD 
ZONE: MAY BE 
EITHER 
DUCTILE OR 
BRITTLE  

 

• PATH OF 
PENETRATION 
MAY BE 
IRREGULAR, 
INTERGRANUL
AR, OR A 
SELECTIVE 
PHASE 
ATTACKED  

• EDS(B) MAY 
HELP IDENTIFY 
CORRODENT  

 

• WEAR DEBRIS 
AND/OR 
ABRASIVE 
CAN BE 
CHARACTERIZ
ED AS TO 
MORPHOLOGY 
AND 
COMPOSITION  

• ROLLING 
CONTACT 
FATIGUE 
APPEARS LIKE 
WEAR IN 
EARLY 
STAGES  

 

• MULTIPLE 
INTERGRANULAR 
FISSURES COVERED 
WITH REACTION 
SCALE  

• GRAIN FACES MAY 
SHOW POROSITY  

 

METALLOGRAPHIC 
INSPECTION, 50 TO 
1000× (CROSS 

• GRAIN 
DISTORTION 

• LITTLE 
DISTORTION 

• PROGRESSIVE 
ZONE: USUALLY 

• GENERAL OR 
LOCALIZED 

• MAY SHOW 
LOCALIZED 

• MICROSTRUCTURAL 
CHANGE TYPICAL OF 



SECTION)  AND FLOW 
NEAR 
FRACTURE  

• IRREGULAR, 
TRANSGRANUL
AR FRACTURE  

 

EVIDENT 
INTERGRAN
ULAR OR 
TRANSGRAN
ULAR  

• MAY RELATE 
TO NOTCHES 
AT SURFACE 
OR BRITTLE 
PHASES 
INTERNALLY  

 

TRANSGRANUL
AR WITH LITTLE 
APPARENT 
DISTORTION  

• OVERLOAD 
ZONE: MAY BE 
EITHER 
DUCTILE OR 
BRITTLE  

 

SURFACE 
ATTACK 
(PITTING, 
CRACKING)  

• SELECTIVE 
PHASE ATTACK  

• THICKNESS 
AND 
MORPHOLOGY 
OF CORROSION 
SCALES  

 

DISTORTION 
AT SURFACE 
CONSISTENT 
WITH 
DIRECTION OF 
MOTION  

• IDENTIFY 
EMBEDDED 
PARTICLES  

 

OVERHEATING  
• MULTIPLE 

INTERGRANULAR 
CRACKS  

• VOIDS FORMED ON 
GRAIN BOUNDARIES 
OR WEDGE-SHAPED 
CRACKS AT GRAIN 
TRIPLE POINTS  

• REACTION SCALES OR 
INTERNAL 
PRECIPITATION  

• SOME COLD FLOW IN 
LAST STAGES OF 
FAILURE  

 
CONTRIBUTING 
FACTORS  

• LOAD 
EXCEEDED THE 
STRENGTH OF 
THE PART  

• CHECK FOR 
PROPER ALLOY 
AND 
PROCESSING 
BY HARDNESS 
CHECK OR 
DESTRUCTIVE 
TESTING, 
CHEMICAL 
ANALYSIS  

• LOADING 
DIRECTION 
MAY SHOW 
FAILURE WAS 
SECONDARY  

• SHORT-TERM, 
HIGH-
TEMPERATURE, 
HIGH-STRESS 
RUPTURE HAS 
DUCTILE 
APPEARANCE 
(SEE CREEP)  

 

• LOAD 
EXCEEDED 
THE 
DYNAMIC 
STRENGTH 
OF THE PART  

• CHECK FOR 
PROPER 
ALLOY AND 
PROCESSING 
AS WELL AS 
PROPER 
TOUGHNESS, 
GRAIN SIZE  

• LOADING 
DIRECTION 
MAY SHOW 
FAILURE 
WAS 
SECONDARY 
OR IMPACT 
INDUCED  

• LOW 
TEMPERATU
RES  

 

• CYCLIC STRESS 
EXCEEDED THE 
ENDURANCE 
LIMIT OF THE 
MATERIAL  

• CHECK FOR 
PROPER 
STRENGTH, 
SURFACE 
FINISH, 
ASSEMBLY, 
AND 
OPERATION  

• PRIOR DAMAGE 
BY 
MECHANICAL 
OR CORROSION 
MODES MAY 
HAVE 
INITIATED 
CRACKING  

• ALIGNMENT, 
VIBRATION, 
BALANCE  

• HIGH CYCLE, 
LOW STRESS: 
LARGE FATIGUE 
ZONE; LOW 

• ATTACK 
MORPHOLOGY 
AND ALLOY 
TYPE MUST BE 
EVALUATED  

• SEVERITY OF 
EXPOSURE 
CONDITIONS 
MAY BE 
EXCESSIVE; 
CHECK PH, 
TEMPERATURE, 
FLOW RATE, 
DISSOLVED 
OXIDANTS, 
ELECTRICAL 
CURRENT, 
METAL 
COUPLING, 
AGGRESSIVE 
AGENTS  

• CHECK BULK 
COMPOSITION 
AND 
CONTAMINANT
S  

 

• FOR GOUGING 
OR ABRASIVE 
WEAR: CHECK 
SOURCE OF 
ABRASIVES  

• EVALUATE 
EFFECTIVENES
S OF 
LUBRICANTS  

• SEALS OR 
FILTERS MAY 
HAVE FAILED  

• FRETTING 
INDUCED BY 
SLIGHT 
LOOSENESS IN 
CLAMPED 
JOINTS 
SUBJECT TO 
VIBRATION  

• BEARING OR 
MATERIALS 
ENGINEERING 
DESIGN MAY 
REDUCE OR 
ELIMINATE 
PROBLEM  

• WATER 

• MILD OVERHEATING 
AND/OR MILD 
OVERSTRESSING AT 
ELEVATED 
TEMPERATURE  

• UNSTABLE 
MICROSTRUCTURES 
AND SMALL GRAIN 
SIZE INCREASE CREEP 
RATES  

• RUPTURES OCCUR 
AFTER LONG 
EXPOSURE TIMES  

• VERIFY PROPER 
ALLOY  

 



CYCLE, HIGH 
STRESS: SMALL 
FATIGUE ZONE  

 

CONTAMINATI
ON  

• HIGH 
VELOCITIES 
OR UNEVEN 
FLOW 
DISTRIBUTION, 
CAVITATION  

 

Source: Metals Handbook, 9th ed., Vol 11, p 80 

(A) FRACTOGRAPHERS OFTEN REFER TO "OVERLOAD FRACTURE" AS A WAY TO DISTINGUISH THE FAILURE FROM FATIGUE OR STRESS-CORROSION CRACK GROWTH. HOWEVER, A TRUE 
OVERLOAD FAILURE IS RARE. INDICATION OF OVERLOAD FRACTURE MAY JUST INDICATE AN UNDETECTED CRACK OR DEFECT LEADING TO FRACTURE. 

(B) EDS, ENERGY-DISPERSIVE SPECTROSCOPY.  



Confusion arises when fractures are classified as either ductile or brittle, because correct usage of these terms depends on 
whether one is referring to a fracture micromechanism or the macroscopic work of fracture. For example, if an unnotched 
tensile sample of a ductile alloy is pulled to fracture, overall plastic deformation will occur and thus the fracture is ductile. 
However, if a notched sample is loaded, then plastic deformation can be restricted to the notched area, in which case the 
overall plastic deformation may be substantially reduced (relative to the percent elongation of the unnotched sample). In 
this sense, most fractures from an engineering perspective are termed brittle, because plastic deformation is restricted to 
the notched section or cracked area where fracture failures occur. 

Yet even though the fracture can be classified as brittle when plastic deformation is confined to the fracture path, the 
micromechanism of fracture may be ductile. In fact, many fractures occur by a ductile micromechanism, even though the 
macroscopic fracture is termed brittle with little or no overall plastic deformation or macroscopic work. In this sense, the 
terms brittle and ductile fracture are most clearly defined in a macroscopic context. Most components are designed with 
stresses in the elastic range, when a crack propagates from a flaw, only a relatively small volume of material plastically 
deforms and absorbs energy. Because the energy to cause fracture is "small" compared to that expected from a ductile 
fracture, the failure is often described as a brittle fracture. This characterization is often applied even if the 
micromechanism of material separation involves plastic flow and would otherwise be considered a ductile 
micromechanism. 

Ductile fractures are characterized by tearing of metal accompanied by appreciable gross plastic deformation and 
expenditure of considerable energy. Ductile tensile fractures in most materials have a gray, fibrous appearance and are 
classified on a macroscopic scale as either flat-face (square) or shear-face (slant-shear) fractures. 

Brittle fractures are characterized by rapid crack propagation with less expenditure of energy than in ductile fractures and 
without appreciable gross plastic deformation. Brittle tensile fractures are of the flat-face type, and are produced under 
plane-strain conditions with little or no necking (Fig. 2). 

 

FIG. 2 TYPICAL CONSTRAINT CONDITIONS FOR PLANE-STRAIN AND PLANE-STRESS FRACTURE IN A TENSILE 
BAR. (A) LOW-STRESS, THICK-PLATE, THIN-CYLINDER, NO-CONTRACTION PLANE-STRAIN. (B) LOW-STRESS, 
THIN PLATE, FREE-CONTRACTION PLANE-STRESS. (C) HIGH-STRESS, THICK-PLATE, THICK-CYLINDER, FREE-
CONTRACTION PLANE-STRESS. STRESSES AND STRAINS ARE HIGH AT THE CRACK TIP, AND THE HIGH 
STRAINS IN THE X- AND Y-DIRECTIONS AT A CRACK TIP INDUCE A CONTRACTION IN THE Z-DIRECTION. IF 
THE CONTRACTION (PLASTIC) ZONE IS LONG AND THIN, CONTRACTION IS PREVENTED BY THE 
SURROUNDING MATERIAL, WHICH THUS CONSTRAINS THE CONTRACTION AND EXERTS A STRESS IN THE Z-
DIRECTION SO AS TO KEEP 0 = 0 SUCH THAT Z = ( Z/E) - [ ( X + ( Y)/E] = 0 OR Z = ( X + Y), 
WHERE IS POISSON'S RATIO. IF PLASTICITY OCCURS, THE VALUE OF APPROACHES 0.5. THE ABOVE IS 

FOR PLAIN-STRAIN. FOR PLANE-STRESS, CONTRACTION IS UNHINDERED, IN WHICH CASE Z = - [( X + 



Y)/E] AND Z = 0. 

Fracture Micromechanisms. The micromechanisms of fracture can be defined as ductile and brittle fracture, provided 
that the terms are clearly distinguished from the geometric and mechanical constraints that distinguish brittle and ductile 
fracture on a component or structural level. Nonetheless, ductile fracture is clearly associated with dimpled rupture, while 
brittle fracture mechanisms produce the well-known fracture features of:  

• TRANSGRANULAR CLEAVAGE OR QUASICLEAVAGE  
• INTERGRANULAR SEPARATION  
• FEATURES ON TRANSGRANULAR FACETS, SUCH AS RIVER MARKS, HERRINGBONE 

PATTERNS, OR TONGUES  
• CRAZING (IN POLYMERS)  

In this context, the micromechanisms of fracture can be appropriately defined as ductile or brittle, depending on whether 
or not the micromechanisms require plastic flow for material separation. A crystalline material can separate by a 
combination of two micromechanisms: plastic flow and physical separation of atomic planes. While separation of atomic 
planes generally requires a high stress, the energy absorbed to create the two surfaces is very small from an engineering 
standpoint. Fracture micromechanisms that occur primarily by separation of atomic planes are described as brittle. 
Fracture by plastic flow takes on the order of 106 times as much energy as fracture by separation of atomic planes. The 
atomic surface energy of pure metals is in the range of 0.1 to 10 J/m2 (Ref 2, 3), and the JIc, a measure of surface energy, 
is in the range of 104 to 106 J/m2 for typical engineering materials (Ref 4). Fracture micromechanisms that occur with a 
significant amount of plastic flow are generally termed ductile. 

Fracture Micromechanism Maps. Putting the distinction between brittle and ductile fracture mechanisms in a broader 
perspective, Ashby et al. (Ref 5) and Ghandi and Ashby (Ref 6) constructed a series of deformation mechanism maps for 
crystalline materials. Several of these maps are shown in Fig. 3 (Ref 7). They classified brittle fractures into three distinct 
types: modes I, II, and III. (These are different from the three modes of crack growth: mode I, opening; mode II, in-plane 
shear; and mode III, anti-plane shear.) Mode I brittle fractures originate from flaws or cracks in the structure and occur at 
lower normalized stresses. Little or no plastic deformation occurs. In contrast, microscopic yielding occurs before and 
during mode II brittle fractures, but the plastic strains are not significant. Mode II and mode III brittle fractures occur in 
materials in which the flaws or inclusions are smaller than the relevant microstructural unit, usually the grain size. During 
mode III brittle fracture, macroscopic yielding occurs before fracture. As the material deforms, the capacity for further 
deformation is exhausted and the material fractures by a brittle micromechanism. In all cases, the fracture path can be 
transgranular (cleavage) or intergranular. The three brittle fracture mechanisms are schematically shown in Fig. 4, along 
with stress-strain curves for each mode and for ductile fracture. While high-temperature fracture may absorb a significant 
amount of energy, the inelastic deformation is strongly rate dependent, in contrast to that for low-temperature fracture, 
and is therefore classified as a distinct mechanism. Most low-temperature fracture is brittle (Table 2). Constraint (Fig. 2a) 
can also effect abrupt, brittle-like fracture in plane-strain conditions. 

TABLE 2 CHARACTERISTICS OF THE VARIOUS LOW-TEMPERATURE FRACTURE MODES 

FRACTURE 
PRECEDED  

FRACTURE 
NUCLEATION  

INITIAL 
CRACK 
PROPAGATION  

FINAL 
CRACK PROPAGATION  

FRACTURE 
MODE 
BY 
MACROSCOPIC 
YIELDING  

MODE I 
BRITTLE 
FRACTURE  

BY PRESENCE OF PRE-
EXISTING FLAWS  

NONE  BY CLEAVAGE OR 
INTERGRANULAR 
FRACTURE WITH LIMITED 
CRACK-TIP PLASTICITY  

NO  

MODE II 
BRITTLE 
FRACTURE  

BY MICROSCOPIC 
YIELDING AT YIELD 
STRENGTH  

TO SOMETHING ON 
THE ORDER OF THE 
SIZE OF A GRAIN  

BY CLEAVAGE OR 
INTERGRANULAR 
FRACTURE WITH LIMITED 
CRACK-TIP PLASTICITY. 
FOR BCC TRANSITION 

NO  



METALS, IMMEDIATELY 
FOLLOWING YIELDING, 
BECAUSE Y > F.  

MODE III 
BRITTLE 
FRACTURE  

BY MICROSCOPIC 
YIELDING AT YIELD 
STRENGTH  

TO SOMETHING ON 
THE ORDER OF THE 
SIZE OF A GRAIN; 
BECAUSE Y < F, 
MULTIPLE 
MICROCRACKING IS 
FOUND  

• BY CLEAVAGE 
BETWEEN 
MICROCRACKS 
OR BY 
INTERGRANULAR 
FRACTURE 
BETWEEN 
MICROCRACKS.  

• EXTENSIVE 
CRACK-TIP 
PLASTICITY.  

• SOME FIBROUS 
TEARING AT THE 
HIGHEST 
TEMPERATURES 
OF MODE III 
FRACTURE.  

 

LIMITED  

DUCTILE 
FRACTURE  

BY INHOMOGENEOUS 
PLASTIC 
DEFORMATION AT 
MULTIPLE LOCATIONS-
-FREQUENTLY SITES OF 
SECOND-PHASE AND 
NONDEFORMING 
PARTICLES  

VOID GROWTH AT 
THE LOCATIONS OF 
FRACTURE 
NUCLEATION. 
GROWTH BY PLASTIC 
DEFORMATION 
PROCESSES.  

BY VOID LINKUP VIA 
DUCTILE MICRORUPTURE 
OR SHEARING  

EXTENSIVE  

 

 

FIG. 3 FRACTURE MECHANISM MAPS FOR FCC, BCC, AND HCP METALS, ALKALI HALIDES, REFRACTORY 
OXIDES, AND COVALENTLY BOUND MATERIALS. NOTE THAT FCC METALS DO NOT EXHIBIT BRITTLE MODES OF 
FAILURE, BCC AND HCP METALS EXHIBIT A LIMITED RANGE OF DUCTILE BEHAVIOR, AND ALKALI HALIDES, 



REFRACTORY OXIDES, AND COVALENTLY BOUND MATERIALS DO NOT EXHIBIT DUCTILE MODES OF FAILURE. 
BIF, BRITTLE INTERGRANULAR FRACTURE. SOURCE: REF 7 

 

FIG. 4 SCHEMATIC OF STRESS-STRAIN CURVES OF BRITTLE AND DUCTILE FRACTURE (GC = CRITICAL STRAIN 
ENERGY RATE). (A) MODE I BRITTLE FRACTURE OCCURS WITHOUT PLASTIC DEFORMATION, EXCEPT PERHAPS 
TO A LIMITED DEGREE IN THE MATERIAL ADJACENT TO THE CRACK TIP. MODE I FRACTURE MAY PROPAGATE 
TRANSGRANULARLY OR INTERGRANULARLY BRITTLE INTERGRANULAR FRACTURE, BIF. (B) MODE II BRITTLE 
FRACTURE IS PRECEDED BY MICROSCOPIC, BUT NOT MICROSCOPIC, PLASTIC DEFORMATION. INDEED, 
PLASTIC DEFORMATION NUCLEATES CRACKS THAT MAY PROPAGATE BY CLEAVAGE OR IN AN INTERGRANULAR 
MODE (AS SHOWN SCHEMATICALLY). (C) MACROSCOPIC DEFORMATION TAKES PLACE BEFORE FRACTURE BY 
MODE III BRITTLE FRACTURE. A LIMITED REDUCTION IN AREA IS OBTAINED IN A TENSILE TEST, BUT 
FRACTURE PROPAGATION BY CLEAVAGE OR BIF TAKES PLACE PRIOR TO NECKING. (D) DUCTILE TENSILE 
FRACTURE PROPAGATION IS PRECEDED BY NECKING. MICROSCOPIC VOIDS FORM THROUGHOUT THE 
MATERIAL, AND SUBSEQUENTLY GROW AND COALESCE BY MEANS OF PLASTIC DEFORMATION PROCESSES. 
VOIDS ARE NUCLEATED FREQUENTLY AT INCLUSIONS BUT MAY ALSO BE FORMED IN REGIONS OF INTENSE, 
HETEROGENEOUS SLIP. VOID LINKUP IS RESTRICTED TO THE NECKED REGION OF THE TENSILE SAMPLE. 
SOURCE: REF 7 

Face-centered cubic (fcc) metals are unique in that they do not exhibit any brittle modes of fracture. (Iridium and rhodium 
are the exceptions to this statement.) As seen in the fracture mechanism maps, body-centered cubic (bcc) metals and 
hexagonal close-packed (hcp) metals undergo a transition from mode III brittle fracture to ductile fracture. For bcc metals, 



this transition is related to the strong temperature and rate dependence of the flow stress. At low temperatures, the flow 
stress is above the stress required to nucleate voids, which then propagate by cleavage or intergranular fracture (both of 
which are discussed in the following sections). For hcp metals, the limited number of slip systems active at low 
temperatures prevents significant plastic deformation, and the metal fractures in a brittle manner. At higher homologous 
temperatures, secondary slip systems are activated, enabling the macroscopic plasticity required for ductile fracture. 

Alkali halides, refractory oxides, and covalently bound materials exhibit only brittle modes of fracture and high-
temperature fracture. For alkali halides (e.g., NaCl), the stress to initiate plastic flow can be less than the stress to initiate 
a void and cause mode II or mode III brittle fracture, but (as for hcp metals at low temperatures) the limited number of 
slip systems prevents the distribution of plastic strain necessary for ductile behavior. Refractory oxides (e.g., MgO and 
Al2O3) have stronger bonding (mixed ionic, covalent) than the ionically bonded alkali halides. Accordingly, the flow 
stress is much higher than the stress to initiate voids, and ductile fracture is not observed. The same is true for covalently 
bound materials (e.g., Si, SiC, Si3N4). 

Polymeric materials and blends can be classified into modes of brittle fracture similar to those for metals, alkali halides, 
ceramics, and covalently bound materials, although the time-dependent nature of polymeric deformation suggests 
classification as a high-temperature fracture. Ductile fracture is also observed for polymers. A stress-strain curve for a 
polymer that exhibits ductility is schematically represented in Fig. 3. Large, inhomogeneous plastic strain occurs prior to 
ductile fracture of polymers. 

 
References cited in this section 

1. V. KERLINS AND A. PHILLIPS, MODES OF FRACTURE, METALS HANDBOOK, 9TH ED., VOL 12, 
1987, P 12-71 

2. H. JONES, THE SURFACE ENERGY OF SOLID METALS, METAL SCIENCE JOURNAL, VOL 5, 1971, 
P 15 

3. D.A. PORTER AND K.E.EASTERLING, PHASE TRANSFORMATIONS IN METALS AND ALLOYS, VAN 
NOSTRAND REINHOLD, 1981, P 113 

4. B. FAUCHER AND W.R. TYSON, IN FRACTURE MECHANICS, 18TH SYMPOSIUM, STP 945, ASTM, 
1985, P 164-178 

5. M.F. ASHBY, C. GHANDI, AND D.M.R.TAPLIN, ACTA METALLURGICA, VOL 27, 1979, P 699 
6. C. GHANDI AND M.F.ASHBY, ACTA METALLURGICA, VOL 27, 1979, P 1565 
7. T.H. COURTNEY, MECHANICAL BEHAVIOR OF MATERIALS, MCGRAW-HILL, 1990 

Micromechanisms of Monotonic and Cyclic Crack Growth 

Todd S. Gross, University of New Hampshire; Steven Lampman, ASM International 

 

Micromechanisms of Monotonic Fracture 

Within the general context of the previous discussions on fracture modes, this section presents generic descriptions of 
monotonic fracture micromechanisms. For fcc, hcp, and bcc metals, the ductile micromechanism of fracture is microvoid 
coalescence. The brittle micromechanisms of fracture are cleavage, intergranular fracture, and crazing (for polymeric 
materials). Some evidence of the first three micromechanisms can be observed on fracture surfaces of many structural 
metals. However, every attempt is usually made to encourage the occurrence of microvoid coalescence, because it absorbs 
the most energy during fracture. 

Microvoid Coalescence. The only "low-temperature" ductile micromechanism of monotonic fracture (Table 2) is 
microvoid coalescence. Another term used to describe this mode is dimpled rupture. While it is a ductile 
micromechanism, the presence of microvoid coalescence on a fracture surface does not guarantee that the fracture 
absorbed a significant amount of energy. There are a number of situations where dimpled rupture is observed for 



embrittled materials. Also, dimpled fracture surfaces are observed when voids form on grain boundaries during high-
temperature deformation. 

Figure 5 is a scanning electron micrograph of a steel fracture surface in which the material failed by microvoid 
coalescence. Voids initiate at second-phase particles or inclusions either by particle-matrix decohesion, cracking of the 
particle, or a combination. Upon continued plastic deformation, the voids grow and cause fracture when they impinge on 
one another. Microvoid coalescence is also observed in polymers. Broek (Ref 8) has shown that the dimple diameter and 
the inclusion spacing correlate quite well in aluminum alloys, as shown in Fig. 6. 

 

FIG. 5 MICROVOID COALESCENSE IN QUENCHED-AND-TEMPERED (200 °C) 4140 STEEL. ONE CAN SEE VOID-
INITIATING PARTICLES AT THE BOTTOM OF SOME DIMPLES. 



 

FIG. 6 CORRESPONDENCE OF THE DIMPLE SIZE TO THE INCLUSION SPACING IN SEVERAL ALUMINUM 
ALLOYS. THIS PROVIDES STRONG EVIDENCE THAT MICROVOIDS ARE NUCLEATED AT INCLUSIONS. NUMBERS 
REPRESENT ALUMINUM ALLOY DESIGNATIONS; ELLIPSES INDICATE SCATTER. SOURCE: REF 8 

The sequence of fracture is void initiation, void growth, and finally coalescence. Accordingly, the effect of 
microstructural variables on each step has been studied in detail. Two reviews provide summaries of both experimental 
studies and analytical models of microvoid coalescence (Ref 9, 10). These two articles summarize two to three decades of 
the study of fracture and are gateways to the vast literature on the subject. Several textbooks also provide useful and more 
detailed summaries of the phenomenon of microvoid coalescence (Ref 7, 11, 12). The following paragraphs briefly 
summarize the important observations. 

Void initiation or nucleation occurs by particle-matrix decohesion or particle cracking. Particle-matrix decohesion can be 
negatively affected by interfacial segregation of trace elements. Smaller particles require a greater plastic strain for void 
initiation. In some materials, a critical strain defines void initiation; in others, void initiation is more closely correlated 
with stress level. In some systems, the void-initiating particles are damaged by the initial hot or cold forming process, so 
void initiation by cracking occurs at low stresses. 

For systems containing large volume fractions of particles, the stress fields around the particles interact in such a way as 
to minimize the effect of particle size on initiation. The void initiation process is affected by the state of stress. Figure 7 
compares Al2O3 particle-reinforced 6061 aluminum alloy tensile specimens fractured in tension with 300 MPa hydrostatic 
compression to a specimen fractured at atmospheric pressure. The increased reduction of area in the specimen fractured at 
high pressure was attributed, in part, to suppression of void initiation (Ref 13). Accordingly, a hydrostatic tensile stress 
(such as that present at a crack tip) would tend to enhance void initiation. 



 

FIG. 7 EFFECT OF ATMOSPHERIC PRESSURE ON FRACTURE OF A DISCONTINUOUSLY REINFORCED ALUMINUM 
METAL-MATRIX COMPOSITE. FRACTURED TENSILE SPECIMENS AT (A) 0.1 MPA AND (B) 300 MPA AND 
RESPECTIVE FRACTURE SURFACES. THE INCREASED REDUCTION OF AREA IN THE HIGH-PRESSURE FRACTURE 
IS ATTRIBUTED TO SUPPRESSION OF VOID INITIATION AND GROWTH. 

Void growth, which is strongly affected by microstructure, is thought to absorb most of the work of fracture. Void growth 
can occur by plastic flow of the matrix or by linkup of smaller voids surrounding the large initial void. Triaxial stresses, 
such as those occurring at a notch, accelerate void growth and tend to encourage the formation of spherical dimples. 
Anything that short-circuits the void growth process will degrade the fracture resistance. Conversely, any microstructural 
feature that inhibits or interferes with void growth will enhance fracture resistance. 

Void coalescence occurs by several mechanisms. The voids can grow until the remaining ligament ruptures. Void 
impingement absorbs the most energy. Voids can also coalesce by shear rupture. Because the volume of material that 
absorbs energy is more restricted, shear rupture is thought to absorb less energy. Void coalescence can also occur by 
linkup of smaller voids formed at smaller particles along bands of shear between large voids. This phenomenon, termed 
void sheet coalescence, degrades the fracture toughness. The classic micrograph, showing void sheet formation between 
two larger voids formed at sulfide inclusions in 4340 steel, is shown in Fig. 8. 



 

FIG. 8 LARGE VOIDS IN AISI 4340 LINKED BY NARROW VOID SHEETS CONSISTING OF SMALL MICROVOIDS. 
(A) SECTION THROUGH THE NECKED REGION OF A 4340 STEEL SPECIMEN SHOWING THE FORMATION OF A 
VOIDS SHEET BETWEEN TWO VOIDS FORMED AT LARGER INCLUSIONS. (B) SCHEMATIC OF NUCLEATION AT 
SMALLER PARTICLES ALONG THE DEFORMATION BANDS. 

The anisotropy of fracture toughness in wrought metals is attributed to the anisotropic distribution and shape of void-
initiating particles that result from forming operations. The effect of the shape and distribution of the inclusions is clearly 
exhibited on the fracture surfaces. Shape control of sulfide inclusions in steel is a well-known method to improve the 
short-transverse fracture toughness. 

Crack growth by microvoid coalescence exhibits a zig-zag pattern in cross section, as shown by Fig. 9 and 10. The reason 
for this morphology is that the plastic strain at a crack tip is maximum at an angle 45° from the macroscopic plane of 
growth (Ref 15). Void initiation and growth are thought to be controlled by plastic strain. When the specimen or 
component is thick with respect to the plastic zone radius, the crack is in a state of plane strain and the crack plane is 
perpendicular to the maximum principal stress. The dimples are elongated in the same direction on opposing sides of the 
fracture surface. When the component is thin with respect to the plastic zone radius, the fracture surface is inclined at 
approximately 45° to the principal stress and is in a state of plane stress. The inclined fracture surfaces are loaded in 
shear, and the dimples are elongated in opposite directions on opposing sides of the fracture surface. 

 

FIG. 9 DUCTILE CRACK GROWTH IN A 45° ZIG-ZAG PATTERN. THE PLANE OF MAXIMUM STRAIN IS 45° FROM 



THE MACROSCOPIC GROWTH DIRECTION, WHICH CAUSES MICROVOIDS TO GROW IN A ZIG-ZAG PATTERN. 

 

FIG. 10 DUCTILE CRACK GROWTH IN A HIGH-STRENGTH LOW-ALLOY STEEL (A710). THE ZIG-ZAG CRACK 
GROWTH RESULTS FROM VOID INITIATION AND GROWTH ON THE PLANE OF MAXIMUM STRAIN, AS 
ILLUSTRATED IN FIG. 9. 

Cleavage. Cleavage fracture is a transgranular, low-energy fracture that occurs primarily by separation of atomic bonds 
on low-index atomic planes. Because cleavage occurs along well-defined crystallographic planes within each grain, a 
cleavage fracture will change directions when it crosses grain or subgrain boundaries (Fig. 11). Engineering materials 
contain second-phase constituents; therefore, true featureless cleavage is difficult to obtain, even within a single grain. 
Transition of the crack from one grain to another and interaction with tilt/twist boundaries generate characteristic river 
lines (Fig. 12). In hcp metals, a feature called a cleavage tongue is caused when the crystallographic crack interacts with 
small twins (Ref 16). Although cleavage fracture occurs by separation of atomic bonds, the river lines are tear ridges that 
form by plastic deformation and absorb energy. The difference between the calculated thermodynamic surface energy, 14 
J/m2, and the experimentally measured energy, 23 J/m2, to form a cleavage crack in Fe-4Si has been attributed in part to 
the energy absorbed by tear ridge formation and crack reinitiation at grain boundaries (Ref 17, 18). The energy to 
reinitiate the crack on crossing grain boundaries is one reason that toughness increases with a decrease in grain size. 

 

FIG. 11 SCHEMATIC OF CLEAVAGE THROUGH GRAINS AT A BLUNT CRACK TIP. EACH FACET THROUGH A 
GRAIN IS FLAT AND SO PROVIDES A HIGHLY REFLECTIVE SURFACE. 



 

FIG. 12 EFFECT OF TWIST BOUNDARY ON CLEAVAGE DECORATION. (A) FRACTURE MODELS SHOWING A 
TWIST BOUNDARY AND THE NEW CLEAVAGE STEPS THAT DEVELOP AS THE PROPAGATING CRACK CROSSES A 
TWIST BOUNDARY. (B) CLEAVAGE STEPS INITIATING AT A TWIST BOUNDARY (OPEN ARROW) ON A FRACTURE 
SURFACE (TEM, PLASTIC-CARBON REPLICA) B-66 (5% MO, 5% V, 1% ZR.) SOLID BLACK ARROW INDICATES 
FRACTURE DIRECTION. FEATHER MARKS EXIST BETWEEN STEPS. 

Cleavage fracture occurs in materials that exhibit little or no capacity for plastic deformation (covalently bound materials, 
alkali halides, refractory oxides) as well as materials that exhibit significant plastic deformation (bcc and hcp metals). In 
materials with limited capacity for plastic deformation, it is not too surprising that the mechanism of fracture is by 
separation of atomic bonds. However, the cleavage fracture of bcc and hcp metals has perplexed and fascinated 
researchers for decades. The focus has been the ductile-to-brittle transition in steels because of its obvious technological 
significance. 

Cleavage fracture in steels has been difficult to explain because the crack tip stress is below the theoretical fracture stress. 
Due to crack-tip blunting and redistribution of stresses due to yielding, the crack-tip stress is typically no more than 3 to 4 
times the yield stress. Considering a range of yield strength from 400 to 1000 MPa, this indicates that crack-tip stresses 
are 4000 MPa at best. This is sufficiently below the theoretical fracture stress (E/π ~70,000 MPa for iron) to cause 
fracture that one must invoke some other mechanism to explain the brittle fracture. In steels, the most commonly accepted 
explanation is that carbides fracture ahead of the crack tip, producing sharp, Griffith-type cracks that have crack-tip 
stresses equal to the theoretical fracture stress (Ref 19). The carbides fracture due to stresses from dislocation pileups. The 
key to this mechanism is that the crack remains sharp. Cleavage cracks in iron can arrest at grain boundaries if the crack 
blunts or if the local stresses are below that required for continued growth. 

In the oft-quoted Ritchie, Knott and Rice (RKR) model (Ref 20), it is proposed that the crack-tip stress must exceed the 
stress required to propagate the crack from the carbide over a critical distance before the crack will propagate. It is 
suggested that this distance is one to two grain diameters. Subsequent researchers have proposed various statistical 
arguments to explain the grain size dependence, the thickness dependence, and the scatter in fracture strength values (Ref 
21, 22, 23). While these are all generally based on a weakest link argument, considerable progress has been made in 
understanding cleavage fracture in steels. 



Cleavage fracture is also observed for metals and ceramics in conditions of stress-corrosion cracking and hydrogen-
assisted cracking. In fact, fcc austenitic stainless steel, which normally fails by microvoid coalescence, will exhibit stress-
corrosion crack growth by transgranular cleavage in certain aqueous solutions (e.g., NaCl solutions). The simplistic 
explanation of stress-corrosion cleavage crack growth is that the corrosive environment acts to break the crack-tip bonds 
and thereby lowers the apparent thermodynamic surface energy. The phenomenon is considerably more complicated, and 
the reader is referred to Ref 24 for recent literature on stress-corrosion cracking. 

Intergranular fracture is always associated with low toughness and low ductility and is therefore an undesirable 
fracture mode. The fracture surface is faceted and is often characterized as being similar to rock candy. The explanation is 
simply that the grain boundaries are usually stronger than the interior, but when they are not, the grain boundary is the 
failure path. Some of the causes of intergranular fracture are:  

• INTRINSIC WEAKNESS OF THE GRAIN BOUNDARIES  
• PRECIPITATION OF A BRITTLE PHASE OR SEGREGATION OF AN EMBRITTLING ELEMENT 

ON THE GRAIN BOUNDARY  
• EMBRITTLEMENT OF THE GRAIN BOUNDARY BY HYDROGEN OR OTHER AGGRESSIVE 

ENVIRONMENTS  
• INTERGRANULAR CORROSION  

Thompson and Knott (Ref 17) provide a brief description of current theories of intergranular fracture. The theories either 
focus on the reason for intrinsic grain boundary weakness or on the effect of segregation of embrittling elements. 

Crazing of Polymers. Above the glass temperature, amorphous polymers generally fail by rupture that may be assisted 
by void initiation. The usage of amorphous polymers above the glass temperature is generally not for structural purposes, 
and therefore fracture is not a significant problem. Nylon is a crystalline polymer used for structural applications and the 
glass transition temperature is 55 °C. Polymer failure above the glass temperature is quite ductile. Below the glass 
temperature, both amorphous and crystalline polymers can fail by propagation of crazes. An individual craze is similar in 
appearance to a crack, except that bundles of polymer chains form fibrils that bridge the boundaries of the craze. The 
density of the craze is significantly less than that of the parent matrix. The schematic in Fig. 13 shows side and top views 
of a craze. The craze is a preferred fracture path. Material separation typically occurs at the craze-matrix interface. This 
can occur in patches or bands (Fig. 14). Fibril failure is sometimes observed. 



 

FIG. 13 SCHEMATIC OF CRAZE FORMATION. (A) OUTLINE OF A CRAZE TIP. (B) CROSS SECTION IN THE 
CRAZE PLANE ACROSS CRAZE MATTER TUFTS. (C,D) ADVANCE OF THE CRAZE FRONT BY A COMPLETED 
PERIOD OF INTERFACE CONVOLUTION 



 

FIG. 14 CRAZE FRACTURE SURFACE (A) PATCH MORPHOLOGY AND (B) BAND MORPHOLOGY 

Failure of amorphous polymers below the glass temperature, Tg, is often incorrectly associated with brittle fracture 
behavior. This is because failure by propagation of a single craze does not absorb much energy. The brittle tensile failure 
of polymethylmethacrylate (PMMA, Tg ~105 °C) at room temperature typically occurs by craze propagation. However, 
polycarbonate, an amorphous polymer with Tg ~145 °C, exhibits considerable ductility (one application is "bulletproof" 
glass). The explanation for this effect is that amorphous polymers can yield by craze formation and/or shear yielding. The 
yield surfaces for crazing and shear yielding under biaxial stress is depicted in Fig. 15. When a polymer yields by shear 
band formation, prior to craze formation, fracture is suppressed until the ability of the matrix to form shear bands is 
exhausted. Then, fracture will occur by propagation of a craze. When craze formation is favored over shear band 
formation, the polymer initiates a craze that typically propagates to failure. 



 

FIG. 15 SHEAR AND YIELD LOCI UNDER BIAXIAL STRESSES. ONLY SHEAR YIELDING IS OBSERVED FOR 
BIAXIAL COMPRESSIVE STRESSES ( 1, 2 < 0). POINTS C AND D ARE THE UNIAXIAL TENSILE STRESSES 
REQUIRED FOR CRAZING AND SHEAR YIELDING, RESPECTIVELY. APPLICATION OF A HYDROSTATIC STRESS 
MOVES THE CRAZE YIELD LOCUS AWAY FROM THE ORIGIN. THE DASHED LINE SHOWS THE CRAZE YIELD 
LOCUS FOR LOWER HYDROSTATIC PRESSURE WITH C' LOWER THAN D. A TENSILE TRIAXIAL STRESS WOULD 
MOVE THE CRAZE LOCUS CLOSER TO THE ORIGIN 

It is interesting, however, to note that the plane-strain fracture toughness of PMMA and polycarbonate are comparable. 
For PMMA, Kc = 0.9 to 1.4 MPa m ; for polycarbonate, Kc = 1.0 to 2.6 MPa m  (Ref 25). This is in contrast to the 
tensile ductility of 5% for PMMA and 130% for polycarbonate (Ref 26). The Izod impact toughness is 0.5 ft ft · lb/in. for 
PMMA and 16 ft · lb/in. for polycarbonate. Clearly, the competition between shear band formation and craze formation 
has a major impact on the toughness, but the testing methods may yield conflicting results. The tendency for craze 
formation is enhanced by a hydrostatic tensile stress (Ref 27). Presumably, the triaxial tensile stress at the tip of a sharp 
crack in a fracture toughness test favors craze formation, resulting in lower apparent fracture toughness. The blunt notch 
of an Izod impact test would have a lower triaxial tensile stress and would tend to favor shear band formation in 
polycarbonate. 

Polymers that yield by craze formation can be toughened by distribution of micrometer-sized (or less) rubber particles in 
the brittle matrix. The rubber particles act as stress concentrators that initiate and ultimately blunt crazes. In addition, 
because the particles are widely distributed, they encourage the formation of a dense network of crazes that absorbs a 
considerable amount of energy. Also, the compliance of the crazed material is greater than that of the glassy matrix, so the 
stress concentration at the crack tip is reduced. 

References 28, 29, 30 provide additional details on polymeric fracture. 
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Cyclic Crack Growth 



Crack growth during uniaxial cyclic deformation occurs by initiation of a microcrack that propagates on a plane close to 
that for maximum shear. This is termed a stage I fatigue crack. As the crack extends, it rotates from the plane of 
maximum shear to the plane normal to the principal stress and is then termed a stage II fatigue crack. This transition is 
shown in Fig. 16. This section focuses first on the factors influencing the initiation of fatigue cracks, then on the 
micromechanisms and the effects of microstructure and environment on long fatigue crack growth. 

 

FIG. 16 CROSS SECTION THROUGH A CRACK THAT INITIATES ON THE MAXIMUM SHEAR PLANE AND GROWS 
AS A STAGE I FATIGUE CRACK UNTIL IT ROTATES NORMAL TO THE MAXIMUM TENSILE STRESS RANGE AND 
BECOMES A STAGE II FATIGUE CRACK. SOURCE: REF 31 

Fatigue of uncracked metals is traditionally divided into low-cycle and high-cycle fatigue. The transition is usually 
associated with about 1000 to 2000 cycles to failure. Low-cycle fatigue involves bulk plasticity, whereas deformation in 
high-cycle fatigue is primarily elastic. The micromechanisms of crack growth at stresses in the low-cycle fatigue region 
are quite similar to monotonic crack growth. This discussion is restricted to crack growth rates less than approximately 1 

m per cycle, which corresponds to the high-cycle fatigue region. 

Fatigue Crack Initiation 

In single-phase, flaw-free, fcc metals, crack initiation is associated with persistent slip bands. As the dislocations exit the 
surface and possibly try to re-enter, the surface roughens. A protrusion that is composed of intrusions and extrusions 
forms at the intersection of the persistent slip band and the surface. The surface roughening and protrusion further localize 
the stresses and cyclic plastic strain until a microcrack initiates in the persistent slip band (Ref 32). If the environment is 
completely benign, the surfaces of the cracks can reweld thereby retarding the formation of a crack. Rewelding is strongly 
inhibited by oxidation of the intrusion-extrusion surfaces if they are exposed to an oxidizing environment (Ref 32). 

Environment also has an effect on slip morphology and crack initiation in bcc metals (Ref 33). Samples of vacuum-arc 
remelted iron fatigued in high vacuum exhibit generalized surface rumpling, and the cracks initiate exclusively on the 
grain boundaries. The same samples fatigued in air exhibit well-defined slip lines, and cracks grow along the slip lines 
(Ref 33). Presumably, the reversibility of surface slip is inhibited in oxygen-containing environments, leading to 
concentration of slip and crack initiation. The presence of water vapor has been shown to cause grain boundary sliding 
and microvoid formation on boundaries (Ref 33). 

In commercial alloys, fatigue crack initiation occurs at any feature that concentrates the local stress and plastic strain. 
Some of these features are voids, inclusions, twin boundaries, grain boundaries, stronger second phases, and notches. 
Crack initiation at voids occurs at the persistent slip bands emanating from the void. Crack initiation at inclusions can 
occur in a similar manner to that for voids, because a void can be considered an inclusion with an elastic modulus of zero. 
Sometimes inclusions are already cracked as a result of thermomechanical processing, and crack propagation occurs from 
the cracked inclusion. Sometimes the inclusion is cracked from the stress concentration resulting from blocking the 
persistent slip band. The inclusion can also debond from the matrix, and subsequent crack propagation will be similar to 
that from a void. 



Crack initiation under multiaxial loading can be quite complex. Usually, but not always, the crack initiates on the plane of 
maximum shear (Ref 34). Figure 17 shows how the plane of crack initiation corresponds to the plane of maximum shear 
for several combinations of axial and torsional loading on a hollow tube. In contrast to axial loading, shear cracks under 
torsional loading can propagate to significant lengths before rotating to the plane of maximum principal stress range. The 
higher the stress range, the longer the duration of shear crack growth. The article "Multiaxial Fatigue Strength" in this 
Volume discusses fatigue under multiaxial loading in greater detail. 

 

FIG. 17 CRACK DIRECTIONS UNDER VARIOUS BIAXIAL LOAD TYPES. THE CRACK DIRECTIONS CORRESPOND 
TO THE PLANE OF MAXIMUM SHEAR FOR DIFFERENT COMBINATIONS OF IN-PHASE TENSION-TORSION 
LOADING. THE MATERIAL IS INCONEL 718 (R = 0, 0.5% STRAIN AMPLITUDE). SOURCE: REF 34 

The crack size at the transition from a microcrack to a macrocrack is usually associated with some microstructural unit 
(e.g., grain size or inclusion spacing). More importantly, it is associated with rotation of the crack from the plane of 
maximum shear strain range to that of maximum tensile stress range. Another descriptor used to describe cracks is short 
cracks versus long cracks. One of the central assumptions of linear elastic fracture mechanics is that the crack length is 
"large" with respect to the extent of the process zone at the crack tip and with respect to the extent of the stress 
concentration. Short cracks do not meet this condition and are discussed in the article "Behavior of Small Fatigue Cracks" 
in this Volume. 

Because a significant portion of the high-cycle fatigue lifetime includes the initiation and growth of microcracks, many 
investigators have conducted studies of the growth of short cracks. In some of those studies, a long crack is shortened by 
removing material up to a short distance from the crack tip. In others, crack initiation from an artificial notch is studied. 
Yet another approach is to observe crack initiation and growth for a large number of cracks in a fixed area on a specimen. 
All three techniques have demonstrated that the rate of crack growth is discontinuous and is often greater than that 
extrapolated from "long" crack data. It is also a common observation that the crack-tip displacements exhibit both shear 
and opening displacements (Ref 35). 

Fatigue Crack Growth Mechanisms 

Stage I Growth. Fatigue crack initiation and growth during stage I occurs principally by slip-plane cracking. A typical 
stage I fatigue fracture is shown in Fig. 19. Stage I fatigue fracture surfaces are faceted, often resemble cleavage, and 
generally do not exhibit regularly spaced fatigue striations. Stage I fatigue is normally observed on high-cycle, low-stress 
fractures and is frequently absent in low-cycle, high-stress fatigue. 



 

FIG. 18 SCHEMATIC COMPARING CRACK ORIENTATIONS FOR TESTING IN DRY NITROGEN AND (HUMID) 
LABORATORY AIR. STAGE I CRACK GROWTH IS ENHANCED IN THE INERT ENVIRONMENT. SOURCE: REF 36 

The tendency toward stage I crack propagation is strongly affected by anything that concentrates slip and by 
environments that affect slip reversibility (Ref 36, 37). Repeated cutting and disordering of coherent precipitates is 
suggested to lead to concentrated slip for age hardened aluminum alloys. Figure 18 shows that stage I fatigue crack 
growth occurs in dry nitrogen at any frequency whereas stage II fatigue crack growth is observed at low frequencies in 
laboratory air. The oxidation of the fresh surface prevents the slip reversibility required for stage I fatigue crack growth. 
Many titanium and aluminum alloys are known to exhibit highly localized, concentrated slip and therefore to have a 
tendency toward stage I crack propagation. Conversely, microstructure that tends to homogenize slip (e.g., incoherent, 
closely spaced dispersoids or fine grains) will suppress the tendency for cracks to propagate by stage I, shear crack 
growth. 

 

 



FIG. 19 CLEAVAGELIKE, CRYSTALLOGRAPHIC ORIENTED STAGE I FATIGUE FRACTURE IN A CAST NI-14CR-
4.5MO-1TI-6AL-1.5FE-2.0(NB+TA) ALLOY 

In polycrystalline materials, the tendency toward localized strain is affected by the size of the crack-tip cyclic plastic zone 
relative to the grain or microstructural feature size (Ref 38). If the grain or microstructural packet is much bigger than the 
cyclic plastic zone, it is possible to have an extended, localized slip band for subsequent crack extension. The crack 
extends on the most favorably oriented plane in a given grain. Because the grains in a polycrystalline metal will have 
many different orientations, the macroscopic crack will have a zig-zag appearance. When the cyclic plastic zone is on the 
order of or bigger than the relevant microstructural unit, the tendency toward slip band cracking is suppressed and the 
crack becomes nearly planar. 

Stage II Crack Growth and Fatigue Striations. The largest portion of a fatigue fracture consists of stage II crack 
growth, which generally occurs by transgranular fracture and is more influenced by the magnitude of the alternating stress 
than by the mean stress or microstructure. Fatigue fractures generated during stage II fatigue may exhibit crack marks 
known as fatigue striations (Fig. 20), which are a visual record of the position of the fatigue crack front during crack 
propagation through the material. 

 

FIG. 20 UNIFORMLY DISTRIBUTED FATIGUE STRIATIONS IN AN ALUMINUM 2024-T3 ALLOY. (A) TEAR RIDGE 
AND INCLUSION (OUTLINED BY RECTANGLE). (B) HIGHER-MAGNIFICATION VIEW OF THE REGION OUTLINED 
BY THE RECTANGLE IN (A), SHOWING THE CONTINUITY OF THE FRACTURE PATH THROUGH AND AROUND THE 
INCLUSION 

During stage II fatigue, the crack often propagates on multiple plateaus that are at different elevations with respect to one 
another (Fig. 21). A plateau that has a concave surface curvature exhibits a convex contour on the mating fracture face 
(Ref 39). The plateaus are joined either by tear ridges or walls that contain fatigue striations. Fatigue striations often bow 
out in the direction of crack propagation and generally tend to align perpendicular to the principal (macroscopic) crack 
propagation direction. However, variations in local stresses and microstructure can change the orientation of the plane of 
fracture and alter the direction of striation alignment. 



Large second-phase particles and 
inclusions in a metal can change the 
local crack growth rate and resulting 
fatigue striation spacing. When a 
fatigue crack approaches such a 
particle, it is briefly retarded if the 
particle remains intact or is accelerated 
if the particle cleaves. In both cases, 
however, the crack growth rate is 
changed only in the immediate vicinity 
of the particle and therefore does not 
significantly affect the total crack 
growth rate. However, for low-cycle, 
high-stress fatigue, the relatively large 
plastic zone at the crack tip can cause 
cleavage and matrix separation at the 
particles at a significant distance ahead 
of the advancing fatigue crack. In 
effect, the cleaved or matrix-separated 
particles behave as cracks or voids that 
promote a tear or shear fracture 
between themselves and the fatigue 
crack, thus significantly advancing the 
crack front. Relatively small, 
individual particles have no significant 
effect on striation spacing (Fig. 20b). 

The distinct, periodic markings sometimes observed on fatigue fracture surfaces are known as "tire tracks," because they 
often resemble the tracks left by the tread pattern of a tire (Fig. 22). These rows of parallel markings are the result of a 
particle or a protrusion on one fatigue fracture surface being successively impressed into the surface of the mating half of 
the fracture during the closing portion of the fatigue cycle (Ref 39, 40). Tire tracks are more common for the tension-
compression than the tension-tension type of fatigue loading. The direction of the tire tracks and the change in spacing of 
the indentations within the track can indicate the type of displacement that occurred during the fracturing process, such as 
lateral movement from shear or torsional loading. The presence of tire tracks on a fracture surface that exhibits no fatigue 
striations may indicate that the fracture occurred by low-cycle, high-stress fatigue. 

Fatigue Crack Growth Rates and Striation Spacings. Fatigue 
striations provide very useful mechanistic information on fatigue 
crack growth, and a striation spacing and formation mechanisms. 
The spacing of fatigue striations provides important evidence for 
understanding the fatigue crack growth process, not because the 
spacing necessarily reveals much about the process itself, but 
because striations constitute unambiguous, quantitative evidence of 
the average increment by which a fatigue crack advances. 

Typically, one striation forms on each loading cycle, and it is clear 
from early experiments that one striation often evidences an 
increment of crack growth and arrest. More recent observations, by 
numerous investigators, have shown that one striation does not 
necessarily correspond to one cycle; tens to thousands of cycles 
may be required to obtain one striation (Ref 41). Data for both 
results appear to be correct, and many of the differences found 
have been due to studying different parts of the crack growth rate 
curve. Early work examined relatively large crack growth rates 
(>10-6 m/cycle), where striation spacing approximately equals the 
crack growth rate. Later studies have emphasized lower growth 
rates where striation spacing is larger than crack growth rate. 

 

FIG. 21 SCHEMATIC ILLUSTRATING FATIGUE STRIATIONS ON PLATEAUS 

 

FIG. 22 TIRE TRACKS ON THE FATIGUE 
FRACTURE SURFACE OF A QUENCHED-AND-
TEMPERED AISI 4140 STEEL. TEM REPLICA. 
(COURTESY OF I. LE MAY, METALLURGICAL 
CONSULTING SERVICES LTD.) 



In the near-threshold (stage I) regime, striation spacing can exceed crack growth rates by orders of magnitude (Ref 41). 
Based on a large amount of information collected for numerous materials, Grinberg (Ref 42) was the first to recognize the 
important fact that the minimum striation spacing observed, regardless of material, is approximately 0.1 μm. This has 
been found to be true for aluminum and its alloys; magnesium, nickel, and titanium alloys; and many steels. For cases in 
which the striation spacing increases with ∆K, the minimum spacing occurs near ∆Kth, or if data were not obtained at such 
low stress intensities, values obtained at higher ∆K extrapolate to ~0.1 μm at the threshold. The fact that striation spacing 
and crack growth rate diverge with decreasing ∆K, and that the minimum striation spacing is approximately constant for 
all materials, may have significant mechanistic implications, which are explored in Ref 41. 

For a stage II fatigue crack propagating under conditions of reasonably constant cyclic loading frequency and advancing 
within the nominal range of 10-5 to 10-3 mm/cycle, the Paris relation of crack growth rate (da/dN = C(∆K)m) is applicable. 
If a fatigue striation is produced on each loading cycle, da/dN represents the striation spacing. The Paris equation does not 
adequately describe stage I or stage III fatigue crack growth rates; it tends to overestimate stage I and often 
underestimates stage III growth rates. 

Stage III is the terminal propagation phase of a fatigue crack in which the striation-forming mode is progressively 
displaced by the static fracture modes, such as dimpled rupture or cleavage. The rate of crack growth increases during 
stage III until the fatigue crack becomes unstable and the part fails. Because the crack propagation is increasingly 
dominated by the static fracture modes, striation formation per cycle is expected to be intermittent. 

The profile of the fatigue fracture can vary, depending on the material and state of stress. Materials that exhibit fairly 
well-developed striations display a sawtooth-type profile (Fig. 23a) with valley-to-valley or groove-to-groove matching 
(Ref 40). Low compressive stresses at the crack tip favor the sawtooth profile; however, high compressive stresses 
promote the groove-type fatigue profile, as shown in Fig. 23(c) (Ref 43, 44). Jagged, poorly formed, distorted, and 
unevenly spaced striations (Fig. 23b), sometimes termed quasi-striations (Ref 40), show no symmetrical matching 
profiles. Even distinct sawtooth and groove-type fatigue surfaces may not show symmetrical matching. The local 
microscopic plane of a fatigue crack often deviates from the normal to the principal stress. Consequently, one of the 
fracture surfaces will be deformed more by repetitive cyclic slip than its matching counterpart (Ref 39). Thus, one 
fracture surface may show well-developed striations while its counterpart exhibits shallow, poorly formed striations. 

 

FIG. 23 SAWTOOTH AND GROOVE-TYPE (TYPE B) FATIGUE FRACTURE PROFILES OF A SINGLE FRACTURE 
(TOP) AND MATCHING FRACTURE SURFACE (BOTTOM). ARROWS SHOW CRACK PROPAGATION DIRECTION. (A) 
DISTINCT SAWTOOTH PROFILE (ALUMINUM ALLOY). (B) POORLY FORMED SAWTOOTH PROFILE (STEEL). (C) 
GROOVE-TYPE PROFILE (ALUMINUM ALLOY). IT SHOULD BE NOTED THAT MATCHING SURFACES CAN BE 
EITHER SELF-SIMILAR OR OF THE OPPOSITE TYPE. MUGHRABI ET AL. (REF 43) DISCUSS FIVE DIFFERENT 
SHAPES OF STRIATIONS FORMED IN AIR. MUCH MORE IRREGULAR AND POORLY FORMED PERIODIC 
MARKINGS HAVE BEEN FOUND ON FRACTURE SURFACES FORMED BY FATIGUE CRACK GROWTH IN VACUUM. 
STRIATIONS FORMED IN A VACUUM TEND TO BE ROUNDED BUT CLOSER TO TYPE A THAN TYPE B. SOURCE: 
REF 1, 41 

Under normal conditions, each striation is the result of one load cycle and marks the position of the fatigue crack front at 
the time the striation was formed. However, when there is a sudden decrease in the applied load, the crack can 
temporarily stop propagating, and no striations are formed. The crack resumes propagation only after a certain number of 



cycles are applied at the lower stress (Ref 40, 45). This phenomenon of crack arrest is believed to be due to the presence 
of a residual compressive stress field within the crack-tip plastic zone produced after the last high-stress fatigue cycle 
(Ref 40, 45). 

Fatigue crack propagation and therefore striation spacing can be affected by a number of variables, such as loading 
conditions, strength of the material, microstructure, and the environment (e.g., temperature and the presence of corrosive 
or embrittling gases and fluids). Considering only the loading conditions--which would include the mean stress, the 
alternating stress, and the cyclic frequency--the magnitude of the alternating stress (σmax - σmin) has the greatest effect on 
striation spacing. Increasing the magnitude of the alternating stress produces an increase in the striation spacing. While 
rising, the mean stress can also increase the striation spacing; this increase is not as great as one for a numerically 
equivalent increase in the alternating stress. Within reasonable limits, the cyclic frequency has the least effect on striation 
spacing. In some cases, fatigue striation spacing can change significantly over a very short distance. This is due in part to 
changes in local stress conditions as the crack propagates on an inclined surface. 

Mechanisms of Fatigue Striation Formation. Fatigue striations are found frequently on the fracture surfaces of 
aluminum alloys cycled in moist air, while for other alloys, striations are not always found. It is not clear in many 
instances why fatigue striations do not form, but it is a subject that has attracted considerable investigation. However, 
even if striations are not observed, the absence of fatigue striations does not mean that the basic mechanism by which 
cracks advance has been changed. This fact is illustrated by several examples in Ref 41. A lack of striations on a fatigue 
fracture surface may be due also to their having been obscured by crack-closure-induced rubbing of the fracture surfaces, 
as caused by mode II sliding. The debris caused by this process, reported by many investigators, is particularly prevalent 
when thick oxides form on newly exposed fracture surfaces. 

The mechanism of striation formation generally is a two-step process as a result of crack-tip blunting on the rising portion 
of the load, followed by resharpening as the load is released. The model of this mechanism is based on slip at the crack 
tip, although slip may not occur precisely at the crack tip due to the presence of lattice or microstructural imperfections 
(Ref 46, 47, 48). If stress is concentrated at a fatigue crack, plastic deformation (slip) will be confined to a small region at 
the tip of the crack while the remainder of the material is subjected to elastic strain. As shown in Fig. 24(a), the crack 
opens on the rising-tension portion of the load cycle by slip on alternating slip planes. As slip proceeds, the crack tip 
blunts, but it is resharpened by partial slip reversal during the declining-load portion of the fatigue cycle. This results in a 
compressive stress at the crack tip due to the relaxation of the residual elastic tensile stresses induced in the uncracked 
portion of the material during the rising load cycle (Fig. 24b). The closing crack does not reweld, because the new slip 
surfaces created during the crack-opening displacement are instantly oxidized, which makes complete slip reversal 
unlikely. Some fracture surfaces containing widely spaced fatigue striations exhibit slip traces on the leading edges of the 
striation and relatively smooth trailing edges, as predicted by the model (Fig. 24). Not all fatigue striations, however, 
exhibit distinct slip traces, as suggested by Fig. 24, which is a simplified representation of the fatigue process. 



 

FIG. 24 MECHANISM OF FATIGUE CRACK PROPAGATION BY ALTERNATE SLIP AT THE CRACK TIP. SKETCHES 
ARE SIMPLIFIED TO CLARIFY THE BASIC CONCEPTS. (A) CRACK OPENING AND CRACK-TIP BLUNTING BY SLIP 
ON ALTERNATE SLIP PLANES WITH INCREASING TENSILE STRESS. (B) CRACK CLOSURE AND CRACK-TIP 
RESHARPENING BY PARTIAL SLIP REVERSAL ON ALTERNATE SLIP PLANES WITH INCREASING COMPRESSIVE 
STRESS 

Striations are more commonly observed in air than in vacuum. The essential absence of striations on fatigue fracture 
surfaces of metals tested in vacuum tends to support the assumption that oxidation reduces slip reversal during crack 
closure, which results in the formation of striations. The lack of oxidation in hard vacuum promotes a more complete slip 
reversal, which results in a smooth and relatively featureless fatigue fracture surface. For fatigue crack growth in a 
vacuum, evidence points to a two-step process that begins with crack-tip blunting followed by a step evidencing less 
plasticity (Ref 41). The crack-tip blunting is accompanied first by the generation of numerous dislocations. As the crack 
advances, many of these dislocations do not return to the crack tip, but remain nearby and are detected in the transmission 
electron microscopy foils as a tangle of dislocations (Ref 41). The second step in striation formation is related to 
breakdown along a slip line, which forms during the crack blunting step. Formation and fracture of the slip line evidently 
leaves few dislocations behind, which might be construed as brittle materials behavior (Ref 41). 

In air, striation formation is also a two-step process, although the sequence of effects may depend on type A or type B 
striation (Fig. 23), as reported in Ref 41 from results of Nix and Flower (Ref 49). Nix and Flower state that a band of 
deformation accompanies the leading edge of the type A striation. But for the type B striation, the opposite is true, with 
the first part of the striation being caused by cleavage, followed by crack-tip blunting and dislocation generation. As such 
the type of striation that forms may depend on the combination of cleavage, dictated by the local tensile stress, followed 
by shear, controlled by the local shear stress, and the detailed profile developed depends on the orientation of the cleavage 
plane and the slip systems to the tensile and shear stresses. 



Fatigue Crack Growth in Duplex Microstructures. Duplex microstructures (such as in dual-phase steels, α-β titanium 
alloys, or metal-matrix composites) can have unique fatigue crack growth features, depending on whether the soft phase is 
continuous or whether the hard phase is continuous. A series of classic experiments were performed (Ref 50, 51) in which 
these two types of microstructures were obtained with martensite and ferrite. In both structures, crack initiation occurred 
at the ferrite-martensite interface. In the continuous ferrite microstructure, the crack deviated to avoid the martensite, 
leading to a more tortuous, rougher fracture surface. The crack path in the continuous martensite structure was flatter than 
the continuous ferrite, and the crack grew in the martensite, although the crack occasionally deviated by interaction with 
large ferrite grains. The crack growth rate was slower in the continuous martensite microstructure. While the crack path 
was rougher in the continuous ferrite structure, the continuous martensite structure exhibited higher closure loads, which 
is opposite to what one would expect from roughness-induced crack closure. It has been proposed that there is a 
semicohesive zone behind the crack tip (Fig. 25) in which ligaments of unfractured material limit the driving force for 
crack extension (Ref 52). Perhaps ductile ferrite ligaments in the continuous martensite structure caused the crack faces to 
come into contact at a higher load and exhibit a greater degree of crack closure. The fatigue fracture surfaces often have 
cleaved and ductile regions in duplex microstructures such as α-β titanium (e.g., Ref 53) or metal-matrix composites. 

 

FIG. 25 SCHEMATIC OF SEMICOHESIVE ZONE BEHIND THE CRACK TIP. SOURCE: REF 52 

Cyclic Crack Growth in Polymers. The low thermal conductivity of polymers can cause hysteretic heating during 
fatigue cycling (Ref 54). This greatly complicates the prediction of fatigue behavior and lifetime. The elastic modulus can 
decrease one to three orders of magnitude for amorphous polymers as they are heated above the glass temperature. Also, 
the amount of viscoelastic deformation will become prominent above the glass temperature. Therefore, the fatigue 
response of a given polymer will depend on frequency, thermal mass of the component, and the proximity of ambient 
temperature to the glass temperature. The data from S-N curves may or may not accurately represent component behavior, 
because S-N curves are usually obtained on (thermally) small samples at frequencies between 5 and 100 Hz. A large 
component may experience a greater temperature rise than the fatigue specimens and a small component may experience 
less heating. One should use data from fatigue lifetime curves with some caution. 

Surprisingly little has been published on the factors influencing fatigue crack initiation in polymers. The primary focus is 
on fatigue crack growth. Polymer fatigue fracture surfaces often have the classic beach marks or clam shell markings. As 
with metals, while the macroscopic features represent the positions of the crack front, the spacing of the prominent 
parallel features more closely corresponds to the spacing between high-load cycles. At higher magnification, fatigue 
fracture surfaces may be featureless, have patches of striations, have long bands of striations, exhibit a patchy rumpled 
surface, or have a combination of the above with microvoid coalescence. These features can be related to the mechanisms 
of crack extension. 

Patches of striations can be observed where the striation spacing corresponds to the macroscopic growth rate (Ref 54, 55). 
This is only observed for crack growth rates in excess of ~0.1 μm per cycle. The striations can have fine features oriented 
parallel to the crack growth direction, which are tear ridges connecting crack fronts on different levels. The surface can 
also have fine features parallel to the striations. The mechanism of crack growth is similar to that for metals, where the 



crack tip blunts by homogeneous inelastic flow on the rising part of the load cycle. The crack then resharpens as the load 
is released. 

Striation-like features have also been observed in which the spacing is many times the macroscopic crack growth rate 
(Ref 54, 55). These features, termed discontinuous growth bands, are formed by crack extension along a craze that 
extends from the crack tip, as seen in Fig. 26. The crack grows by progressive breakdown of the craze. The fibrils in the 
craze are drawn out of the uncrazed matrix and may undergo orientation hardening. At some point, the load-carrying 
capacity of the fibrils is exceeded and the crack propagates across the craze. Crack growth can be accompanied by audible 
clicks and pops. At this point, a new craze is initiated and the process repeats itself. 

 

FIG. 26 CRAZE EMANATING FROM A FATIGUE CRACK TIP IN AMORPHOUS NYLON. A DISCONTINUOUS 
GROWTH BAND WILL FORM AS THE CRACK PROPAGATES THROUGH THE CRAZE. UNDER POLARIZED LIGHT, 
560×. SOURCE: REF 56 

In amorphous polymers, a single craze will emanate from the crack tip, as can be seen in Fig. 26. Because the single craze 
is nearly planar, a discontinuous growth band can laterally extend all the way across a typical crack growth specimen. The 
lateral extent of the striation-like feature may be one way to determine whether it is a true striation or a discontinuous 
growth band. In crystalline polymers, crazes may emanate on several levels, as can be seen in the microtomed sections 
through a crack in nylon in Fig. 27. A patch-like morphology results as tear ridges form when the different levels link up 
(Ref 56). 

 

FIG. 27 MICROTOMED CROSS SECTION SHOWING MULTIPLE CRAZES EMANATING FROM A FATIGUE CRACK IN 
CRYSTALLINE NYLON. SOURCE: REF 56 

As for monotonic fracture, there is competition between the two mechanisms of yielding, crazing and shear banding. At 
the tip of a plane-strain crack, the stress field has a strong hydrostatic tensile component that favors formation of crazes. 
For plane-stress cracks, the large shear component stress field and reduced hydrostatic tensile component has been shown 
to favor shear banding (Ref 57). Shear banding may also be promoted by the introduction of rubber particles and other 



second phases. In both cases, anything that promotes shear banding will increase the size of the damage zone and thereby 
increase the work of fatigue crack growth. 
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Fatigue Crack Closure 

Since 1970 (Ref 58, 59) premature crack closure during unloading has been considered important in the evaluation of the 
crack tip driving force necessary to quantify fatigue crack growth data. Fatigue crack closure is an important effect 
because it alters the relationship between the applied stress-intensity factor (calculated from applied stress and crack 
length) and that actually experienced by the crack tip. In linear elastic fracture mechanics under maximum and minimum 
loading, the KI fields ahead of the fatigue crack tip uniquely define the rate of fatigue crack propagation. However, with 
the discovery of crack closure by Elber (Ref 58, 59), it is now known that crack growth rates are influenced not only by 
the conditions ahead of the crack tip, but also by the nature of crack face contact behind the crack tip during unloading. 
Elber suggested that a zone of residual tensile deformation occurs in the wake of a fatigue crack tip, which thus reduces 
crack opening displacements and causes contact between faces in the wake of the crack tip. 

Crack closure reduces the applied stress-intensity amplitude, ∆Kapl, by a factor related to the stress intensity at which 
closure occurs, Kcl. The magnitude of Kcl, which is generally measured by observing the change in the compliance at the 
point of closure, depends on material, microstructure, environment, and loading conditions. The effective stress-intensity 
factor amplitude at the crack tip, ∆Keff, is given by  

∆KEFF = KMAX - KCL < ∆KAPL, IF KCL > KMIN = ∆KAPL = KMAX - KMIN, IF KCL ≤ KMIN  

where Kmax and Kmin are the stress intensities at maximum and minimum loads, respectively. For tests involving high R 
ratios (Kmax/Kmin) i.e., for R > 0.6 to 0.7, Kmin > Kcl, there is little or no crack closure (Ref 60) and the effective driving 
force is equal to the applied driving force. 

Fatigue crack closure is not completely understood, but it is a factor in the retardation of crack growth rates. Under 
constant-amplitude loading, the applied stress-intensity factor range is decreased by crack closure, which thus has the 
effect of retarding crack growth rates. In addition, with the suggestion of wake effects by Elber, the importance of prior 
history is also a factor in the possible retardation or acceleration of fatigue crack growth rates. While crack closure has 
become a major concern in fatigue crack growth which cannot be easily predicted or measured, its effect is considered 
significant, particularly for near-threshold crack growth at low R ratios. Crack closure is considered primarily responsible 
for several fatigue crack growth phenomena, such as the effects of the following:  

• R RATIO ON FATIGUE CRACK THRESHOLDS, ∆KTH, AND ON FATIGUE CRACK GROWTH 
RATES, DA/DN  



• VACUUM, AIR, HUMIDITY, HYDROGEN, AND CORROSIVE ENVIRONMENTS  
• MICROSTRUCTURE THAT CONTRIBUTES TO CRACK PATH TORTUOSITY  
• RETARDATION DUE TO OVERLOADS, UNDERLOADS, AND THERMAL HISTORY  
• ACCELERATION OF SHORT CRACKS  

Mechanisms of Fatigue Crack Closure. Although a considerable amount of research has been devoted to the study of 
closure for the last two decades, the mechanisms and effects of closure are only partially understood, and in some cases 
they are controversial. This section only briefly reviews possible mechanisms, while the next section discusses predictive 
models of closure effects. 

Fatigue crack closure may be caused by several different phenomena (Fig. 28):  

• THE PLASTIC DEFORMATION OF MATERIAL IN THE REGION NEAR TO THE CRACK TIP 
(BOTH AHEAD AND BEHIND)  

• CRACK SURFACE ROUGHNESS  
• THE GROWTH OF OXIDES WITHIN THE CRACK, USUALLY CAUSED BY INTERACTION OF 

THE MATERIAL WITH THE ENVIRONMENT IN WHICH THE CRACK IS BEING GROWN  

Other closure mechanisms include viscous-fluid induced closure and transformation-induced closure. 

 

FIG. 28 SCHEMATIC ILLUSTRATION OF THREE MECHANISMS THAT PROMOTE RETARDATION OF FATIGUE 
CRACK GROWTH IN CONSTANT-AMPLITUDE FATIGUE. (A) PLASTICITY-INDUCED CRACK CLOSURE. (B) OXIDE-
INDUCED CRACK CLOSURE. (C) ROUGHNESS-INDUCED CRACK CLOSURE. OTHER MECHANISMS INCLUDE 
FLUID-INDUCED CRACK CLOSURE, TRANSFORMATION-INDUCED CRACK CLOSURE, CRACK DEFLECTION, 
CRACK BRIDGING BY FIBERS, CRACK BRIDGING (TRAPPING) BY PARTICLES, CRACK SHIELDING BY 
MICROCRACKS, AND CRACK SHIELDING BY DISLOCATIONS. SOURCE: REF 64 



Oxide-induced closure is perhaps the best understood and least controversial of these closure mechanism, even though 
actual observation of a crack volume filled with oxides or a corrosion product has not been documented extensively. 
Oxide-induced closure has been an effective concept when measuring load-ratio effects on threshold stress-intensity 
ranges (∆Kth) for fatigue crack growth in corrosive and inert environments. In general, fatigue crack growth rates typically 
are lower in an inert environment and a vacuum (than in air or other corrosive environment). In the near-threshold (low 
∆K) regime, however, crack growth rates at lower R ratios are higher in an inert environment as opposed to air or wet 
environments (see, for example, Fig. 29a, Ref 61). This effect is rationalized by the concept of crack closure, whereby 
oxide deposits promote premature contact of the fracture surfaces during unloading, thereby reducing the effective stress 
intensity at the crack tip (Keff = Kmax - Kcl). This concept is further demonstrated by considering the effect of load ratio (R) 
on the threshold ∆Kth in dry and wet environments (Fig. 30). At lower load ratios (R < 0.5), the oxides on the fracture 
surface promote earlier closure, thereby increasing Kcl and reducing Keff. As load ratio is increased, the threshold stress-
intensity ranges in air and wet environments decrease below that of in dry helium, because premature closure during 
unloading is less pronounced at higher load ratios. Therefore, load-ratio effects on ∆Kth in corrosive environments is a key 
demonstration of crack-closure concepts, although efforts have been made to explain this phenomena without invoking 
closure (see "New Concepts for Fatigue Thresholds" at the end of this article). 

 

FIG. 29 EFFECT OF LOAD RATIO ON FATIGUE CRACKING THRESHOLD OF 4340 STEEL (695 MPA YIELD 
STRENGTH). (A) R = 0.1 (B) R = 0.8. SOURCE: REF 61 



 

FIG. 30 EFFECT OF LOAD RATIO AND ENVIRONMENTS ON FATIGUE THRESHOLD OF 4340 STEEL. SOURCE: 
REF 61 

Asperity (or Surface-Roughness)-Induced Closure. Fatigue crack closure is often attributed to crack-wake surface 
roughness, and many studies have addressed this potential closure-effect on fatigue crack growth rates. Several examples 
of roughness-induced closure effects are described in the article "Fatigue Crack Thresholds" in this Volume. Additional 
references of other examples are listed in the "Selected References" at the end of this article. 

However, direct demonstration of roughness-induced closure is less definitive than oxide-induced closure. Partial crack 
closure can occur locally at asperities, but their effects are nominal on the crack-tip stress field (Ref 62). Load ratio 
effects on ∆Kth (Ref 67) also indicate that roughness-induced closure is less significant than oxide-induced closure. 
Therefore, even if surface roughness is a cause of crack closure, its effect on crack growth may be less critical unless 
more definitive work is done. 

One review (Ref 41) even suggests that roughness is not a factor in closure and that all closure can be described as a 
plasticity effect. It does seem evident, however, that closure occurs when asperities come into contact behind the crack tip 
and wedge open the crack at loads above the minimum load, Pmin (see Gray et al, Horng and Fine, Baker and Mayers, 
Minakawa and McEvily, and Suresh and Ritchie in "Selected References" ). This closure effect is more likely at low 
stress ratios in the near-threshold regime due to lower crack opening displacements. 

Closure from Plastic Deformation. Plastic deformation of material just ahead of the crack tip can cause closure when 
residual tensile strains are left in the material behind the advancing crack front. Material elements just ahead of the crack 
tip are elongated by strain concentration at the tip, and this deformation may not be fully reversed when the element 



breaks as it passes into the wake of the crack. On unloading, the crack surfaces of these "stretched" elements may touch 
before minimum load is reached, thereby resulting in closure. 

In terms of plasticity effects, some success has been obtained by estimating the mode I value of ∆Kth using the simple 
concept that crack growth at threshold will only occur if dislocations are emitted from the crack tip (Ref 63). Using the 
equations of elasticity, the following expression is easily derived for large cracks:  

∆KTH = σY 2 srπ  
 (EQ 1) 

where σy is the yield stress and rs is the distance dislocations move through the material before being stopped.This 
equation assumes that a slip line occurs at the crack tip, and that dislocations are emitted and move rs, with σy being the 
stress at the end of the slip line. The problem with using the above equation to predict ∆Kth is that it is difficult to 
determine rs. The most success using this concept was obtained for particulate-reinforced composites where rs was 
controlled by the size and volume fraction of silicon carbide (Ref 64). This concept seems to hold promise as a method 
for computing ∆Kth, but it has not been proven and remains a hypothesis to be further tested. 

Like roughness-induced closure, a definitive consensus has not been reached on the significance (and perhaps existence) 
of plasticity-induced closure, despite an overwhelming amount of published literature on its measurement and 
implications (see "Selected References: Plasticity-Induced Closure" at the end of this article for a limited bibliography). 
Plasticity-induced closure is considered dominant at higher ∆K levels (i.e., in the Paris regime), based on the observation 
that the Elber closure ratio (U = ∆Keff/∆K) decreases rapidly as the threshold is approached. However, the ability of 
plasticity-induced closure in accounting for R ratio effects on FCG rates at high ∆K levels has been questioned by some 
(T. Shih and R.Wei, Engr. Frac. Mech., Vol 6, 1974, p 19-32). In the low-∆K threshold regime, intrepretation of closure 
effects from possible plasticity effects is complicated by possible roughness- or oxide-induced closure. 

Using basic concepts from dislocation theory, Vasudevan et al suggest that crack-tip plasticity cannot contribute to crack 
closure because crack opening displacements are always greater than crack closing displacements (Ref 62, 65). The 
experimental basis of this position is based on limited fatigue threshold data, as a function of load ratio R in vacuum (Fig. 
31). If there is any plasticity-induced closure, it should manifest more readily in a material tested in vacuum, wherein 
closure contributions from oxidation or corrosion are absent. Figure 31 shows that ∆Kth is essentially independent of load 
ratio R.Since Kmax = ∆K/(1 - R), which increases nonlinearly with R, the contribution from plasticity-induced closure 
should be particularly apparent at large values of R. The observed independence of ∆Kth on R suggests that crack closure 
due to plasticity is either nonexistent or insignificant (Ref 62). 

 

FIG. 31 APPARENT LACK OF CLOSURE DUE TO INDEPENDENCE OF ∆KTH VERSUS LOAD RATIO IN A VACUUM. 
SOURCE: REF 62 

Oxide-Induced Crack Closure. The mechanism of oxide-induced crack closure evolved as a consequence of attempts 
to rationalize apparent anomalies in the effects of environment on near-threshold fatigue crack growth in steels and 
aluminum alloys, as previously noted. Another classic example of this has been demonstrated by Suresh and Ritchie (Ref 



66) for a martensitic 2 1
4

Cr-1Mo steel in moist laboratory air and in dehumidified, ultra-high-purity hydrogen and helium 

(138 kPa) at R = 0.05 and 0.75. The near-threshold crack propagation in both the dry gaseous environments are up to two 
orders of magnitude higher, and the ∆Kth is about 50% lower, than in air at the lower R ratio (Ref 66). 

The mechanism of this near-threshold behavior can be explained in terms of oxide-induced closure. During the 
propagation of a fatigue crack, the presence of a moist atmosphere leads to oxidation of the freshly formed fracture 
surfaces. At low amplitudes of cyclic crack-tip opening displacements (i.e., at near-threshold ∆K levels and low R ratios), 
the possibility of repeated crack face contact during tensile fatigue is enhanced as a consequence of locally mixed-mode 
crack opening and closure. In contrast, at high R ratios, the possibility of crack face contact is minimized because of the 
larger crack-tip opening displacements. Likewise, at high ∆K levels, the rate of crack advance is generally too rapid to 
allow oxide buildup at any R value. 

Models of Fatigue Crack Closure. Fatigue crack closure is not fully understood, but the mechanisms mentioned above 
have been proposed over the years for various alloys. Other mechanisms that impede constant-amplitude fatigue crack 
growth are also of interest in composites and nonmetallic materials such as ceramics. These mechanisms include crack 
deflection, crack bridging or trapping, and crack shielding due to microcracking, phase transformations, or dislocations. 
These processes are briefly discussed in the article "Fatigue of Brittle Materials" in this Volume. 

Predictive modeling of closure mechanisms is a formidable task. Closure is influenced by several variables, such as 
microstructure, ∆K magnitude, crack size, environment, variations in load amplitude, R ratio, and temperature. However, 
Eq 1 is a tentative basis for considering plasticity effects, even though closure probably results from a combination of 
crack-tip plasticity and wedging open of the crack along its wake. Models that consider both crack wake stretch and 
plastic zone residual stress include that of Newman (Ref 67), strip yield models (Ref 68, 69) and finite element models 
(Ref 67, 70). 

Oxide-induced closure is also a very complicated process that cannot be predicted in all instances. However, Suresh 
provides a simple analogy for a qualitative estimate of oxide-induced effects on the near-threshold "driving force" (K) 
(Ref 60). Consider a rigid wedge of constant thickness d0 inside a linear elastic fatigue crack. If the wedge extends all 
along the length of the fatigue crack and its edge terminates at a distance 2l behind the crack tip, then closure occurs 
during unloading of a stress-intensity factor of:  

  

where E and v are the Young's modulus and the Poisson's ratio of the cracking material, respectively. Taking typical 
values of l = 0.2 μm and d0 = 0.2 μm from experiments on lower-strength steels, it is found that Kcl ≈ 2.3 MPa m . This 
estimate of the closure K due to wedge contact, although too simplistic to account for all the effects associated with the 
complex process of oxide-induced closure, provides a justification for the experimentally observed differences in the ∆Kth 

values of 2 1
4

Cr-1Mo steels in dry and moist environments at low load ratios documented in Ref 66. 

New Concepts for Fatigue Thresholds. Despite an overwhelming amount of publications on crack closure 
measurements and its implications, a unanimous view of its significance on crack growth has not been reached based on 
some critical re-examination of crack closure concepts (Ref 62, 65). This re-examination has lead to a two-parameter 
analysis of fatigue crack growth based on a critical stress-intensity (∆K*th) and critical maximum stress intensity (K*max). 
The two loading driving force parameters have to be satisfied simultaneously for a crack to advance, a concept that is 
independent of the crack-closure phenomena. Such a description gives an intrinsic description of fatigue that can be 
related to microstructure, slip modes, and environment. The concepts also suggest, that for a complete fatigue description, 
it is necessary to get a systematic set of data at various load ratios and crack growth rates. Details of the mechanistic 
descriptions on the fatigue behavior are given in Ref 62, 65, and 71-73. An overall classification scheme of fatigue crack 
growth rates is also given in Ref 74 based on this two-parameter method. With the two parameters ∆K*th and K*max, the 
entire fatigue data of ∆Kth vs R dependence can be fully explained without invoking closure. 

For example, this description is shown in Fig. 32(a) for alloy Ti-6Al-4V. At low R, fatigue is Kmax controlled, meaning 
that ∆Kth increases with decreasing R to meet the K*max. Similarly, at high R values, fatigue is ∆Kth controlled and Kmax 
then increases to meet the ∆K*th. Both these critical parameters can be determined by plotting ∆Kth vs Kmax (as in Fig. 



32b). This plot provides the interrelation between the two driving force parameters defining the regimes where ∆K*th 
provides the minimum cyclic amplitude required to establish a characteristic fatigue damage, and K*max provides the 
critical stress required to break open the crack-tip bonds in the fatigue damaged region. Figure 32(b) provides a plot 
showing the interdependence of these two parameters to ensure the conditions necessary for fatigue crack growth.These 
two critical parameters are dependent on the microstructure, slip mode, and crack tip environment; for example, with an 
increasing aggressiveness of the crack tip environment (oxygen, hydrogen, water vapor, or NaCl) the role of K*max 
becomes increasingly important than ∆K*th, since the environment affects the crack tip bonds more than the fatigue 
damage zone ahead of the crack tip. The two parametric description is applicable at all crack growth rates starting from 
the near threshold region. Details on this topic are given in Ref 71, 72, 73. 

 

FIG. 32 NEAR THRESHOLD FATIGUE CRACK GROWTH DATA OF TI-6V-4AL ALLOY IN LAB AIR. (A) VARIATION 
IN KTH AND KMAX WITH LOAD R, AND (B) A REPLOT OF (A) IN TERMS OF ∆KTH VS KMAX, AS A FATIGUE MAP 

 
References cited in this section 

41. D.L. DAVIDSON AND J. LANKFORD, FATIGUE CRACK GROWTH IN METALS AND ALLOYS: 
MECHANISMS AND MICROMECHANICS, INTERNATIONAL MATERIALS REVIEW, VOL 37, 1992, P 
45-76 

58. W. ELBER, FATIGUE CRACK CLOSURE UNDER CYCLIC TENSION, ENGINEERING FRACTURE 
MECHANICS, VOL 2, 1970, P 37-45 

59. W. ELBER, THE SIGNIFICANCE OF FATIGUE CRACK CLOSURE, DAMAGE TOLERANCE IN 
AIRCRAFT STRUCTURES, STP 486, ASTM, 1971, P 230-242 

60. S. SURESH, FATIGUE OF MATERIALS, CAMBRIDGE UNIVERSITY PRESS, 1991, CHAPTER 7 AND 
P 239-240 

61. P.K. LIAW, T.R. LEAX, AND J.K. DONALD, GASEOUS-ENVIRONMENT FATIGUE CRACK 
PROPAGATION BEHAVIOR OF A LOW-ALLOY STEEL, FRACTURE MECHANICS PERSPECTIVES 
AND DIRECTIONS, R. WEI AND R. GANGLOFF, ED., ASTM STP 1020, 1989, P 581-603 

62. N. LOUAT ET AL, MET. TRANS., VOL 24A, 1993, P 2225 
63. D.L. DAVIDSON, ACTA METALL., VOL 36, 1988, P 2275-2282 
64. D. DAVIDSON, ENG. FRACT. MECH., VOL 33, 1989, P 965-977 
65. A. VASUDEVAN, K. SADANANDA, AND N. LOUAT, SCRIPTA METALL ET MATERIALIA, VOL 27, 

1992, P 1673 
66. S. SURESH, G. ZAMISKI, AND R. RITCHIE, METALLURGICAL TRANSACTIONS, VOL 12A, 1982, P 

1435-1443 



67. J.C. NEWMAN, IN MECHANICS OF CRACK GROWTH, STP 590, ASTM, 1976, P 281-301 
68. J.C. NEWMAN, IN METHODS AND MODELS FOR PREDICTING FATIGUE CRACK GROWTH 

UNDER RANDOM LOADING, STP 748, ASTM, 1981, P 53-84 
69. S.R. DANIEWICZ, J.A. COLLINS, AND D.R. HOUSER, INT. JOURNAL OF FATIGUE, VOL 16, 1984, 

P 123-133 
70. R.C. MCCLUNG AND H. SEHITOGLU, ENG. FRACTURE MECH., VOL 33, 1989, P 237-252 
71. A. VASUDEVAN, K. SADANANDA, AND N. LOUAT, SCRIPTA METALL. ET MATERIALIA, VOL 28, 

1993, P 65 
72. A. VASUDEVAN, K. SADANANDA, AND N. LOUAT, MATER. SCI. ENG., VOL A188, 1994, P 1 
73. K. SADANANDA AND A. VASUDEVAN, ASTM STP-1220, 1995, P 484 
74. A. VASUDEVAN AND K. SADANANDA, METALLURGICAL AND MATERIALS TRANSACTIONS, 

VOL 26A, 1995, P 1221 

Micromechanisms of Monotonic and Cyclic Crack Growth 

Todd S. Gross, University of New Hampshire; Steven Lampman, ASM International 

 

References 

1. V. KERLINS AND A. PHILLIPS, MODES OF FRACTURE, METALS HANDBOOK, 9TH ED., VOL 12, 
1987, P 12-71 

2. H. JONES, THE SURFACE ENERGY OF SOLID METALS, METAL SCIENCE JOURNAL, VOL 5, 1971, 
P 15 

3. D.A. PORTER AND K.E.EASTERLING, PHASE TRANSFORMATIONS IN METALS AND ALLOYS, 
VAN NOSTRAND REINHOLD, 1981, P 113 

4. B. FAUCHER AND W.R. TYSON, IN FRACTURE MECHANICS, 18TH SYMPOSIUM, STP 945, ASTM, 
1985, P 164-178 

5. M.F. ASHBY, C. GHANDI, AND D.M.R.TAPLIN, ACTA METALLURGICA, VOL 27, 1979, P 699 
6. C. GHANDI AND M.F.ASHBY, ACTA METALLURGICA, VOL 27, 1979, P 1565 
7. T.H. COURTNEY, MECHANICAL BEHAVIOR OF MATERIALS, MCGRAW-HILL, 1990 
8. D. BROEK, ENGINEERING FRACTURE MECHANICS, VOL 5, 1973, P 55 
9. R.H. VAN STONE, T.B. COX, J.R. LOW, JR., AND J.A. PSIODA, MICROSTRUCTURAL ASPECTS 

OF FRACTURE BY DIMPLED RUPTURE, INTERNATIONAL METALS REVIEWS, VOL 30, 1985, P 
157-180 

10. W.M. GARRISON, JR. AND N.R. MOODY, DUCTILE FRACTURE, JOURNAL OF PHYSICS AND 
CHEMISTRY OF SOLIDS, VOL 48, 1987, P 1035-1074 

11. T.L. ANDERSON, FRACTURE MECHANICS: FUNDAMENTALS AND APPLICATIONS, CRC PRESS, 
2ND ED., 1995 

12. R.W. HERTZBERG, DEFORMATION AND FRACTURE MECHANICS OF ENGINEERING MATERIALS, 
WILEY AND SONS, 3RD ED., 1989 

13. D.S. LIU AND J.J. LEWANDOWSKI, THE EFFECTS OF SUPERIMPOSED HYDROSTATIC 
PRESSURE ON DEFORMATION AND FRACTURE, PART I: MONOLITHIC 6061 ALUMINUM, 
METALLURGICAL TRANSACTIONS, VOL 24A, 1993, P 601-608 

14. L. LUCKYX, J.R. BELL, A. MCCLEAN, AND A. KORCHYNSKY, METALLURGICAL 
TRANSACTIONS, VOL 1, 1970, P 3341 

15. R.M. MCMEEKING AND D.M. PARKS, ON CRITERIA FOR J-DOMINANCE OF CRACK TIP 
FIELDS IN LARGE-SCALE YIELDING, IN STP 668, ASTM, 1979, P 175-194 



16. J.M. BERRY, CLEAVAGE STEP FORMATION IN BRITTLE FRACTURE, ASM TRANSACTIONS, 
VOL 51, 1959, P 556-588 

17. A.W. THOMPSON AND J.F. KNOTT, MICROMECHANISMS OF BRITTLE FRACTURE, 
METALLURGICAL TRANSACTIONS, VOL 24A, 1993, P 523-534 

18. W.W. GERBERICH AND E. KURMAN, SCRIPTA METALLURGICA, VOL 19, 1995, P 295-298 
19. C.J. MCMAHON, JR. AND M. COHEN, INITIATION OF FRACTURE IN POLYCRYSTALLINE IRON, 

ACTA METALLURGICA, VOL 13, 1965, P 591-604 
20. R.O. RITCHIE, J.F. KNOTT, AND J.R. RICE, ON THE RELATIONSHIP BETWEEN CRITICAL 

TENSILE STRESS AND FRACTURE TOUGHNESS IN MILD STEEL, J. MECH. PHYS. OF SOLIDS, 
VOL 21, 1973, P 395-410 

21. D.A. CURRY AND J.F. KNOTT, EFFECT OF MICROSTRUCTURE ON CLEAVAGE FRACTURE 
TOUGHNESS IN MILD STEEL, METAL SCIENCE, VOL 13, 1979, P 341-345 

22. A.G. EVANS, STATISTICAL ASPECTS OF CLEAVAGE FRACTURE IN STEEL, METALLURGICAL 
TRANSACTIONS, VOL 14A, 1983, P 1349-1355 

23. T.L. ANDERSON, D.I.A. STEINSTRA, AND R.H. DODDS, JR., A THEORETICAL FRAMEWORK 
FOR ADDRESSING FRACTURE IN THE DUCTILE-BRITTLE TRANSITION REGION, FRACTURE 
MECHANICS: SYMPOSIUM, STP 1207, ASTM, 1995 

24. W.F. FLANAGAN, L. ZHONG, AND B.D. LICHTER, A MECHANISM FOR TRANSGRANULAR 
STRESS CORROSION CRACKING, METALLURGICAL TRANSACTIONS, VOL 24A, 1993, P 553-559 

25. M.F. ASHBY AND D.R.H.JONES, ENGINEERING MATERIALS 1: AN INTRODUCTION TO THEIR 
PROPERTIES AND APPLICATIONS, PERGAMON PRESS, 1980, P 127 

26. D.R. ASKELAND, THE SCIENCE AND ENGINEERING OF MATERIALS, PWS PUBLISHING, 3RD 
ED., 1994, P 498 

27. S.S. STERNSTEIN AND L. ONGCHIN, POLYMER PREPRINTS, VOL 10, 1969, P 1117 
28. I.M. WARD AND D.W. HADLEY, AN INTRODUCTION TO THE MECHANICAL PROPERTIES OF 

SOLID POLYMERS, J. WILEY AND SONS, 1993 
29. R.W. HERTZBERG AND J.A. MANSON, FATIGUE OF ENGINEERING PLASTICS, ACADEMIC 

PRESS, 1980 
30. A.J. KINLOCH AND R.J. YOUNG, FRACTURE BEHAVIOR OF POLYMERS, APPLIED SCIENCE 

PUBLISHERS, 1983 
31. B.J. LEIS, J. AHMAD, AND M.F. KANNINEN, EFFECT OF LOCAL STRESS STATE ON THE 

GROWTH OF SHORT CRACKS, MULTIAXIAL FATIGUE, STP 853, ASTM, 1985, P 314-339 
32. A. HUNSCHE AND P. NEUMANN, CRACK NUCLEATION IN PERSISTENT SLIP BANDS, BASIC 

QUESTIONS IN FATIGUE, VOL 1, STP 924, ASTM, 1988, P 26-38 
33. D. MAJUMDAR AND Y-W. CHUNG, SURFACE DEFORMATION AND CRACK INITIATION 

DURING FATIGUE OF VACUUM MELTED IRON: ENVIRONMENTAL EFFECTS, 
METALLURGICAL TRANSACTIONS, VOL 14A, 1983, P 1421-1425 

34. D.F. SOCIE, L.A. WAILL, AND D.F. DITTMER, BIAXIAL FATIGUE OF INCONEL 718 INCLUDING 
MEAN STRESS EFFECTS, MULTIAXIAL FATIGUE, STP 853, ASTM, 1985, P 463-481 

35. K. TANAKA, MECHANICS AND MICROMECHANICS OF FATIGUE CRACK PROPAGATION, 
FRACTURE MECHANICS: PERSPECTIVES AND DIRECTIONS (20TH SYMPOSIUM), STP 1020, 
ASTM, 1989, P 151-183 

36. M. WILHELM, M. NAGESARARAO, AND R. MEYER, FACTORS INFLUENCING STAGE I CRACK 
PROPAGATION IN AGE HARDENED ALLOYS, FATIGUE MECHANISMS, STP 675, ASTM, 1979, P 
214-233 

37. E.A. STARKE, JR. AND J.C. WILLIAMS, MICROSTRUCTURE AND THE FRACTURE MECHANICS 
OF FATIGUE CRACK PROPAGATION, FRACTURE MECHANICS: PERSPECTIVES AND 
DIRECTIONS (20TH SYMPOSIUM), STP 1020, ASTM, 1989, P 184-205 

38. G.R. YODER, L.A. COOLEY, AND T.W. CROOKER, FRACTURE MECHANICS: 14TH SYMPOSIUM, 



STP 791, ASTM, 1983, P 348-365 
39. BEACHEM, TRANS. ASM, VOL 60, 1967, P 325 
40. R. KOTERAZAWA, M. MORI, T. MATSNI, AND D. SHIMO, J. ENG. MATER. TECHNOL., (TRANS. 

ASME), VOL 95 (NO. 4), 1973, P 202 
41. D.L. DAVIDSON AND J. LANKFORD, FATIGUE CRACK GROWTH IN METALS AND ALLOYS: 

MECHANISMS AND MICROMECHANICS, INTERNATIONAL MATERIALS REVIEW, VOL 37, 1992, P 
45-76 

42. N. GRINBERG, INT. J. FATIGUE, VOL 6, 1984, P 143-148 
43. H. MUGHRABI, R. PRASS, H.-J. CHRIST, AND D. PUPPEL, IN CHEMISTRY AND PHYSICS OF 

FRACTURE, R.M. LATANISON AND R.H. JONES, ED., MARTINUS NIJHOFF, AMSTERDAM, 1987, 
P 443-448 

44. J.C. MCMILLAN AND R.M.N. PELLOUX, ENG. FRACT. MECH., VOL 2, 1970, P 81-84 
45. R.W. HERTZBERG, FATIGUE FRACTURE SURFACE APPEARANCE, FATIGUE CRACK 

PROPAGATION, STP 415, ASTM, 1967, P 205 
46. R.M.N. PELLOUX, TRANS. ASM, VOL 62, 1969, P 281-285 
47. D. BROEK AND G.Q. BOWLES, INT. J. FRACT. MECH., VOL 6, 1970, P 321-322 
48. P. NEUMANN, ACTA METALL., VOL 22, 1974, P 1155-1178 
49. K.J. NIX AND H.M. FLOWER, ACTA METALL., VOL 30, 1982, P 1549-1559 
50. K. MINAKAWA, Y. MATSUO, AND A.J. MCEVILY, THE INFLUENCE OF DUPLEX 

MICROSTRUCTURE IN STEELS ON FATIGUE CRACK PROPAGATION IN THE NEAR 
THRESHOLD REGION, METALLURGICAL TRANSACTIONS, VOL 13A, 1982, P 439-445 

51. R.M. RAMAGE, K.V. JATA, G.J. SHIFLET, AND E.A. STARKE, JR., THE EFFECT OF PHASE 
CONTINUITY ON FATIGUE AND CRACK CLOSURE OF A DUAL PHASE STEEL, 
METALLURGICAL TRANSACTIONS, VOL 18A, 1987, P 1291-1298 

52. W.W. GERBERICH AND N.R. MOODY, A REVIEW OF FATIGUE FRACTURE TOPOLOGY 
EFFECTS ON THRESHOLD AND GROWTH MECHANISMS, FATIGUE MECHANISMS, STP 675, 
ASTM, 1979, P 292-341 

53. J.C. CHESTNUTT, C.G. RHODES, AND J.C. WILLIAMS, FRACTOGRAPHY--MICROSCOPIC 
CRACKING PROCESSES, STP 600, ASTM, 1976, P 99 

54. R.W. HERTZBERG, FATIGUE OF ENGINEERING PLASTICS, ACADEMIC PRESS, 1980 
55. R.W. HERTZBERG, FRACTURE SURFACE MORPHOLOGY IN ENGINEERING SOLIDS, 

FRACTOGRAPHY OF MODERN ENGINEERING MATERIALS, STP 948, ASTM, 1987, P 5-40 
56. M.G. WYZGOSKI AND G.E. NOVAK, INFLUENCE OF THICKNESS AND PROCESSING ON 

FATIGUE FRACTURE OF NYLON 66, PART II: CRACK TIP MORPHOLOGY, POLYMER 
ENGINEERING AND SCIENCE, VOL 32, 1992, P 1114-1125 

57. E.J. MOSKALA AND T.J. PECORINI, FATIGUE CRACK PROPAGATION BEHAVIOR OF 
CELLULOSE ESTERS, POLYMER ENGINEERING AND SCIENCE, VOL 34, 1994, P 1387 

58. W. ELBER, FATIGUE CRACK CLOSURE UNDER CYCLIC TENSION, ENGINEERING FRACTURE 
MECHANICS, VOL 2, 1970, P 37-45 

59. W. ELBER, THE SIGNIFICANCE OF FATIGUE CRACK CLOSURE, DAMAGE TOLERANCE IN 
AIRCRAFT STRUCTURES, STP 486, ASTM, 1971, P 230-242 

60. S. SURESH, FATIGUE OF MATERIALS, CAMBRIDGE UNIVERSITY PRESS, 1991, CHAPTER 7 AND 
P 239-240 

61. P.K. LIAW, T.R. LEAX, AND J.K. DONALD, GASEOUS-ENVIRONMENT FATIGUE CRACK 
PROPAGATION BEHAVIOR OF A LOW-ALLOY STEEL, FRACTURE MECHANICS PERSPECTIVES 
AND DIRECTIONS, R. WEI AND R. GANGLOFF, ED., ASTM STP 1020, 1989, P 581-603 

62. N. LOUAT ET AL, MET. TRANS., VOL 24A, 1993, P 2225 
63. D.L. DAVIDSON, ACTA METALL., VOL 36, 1988, P 2275-2282 



64. D. DAVIDSON, ENG. FRACT. MECH., VOL 33, 1989, P 965-977 
65. A. VASUDEVAN, K. SADANANDA, AND N. LOUAT, SCRIPTA METALL ET MATERIALIA, VOL 27, 

1992, P 1673 
66. S. SURESH, G. ZAMISKI, AND R. RITCHIE, METALLURGICAL TRANSACTIONS, VOL 12A, 1982, P 

1435-1443 
67. J.C. NEWMAN, IN MECHANICS OF CRACK GROWTH, STP 590, ASTM, 1976, P 281-301 
68. J.C. NEWMAN, IN METHODS AND MODELS FOR PREDICTING FATIGUE CRACK GROWTH 

UNDER RANDOM LOADING, STP 748, ASTM, 1981, P 53-84 
69. S.R. DANIEWICZ, J.A. COLLINS, AND D.R. HOUSER, INT. JOURNAL OF FATIGUE, VOL 16, 1984, 

P 123-133 
70. R.C. MCCLUNG AND H. SEHITOGLU, ENG. FRACTURE MECH., VOL 33, 1989, P 237-252 
71. A. VASUDEVAN, K. SADANANDA, AND N. LOUAT, SCRIPTA METALL. ET MATERIALIA, VOL 28, 

1993, P 65 
72. A. VASUDEVAN, K. SADANANDA, AND N. LOUAT, MATER. SCI. ENG., VOL A188, 1994, P 1 
73. K. SADANANDA AND A. VASUDEVAN, ASTM STP-1220, 1995, P 484 
74. A. VASUDEVAN AND K. SADANANDA, METALLURGICAL AND MATERIALS TRANSACTIONS, 

VOL 26A, 1995, P 1221 

Micromechanisms of Monotonic and Cyclic Crack Growth 

Todd S. Gross, University of New Hampshire; Steven Lampman, ASM International 

 

Selected References 

 

Roughness-Induced Closure 
• T.J. BAKER AND I.C. MAYERS, FAT. ENGNG. MATER. STRUCT., VOL 4, 1981, P 79 
• S. DHAR, EVALUATION OF FATIGUE CRACK CLOSURE IN THE NEAR-THRESHOLD LEVEL IN 

HIGH STRENGTH STEEL, FATIGUE 90, MATERIALS AND COMPONENT ENGINEERING 
PUBLICATIONS, 1990 P 1261-1266 

• H. JUNG AND S. ANTOLOVICH, EXPERIMENTAL CHARACTERIZATION OF ROUGHNESS-
INDUCED CRACK CLOSURE IN AL-LI, 2090 ALLOY, SCR. METALL. MATER., VOL 33, 1995, P 275-
281 

• G.T. GRAY ET AL, MET. TRANS., VOL 14A, 1983, P 421 
• J. HORNG AND M. FINE, IN FATIGUE CRACK GROWTH THRESHOLD CONCEPTS, TMS, 1983, P 

115 
• K. LI AND A. THOMPSON, FATIGUE THRESHOLD AND CLOSURE EFFECT OF CP TITANIUM AT 

10, 30 HZ IN LABORATORY AIR, FATIGUE 93, 5TH INTERNATIONAL CONFERENCE ON 
FATIGUE AND FATIGUE THRESHOLDS, VOL I, ENGINEERING MATERIALS ADVISORY 
SERVICES LTD., 1993, P 513-518 

• S. LI ET AL, GEOMETRIC MODEL FOR FATIGUE CRACK CLOSURE INDUCED BY FRACTURE 
SURFACE ROUGHNESS UNDER MODE I DISPLACEMENTS, MATERIALS SCIENCE AND 
ENGINEERING A, VOL A150, FEB 1992 

• S. LI, L. SUN, AND Z. WANG, THE RELATIONSHIP BETWEEN CRACK CLOSURE RATIO AND 
KMAX AT NEAR-THRESHOLD LEVELS, SCRIPTA METALLURGICA ET MATERIALIA, VOL 27, NO. 
11, 1992, P 1669-1672 

• J. LLORCA, ROUGHNESS-INDUCED FATIGUE CRACK CLOSURE: A NUMERICAL STUDY, 
FATIGUE AND FRACTURE OF ENGINEERING MATERIALS AND STRUCTURES, VOL 15, NO. 7, 
1992, P 655-669 



• J. LLORCA, ROUGHNESS-INDUCED CLOSURE OF THROUGH-THICKNESS SHORT FATIGUE 
CRACKS,FATIGUE 90, MATERIALS AND COMPONENT ENGINEERING PUBLICATIONS, 1990, P 
1301-1306 

• K. MAKHLOUF AND J.W. JONES, NEAR-THRESHOLD FATIGUE CRACK GROWTH BEHAVIOUR 
OF A FERRITIC STAINLESS STEEL AT ELEVATED TEMPERATURES, INTERNATIONAL JOURNAL 
OF FATIGUE, VOL 14, NO. 2, MAR 1992, P 97-104 

• K. MINAKAWA AND A. MCEVILY, SCRIPTA MET., VOL 15, 1981, P 633 
• T. OGAWA, K. TOKAJI, AND K. OHYA, THE EFFECT OF MICROSTRUCTURE AND FRACTURE 

SURFACE ROUGHNESS ON FATIGUE CRACK PROPAGATION IN A TI--6AL--4V ALLOY, 
FATIGUE FRACT. ENG. MATER. STRUCT., VOL 16, NO. 9, 1993, P 973-982 

• R.V. PRAKASH, M.N. SRINIVASAN, AND K.K. BRAHMA, EFFECT OF STRESS RATIO AND 
MICROSTRUCTURE ON FATIGUE THRESHOLD OF DUCTILE IRON, ECF 8 FRACTURE 
BEHAVIOUR AND DESIGN OF MATERIALS AND STRUCTURES, VOL III, ENGINEERING 
MATERIALS ADVISORY SERVICES LTD., 1990, P 1270-1275 

• K.S. RAVICHANDRAN, A THEORETICAL MODEL FOR ROUGHNESS INDUCED CRACK 
CLOSURE, INT. J. FRACT., VOL 44, NO. 2, JULY 1990, P 97-110 AND P R23-R26 

• S. SURESH AND R. RITCHIE, MET. TRANS., VOL 13A, 1982, P 937 
• Y.S. ZHENG, ROUGHNESS-INDUCED SHEAR RESISTANCE OF MODE II CRACK GROWTH, ACTA 

METALLURGICA SINICA (CHINA), VOL 29, NO. 6, JUNE 1993, P A253-A261 
• W. ZHU, FATIGUE CRACK GROWTH PROCESS OF STEELS AT THE NEAR-THRESHOLD 

REGION IN AIR AND VACUUM, XI'AN JIAOTONG DAXUE XUEBAO (JOURNAL OF XI'AN 
JIAOTONG UNIVERSITY), VOL 25, NO. 2, 1991, P 127-134  

 

Plasticity-Induced Closure 
• A.M. ABDEL MAGEED, R.K. PANDEY, AND R. CHINADURAI, EFFECT OF MEASUREMENT 

LOCATION AND FATIGUE-LOADING PARAMETERS ON CRACK CLOSURE BEHAVIOUR, 
MATERIALS SCIENCE AND ENGINEERING A, VOL A150, NO. 1, 1992, P 43-50 

• G.H. BRAY AND E.A. STARKE JR., FATIGUE CRACK RETARDATION IN A DISPERSION 
STRENGTHENED PM ALUMINIUM ALLOY, FATIGUE 93, 5TH INTERNATIONAL CONFERENCE 
ON FATIGUE AND FATIGUE THRESHOLDS, VOL III, ENGINEERING MATERIALS ADVISORY 
SERVICES LTD., 1993, P 1587-1593 

• C. BULL AND R. HERMANN, FATIGUE CRACK GROWTH AND CLOSURE IN ALUMINUM 
ALLOYS, SCR. METALL. MATER., VOL 30, NO. 10, 1994, P 1337-1342 

• P.J. COTTERILL AND J.F. KNOTT, EFFECTS OF TEMPERATURE ON OVERLOAD RETARDATION 
IN 9CR--1MO STEEL, ECF 7. FAILURE ANALYSIS--THEORY AND PRACTICE, VOL II, 
ENGINEERING MATERIALS ADVISORY SERVICES LTD., 1988, P 1156-1158 

• P.J. COTTERILL AND J.F. KNOTT, OVERLOAD RETARDATION OF FATIGUE CRACK GROWTH 
IN A 9% CR--1% MO STEEL AT ELEVATED TEMPERATURES, FATIGUE AND FRACTURE OF 
ENGINEERING MATERIALS AND STRUCTURES, VOL 16, NO. 1, 1993, P 53-70 

• R. HERMANN, PLASTICITY-INDUCED CRACK CLOSURE STUDY BY THE SHADOW OPTICAL 
METHOD, SCRIPTA METALLURGICA ET MATERIALIA, VOL 25, NO. 1, 1991, P 207-212 

• R.M.J. KEMP, R.N. WILSON, AND P.J. GREGSON, THE ROLE OF CRACK CLOSURE IN 
CORROSION FATIGUE OF ALUMINIUM ALLOY PLATE FOR AEROSPACE STRUCTURES, 
FRACTURE OF ENGINEERING MATERIALS AND STRUCTURES, ELSEVIER SCIENCE PUBLISHERS 
LTD., 1991, P 700-705 

• B. LOU ET AL, FATIGUE CRACK GROWTH AND CLOSURE BEHAVIOURS IN CARBURIZED 
AND HARDENED CASE, FATIGUE 90, MATERIALS AND COMPONENT ENGINEERING 
PUBLICATIONS, 1990, P 1161-1166 

• G. LU, J. WANG, AND Y. TAN, CRACK CLOSURE EFFECT ON THE THRESHOLD BEHAVIOUR 
OF FATIGUE CRACK GROWTH FOR A MEDIUM CARBON STEEL, FATIGUE 93, 5TH 
INTERNATIONAL CONFERENCE ON FATIGUE AND FATIGUE THRESHOLDS, VOL I, 



ENGINEERING MATERIALS ADVISORY SERVICES LTD., 1993 P 603-608 
• A.J. MCEVILY AND Z. YANG, ON CRACK CLOSURE IN FATIGUE CRACK GROWTH, ECF 7, 

FAILURE ANALYSIS--THEORY AND PRACTICE, VOL II, ENGINEERING MATERIALS ADVISORY 
SERVICES LTD., 1988, P 1231-1248 

• K. OGURA, I. NISHIKAWA, AND Y. MIYOSHI, DETRIMENTAL EFFECT OF COMPRESSIVE 
APPLIED LOAD IN FATIGUE CRACK GROWTH RATE AT ELEVATED TEMPERATURES, 
RESIDUAL STRESSES III: SCIENCE AND TECHNOLOGY, VOL 1, ELSEVIER SCIENCE PUBLISHERS 
LTD., 1992, P 531-536 

• C.S. SHIN AND S.H. HSU, ON THE MECHANISMS AND BEHAVIOUR OF OVERLOAD 
RETARDATION IN AISI 304 STAINLESS STEEL, INTERNATIONAL JOURNAL OF FATIGUE, VOL 
15, NO. 3, 1993, P 181-192 

• D.M. SHUTER AND W. GEARY, THE INFLUENCE OF SPECIMEN THICKNESS ON FATIGUE 
CRACK GROWTH RETARDATION FOLLOWING AN OVERLOAD, INT. J. FATIGUE, VOL 17, NO. 
2, 1995, P 111-119  

Fatigue Failure in Metals* 

Morris E. Fine and Yip-Wah Chung, R.R. McCormick School of Engineering & Applied Science, Department of Materials Science & 
Engineering, Northwestern University 

 

Introduction 

FATIGUE is the progressive, localized, and permanent structural change that occurs in a material subjected to repeated or 
fluctuating strains at nominal stresses that have maximum values less than (and often much less than) the static yield 
strength of the material. Fatigue may culminate into cracks and cause fracture after a sufficient number of fluctuations. 
Fatigue damage is caused by the simultaneous action of cyclic stress, tensile stress, and plastic strain. If any one of these 
three is not present, a fatigue crack will not initiate and propagate. The plastic strain resulting from cyclic stress initiates 
the crack; the tensile stress promotes crack growth (propagation). Although compressive stresses will not cause fatigue, 
compressive loads may result in local tensile stresses. Microscopic plastic strains also can be present at low levels of 
stress where the strain might otherwise appear to be totally elastic. 

During fatigue failure in a metal free of cracklike flaws, microcracks form, coalesce, or grow to macrocracks that 
propagate until the fracture toughness of the material is exceeded and final fracture occurs. Under usual loading 
conditions, fatigue cracks initiate near or at singularities that lie on or just below the surface, such as scratches, sharp 
changes in cross section, pits, inclusions, or embrittled grain boundaries. 

Microcracks may be initially present due to welding, heat treatment, or mechanical forming. Even in a flaw-free metal 
with a highly polished surface and no stress concentrators, a fatigue crack may form. If the alternating stress amplitude is 
high enough, plastic deformation (i.e., long-range dislocation motion) takes place, leading to slip steps on the surface. 
Continued cycling leads to the initiation of one or more fatigue cracks. Alternately, the dislocations may pile up against 
an obstacle, such as an inclusion or grain boundary, and form a slip band, a cracked particle, decohesion between particle 
and matrix, or decohesion along the grain boundary. 

The initial cracks are very small. Their size is not known well because it is difficult to determine when a slip band or 
other deformation feature becomes a crack. Certainly, however, cracks as small as a fraction of a micron can be observed 
using modern metallographic tools such as the scanning electron microscope or scanning tunneling microscope. The 
microcracks then grow or link up to form one or more macrocracks, which in turn grow until the fracture toughness is 
exceeded. 

The fatigue failure process thus can be divided into five stages:  

1. CYCLIC PLASTIC DEFORMATION PRIOR TO FATIGUE CRACK INITIATION  
2. INITIATION OF ONE OR MORE MICROCRACKS  



3. PROPAGATION OR COALESCENCE OF MICROCRACKS TO FORM ONE OR MORE 
MICROCRACKS  

4. PROPAGATION OF ONE OR MORE MACROCRACKS  
5. FINAL FAILURE  

These stages in the process of fatigue failure are complicated and are influenced by many factors. This introductory article 
summarizes some fundamental aspects of the first four stages, prior to the fifth stage of final failure. Further coverage on 
both crack initiation and crack propagation is given in more detail in subsequent articles in this Volume. In particular, 
other articles in this section provide detailed information on the fundamental and applied aspects of fatigue crack 
propagation. Nonetheless, this article briefly considers crack propagation with particular emphasis on the measurement 
and relation of plastic work with fatigue crack propagation. This article refers primarily to ambient air or an inert 
environment. 

The variability in fatigue behavior in similar specimens or parts is well known. This is true for cycles to failure, cycles to 
crack initiation, microcrack propagation rate, and macrocrack propagation rate. A fatigue database should include this 
variability, as well as a clear description of the specimen or part geometry, surface finish, microstructure, and stress state. 
The design engineer needs to know about such variability in order to predict probability of failure for a given design. 
Often reported data do not contain sufficient information about variations in fatigue properties to be useful in a database 
used for design engineers. Also S-Nf or εp-Nf curves of smooth (unnotched) specimens are often presented. Macrofatigue 
crack propagation rates are also presented as smoothed curves based on averaged data points; even when data points are 
plotted, they represent a trailing average of three to seven points. A fatigue crack does not propagate at a uniformly 
increasing rate, but frequently slows down or speeds up due to local conditions along the crack front. Real-world 
spectrum loading further complicates matters. 

As the resolution of inspection instruments has increased, the portion of the fatigue lifetime ascribed to fatigue crack 
"initiation" has decreased. For practical purposes, it is useful to define the "initiation stage" as that portion of the fatigue 

lifetime before a crack is detectable by usual nondestructive evaluation techniques. This is typically 1
2

 to 1 mm. Initiation 

of such an "engineering" crack represents the preponderance of the fatigue lifetime, except in the regime of very low 
cycles to failure. After formation of such an engineering crack, the remaining fatigue lifetime is usually relatively short. 
Thus, the design engineer can design with more precision, utilizing cycles to formation of a small crack combined with 
crack propagation to failure, than with cycles to failure alone or with propagation rates of macrofatigue cracks alone. 
More data that include statistical variations on formation of small cracks in a form useful to the design engineer are 
needed. 

 
Note 

* UPDATED FROM M.E. FINE, CAMPBELL LECTURE, METALL. TRANS. A, VOL 11A, MARCH 1980, P 
368-379 
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Cyclic Deformation Prior to Fatigue Crack Initiation 

As previously mentioned, even if no stress risers, notches, or inclusions are present, small microcracks may initiate due to 
a sufficiently high alternating plastic strain amplitude. When a dislocation emerges at the surface, a slip step of one 
Burgers vector is created. During perfect reversed loading on the same slip plane, this step is canceled; however, slip 
occurs on many planes, and the reversal is never perfect. Accumulation of slip steps in a local region leads to severe 
roughening of the surface. Thus, resistance to fatigue failure is greater for alloys that are not subject to severe localization 
of plastic strain. 



Sometimes features called extrusions and intrusions clearly form on the surface. A simple mechanism, described by 
Cottrell and Hull (Ref 1), for forming an intrusion-extrusion pair is illustrated in Fig. 1. Sequential slip on two 
intersecting slip planes is imagined to occur. In the first half-cycle, first one slip system and then the other is imagined to 
operate, producing indentation (Fig. 1c). Alternately, a protrusion would form if the dislocations have Burgers vectors of 
opposite sign. During the second half-cycle, the first slip system and then the second is imagined to operate again, giving 
rise to an intrusion and extrusion pair (Fig. 1e). 

 

FIG. 1 COTTRELL-HULL MODEL FOR FORMATION OF INTRUSIONS AND EXTRUSIONS. OPERATION OF TWO 
INTERSECTING SLIP SYSTEMS IS ASSUMED TO OCCUR IN THE SEQUENCE SHOWN. 

It is not believed that intrusions and extrusions form exactly by the Cottrell-Hull mechanism, but this mechanism serves 
to illustrate the type of process that must be operative. Laird and Duquette (Ref 2) pointed out that intrusion-extrusion 
pairs have been observed when there is only one operative slip system, and it is not clear whether intrusions and 
extrusions are always paired (Ref 3). Neumann (Ref 4) postulated that an intrusion or extrusion may form by a dislocation 
avalanche along parallel neighboring slip planes containing dislocation pileups of opposite sign. 

The term "persistent slip band" was introduced by Thompson et al. (Ref 5). They examined polished surfaces of copper 
and nickel after various amounts of cyclic deformation and observed many slip bands. Although most were removed 
easily by electropolishing, some required extensive electropolishing for removal; when the samples were retested, slip 
bands formed again in these places. The authors called such slip bands "persistent." Persistent slip bands in copper have a 
ladderlike dislocation structure (Ref 3, 6, 7). Ungrouped veins or braids of dislocations occur in the surrounding matrix. 
The ladderlike structure has a lower flow stress than the surrounding matrix, so very extensive plastic deformation occurs 
in the persistent slip bands. Lukas and Klesnil (Ref 8) considered that stacking-fault energy and the attendant ease of 
cross-slip would play a role in formation of the ladderlike structure, and they thus studied 15 and 31% Zn brasses. The 
stacking-fault energy is progressively reduced and ease of cross-slip is progressively decreased as zinc is added to copper. 
The ladderlike structure was found in 15% Zn brass but not in 31% Zn brass. Kuhlmann-Wilsdorf and Laird (Ref 9) have 
presented an extensive discussion of dislocation models for forming persistent slip bands and attendant surface roughness. 
Their results are shown in Fig. 2. The persistent slip band protruded slightly from the surface by 0.3 μm, but there were 
sharp hills and valleys of up to 5 μm in the band. 



 

FIG. 2 APPROXIMATE PROFILE OF SURFACE AT A PERSISTENT SLIP BAND IN COPPER DETERMINED FROM AN 
INTERFEROGRAM. THE COPPER SINGLE CRYSTAL WAS CYCLED OVER THE PLASTIC STRAIN RANGE 0.0025 FOR 
30,000 CYCLES. SOURCE: REF 7 

In polycrystalline specimens of copper, the ladderlike structure and the persistent slip bands are thought to form only near 
the surface (except in gears and railroad rails, where compressive contact stress dominates). Although the ladderlike 
structure does not form in all metals, even in 31% Zn brass coarse surface relief is formed from an aggregation of fine slip 
lines (Ref 8). 

The term "persistent slip band" has probably been used somewhat loosely to mean any coarse slip band. Nevertheless, 
plastic deformation in slip bands produces regions of intense surface roughness, and this is quite general for all metals. 
Coarse slip bands or plastic strain localization occurs more readily as a result of cyclic deformation than during 
monotonic deformation. Localized regions of surface roughness occur because certain regions are softer or have become 
softer than others. For example, the soft regions may be less work hardened, or work softening may have occurred, as 
from unpinning of dislocations in iron. 

During cyclic plastic deformation, cyclic hardening or cyclic softening may occur. Much has been written on this subject 
(Ref 10, 11). Annealed single-phase alloys usually cyclically harden, while cold-worked alloys cyclically soften. Alloys 
with coherent precipitates, such as γ' (Ni3Al)-type precipitates in nickel-base alloys, show intense cyclic hardening (Fig. 
3) (Ref 12). In binary aluminum-copper containing Guinier-Preston zones, intense hardening is followed by softening 
(Ref 13). Introducing a dispersed second phase to distribute the plastic deformation more uniformly eliminates the 
softening (Fig. 4) (Ref 14). Commercial aluminum-base alloys contain dispersoids for grain refinement, but these 
dispersoids also act to eliminate cyclic softening. 

 

FIG. 3 MAXIMUM COMPRESSIVE STRESS, ∆ς/2, VERSUS CYCLES AT A CONSTANT STRAIN AMPLITUDE OF ∆ε/2 



= 0.75% FOR OVERAGED NI-14AL (AT.%). SOURCE: REF 12 

 

Fig. 4 Stress amplitude, ∆ /2, versus reversals, 2n, at constant strain amplitude, ∆ /2, in binary aluminum-
base copper alloys and in 2024 aluminum alloy aged at room temperature. The al-3.6cu alloy shows cyclic 
softening at large n. This is reduced in the al-6.3Cu alloy at low strain amplitude. This alloy has 5 to 10 μm θ 
dispersoids to reduce strain localization. In alloy 2024, which has manganese to form mnal6 dispersoid particles 
approximately 0.5 μm in diameter, the cyclic softening is absent. The precipitous drop in ∆ /2 is due to 
cracking. Source: ref 14 

The cyclic behavior of quenched-and-tempered steels is particularly interesting. As-quenched steels cyclically harden, 
whereas quenched-and-tempered steels soften by as much as 40% (Ref 15). Monotonic and cyclic stress-strain curves for 
4140 steel quenched and then tempered at 400 °C (750 °F) are shown in Fig. 5 (Ref 15); a large amount of softening is 
evident. This softening is due largely to a change in dislocation structure with cycling (Ref 15). Even though the steel has 
been tempered at 400 °C (750 °F), many dislocations remain from the martensite transformation. Cyclic straining reduces 
the dislocation density, and the remaining dislocations form cell walls. Figure 6 shows a comparison of the structure 
before and after tempering. Coherent precipitates result in cyclic hardening; therefore, addition of precipitates such as 
Ni3Al to quenched-and-tempered steels counteracts cyclic softening (Fig. 7) (Ref 16). 



 

FIG. 5 MONOTONIC AND CYCLIC STRESS-STRAIN CURVES FOR 4140 STEEL TEMPERED AT 400 °C (750 °F). 
LARGE CYCLIC SOFTENING IS OBSERVED. THE CYCLIC STRESS-STRAIN CURVE WAS OBTAINED BY THE 
INCREMENTAL STRAIN TECHNIQUE. SOURCE: REF 15 

 

FIG. 6 TRANSMISSION ELECTRON MICROSCOPY STRUCTURES OF 4140 STEEL TEMPERED AT 400 °C (750 °F) 
BEFORE (A) AND AFTER (B) CYCLING AT /2 = 2.5%. THERE HAS BEEN A LARGE REDUCTION IN 
DISLOCATION DENSITY. SOURCE: REF 15 



 

FIG. 7 STRESS AMPLITUDE, /2, IN FE-0.3C-4NI-1AL-1CU STEEL VERSUS REVERSALS, 2N, FOR VARIOUS 
STRAIN AMPLITUDES, /2. DATA FOR TWO TREATMENTS ARE SHOWN. AFTER TEMPERING 1.5 H AT 350 °C 
(660 °F), ONLY FE3C IS PRESENT AND MUCH CYCLIC SOFTENING IS OBSERVED. WHEN TEMPERED 10 H AT 
650 °C (1200 °F) PLUS 8 H AT 550 °C (1020 °F), COHERENT NIAL AND COPPER PRECIPITATES ARE PRESENT. 
THERE IS VERY LITTLE CYCLIC SOFTENING FOR THIS TREATMENT. THE CYCLES TO FATIGUE CRACK 
INITIATION IN A NOTCHED SPECIMEN WERE MORE THAN TEN TIMES GREATER FOR THE LATTER TREATMENT 
AT A NOMINAL STRESS AMPLITUDE OF 196 MN/M2. SOURCE: REF 16 
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Initiation of Microcracks 

Initiation of fatigue cracks has been observed to occur along slip bands, in grain boundaries, in second-phase particles, 
and in inclusion or second-phase interfaces with the matrix phase. The mode of fatigue crack initiation depends on which 
occurs most easily. If weak, brittle precipitates are present, then they will probably play a dominant role. Slip is 
discontinuous across grain boundaries, and many slip systems must be active to keep the grains from pulling apart. 
Therefore, grain boundaries are particularly susceptible to fatigue crack initiation. 

In the authors' opinion, the sequence of events and modes of initiation of fatigue cracks occur as follows. During cyclic 
plastic deformation, dislocations either emerge at the surface of the metal or pile up against obstacles. If the dislocations 
continuously emerge at the surface rather than pile-up against obstacles, then slip bands that eventually become cracks 
appear in the central portions of the grains, where the flow stress is lower. As expected, resistance to slip-band initiation 
in the central portion of a grain decreases with increasing grain size, following the Hall-Petch relation. A slip-band crack 
in the central portion of a grain in 2124 aluminum alloy aged at room temperature is shown in Fig. 8 (Ref 17). 

 

FIG. 8 SLIP-BAND CRACK IN CENTRAL PORTION OF GRAIN IN 2124-T4 ALUMINUM ALLOY. THIS OCCURRED 
AFTER 240 CYCLES AT A NOMINAL STRESS OF 87 MN/M2 IN A POLISHED NOTCH WITH AN ELASTIC STRESS-
CONCENTRATION FACTOR OF 4.4. THE STRESS-CONCENTRATION FACTOR, TAKING PLASTICITY INTO 
CONSIDERATION, WAS 2.6. SOURCE: REF 17 



Many types of obstacles can cause dislocation pile-ups during cycling, including grain boundaries, inclusions, oxide 
films, and domain boundaries. Dislocation pile-ups result in an increase in elastic strain energy. When the strain energy 
density exceeds twice the surface free energy, a condition of instability occurs that energetically favors the initiation of 
microcracks. This can lead to a slip-band crack in the matrix, decohesion along a grain boundary, or cracking of a second-
phase particle that may lie in the matrix or grain boundary. If the grain-boundary regions in a precipitation-hardened alloy 
are free of precipitates (i.e., precipitate-free zones), then plastic flow at low plastic strains may be concentrated in these 
regions and initiate fatigue cracks. Even if an isolated second-phase particle cracks, it must spread into the matrix for 
initiation of a fatigue crack to occur. Thus, not all cracked inclusions initiate fatigue cracks. All of these types of cracks 
have been observed. 

Figure 9 depicts how paired dislocation pile-ups might give rise to an intrusion or extrusion by an avalanche (Ref 18). 
Here an oxide on the surface is imagined to be the obstacle, but other obstacles would have similar effects. A slip band 
that is thought to be cracked and that may have formed in this way in a high-strength, low-alloy (HSLA) steel is shown in 
Fig. 10 (Ref 19). A slip-band crack emanating from an inclusion is shown in Fig. 11 (Ref 17). It appeared very suddenly. 

 

FIG. 9 PAIRED DISLOCATION PILE-UPS (FROM SOURCES NOT SHOWN) AGAINST OBSTACLE ON METAL 
SURFACE ARE IMAGINED TO GROW WITH CYCLIC STRAINING UNTIL THEY REACH A CRITICAL SIZE. AN 
AVALANCHE THEN OCCURS, PRODUCING AN INTRUSION OR EXTRUSION, DEPENDING ON THE DISLOCATION 
SIGN. SOURCE: REF 18 

 

FIG. 10 SCANNING ELECTRON MICROGRAPH OF POLISHED NOTCH IN FE-0.03NB-0.06C STEEL AFTER 300,000 



CYCLES AT ∆K/  OF 850 MN/M2, WHERE IS THE RADIUS OF CURVATURE OF THE NOTCH. SLIP BAND IN 
CIRCLE IS THOUGHT TO BE ALREADY CRACKED. IT APPEARED SUDDENLY, EMANATING FROM A GRAIN 
BOUNDARY. SOURCE: REF 19 

 

FIG. 11 SLIP-BAND CRACK IN POLISHED NOTCH EMANATING FROM AL7CU2FE INCLUSION IN 2024-T4 
ALUMINUM ALLOY AFTER 12,000 CYCLES. CRACK APPEARED SUDDENLY. OTHER CRACKS ARE ALSO VISIBLE. 
NOMINAL STRESS WAS 84 MN/M2. SEE FIG. 8 FOR STRESS-CONCENTRATION FACTOR. SOURCE: REF 17 

The mode by which inclusions aid in fatigue crack initiation, as already stated, may be for the inclusion to crack first and 
then extend into the matrix. As shown by Morris (Ref 20), this is the case for 2219-T851 aluminum alloy. Chang et al. 
(Ref 21) modeled this process. Particle size determines whether cracking of the particle from a dislocation pile-up or 
advance of the fatigue crack into the matrix is rate controlling. Advance of the fatigue crack into the matrix was predicted 
to be rate controlling for large particles. 

Eid and Thomason (Ref 22) showed that in a quenched-and-tempered medium-carbon molybdenum alloy steel containing 
Al2O3 inclusions up to 25 μm in diameter, there was debonding between the particles and the matrix as well as cracking of 
the particles, both initiating fatigue cracks. Their stress field analysis pointed out the importance of the ratio of Young's 
modulus in the particle to that of the matrix. A ratio greater than 1:1, which is the case for Al2O3 in iron, results in large 
tensile stress concentrations at the polar points of the particles. Neither MnS inclusions nor Fe3C particles, whose moduli 
are smaller than that of iron, were sources of fatigue cracks in the same alloy. In a high-strength aluminum alloy prepared 
by hot working of pressed powder compacts, Al2O3 particles, which have approximately ten times the modulus of the 
matrix, may be the origin of fatigue crack initiation in grain boundaries (Ref 23). 

Inclusion size also plays a role, at least in 2024-T4 aluminum alloy. Kung and Fine (Ref 17) determined that the 
probability for an Al2CuMg or Al7Cu2Fe constituent particle to initiate a slip-band crack decreases rapidly as its size 
decreases below 7 μm. 

Whether cyclic hardening or softening occurs probably has only a minor effect on the fatigue limit, because the plastic 
strain amplitude corresponding to the fatigue limit is quite small. The severity of the surface disturbance or the size of the 
dislocation pile-up produced by cyclic loading depends on the plastic strain amplitude in the localized region where the 
fatigue cracks form, which in turn depends on the yield stress. It is well known that the fatigue limit is not a definite 
fraction of the yield stress for all metals and alloys. Two additional factors are important: the degree of strain localization 
and the critical localized plastic strain to initiate the crack. 

The plastic strain amplitude over the gage length, the quantity usually measured in a monotonic or cyclic stress-strain 
curve, may be made up taking the two extremes of a small number of severe local plastic strains or a large number of 
small plastic strains. The latter case is much better for fatigue resistance, which benefits from any reduction in strain 
localization. The chromium present in commercial 7075 aluminum alloy forms Cr2Mg3Al18 dispersed particles 
approximately 0.5 μm in size. Hornbogen and Lütjering (Ref 24) showed that these dispersoid particles inhibit the 
formation of coarse slip bands and improve the fatigue limit by approximately one-third. A similar result was obtained in 
2024-type alloys (Ref 25). The precipitate-free zones near grain boundaries, often present in precipitation-hardened alloys 
aged at elevated temperatures, are also regions of strain localization. Thermomechanical processing that produces jagged 
grain boundaries improves fatigue resistance (Ref 26). 

The local critical plastic strain to initiate a crack is related to notch sensitivity. If a material is highly notch sensitive, then 
only a small surface intrusion or extrusion is needed to initiate fatigue cracking. Notch sensitivity is often considered to 
increase with yield strength, but this is not a general rule. Other factors are also related to notch sensitivity. For example, 



removal of large iron- and silicon-containing inclusions in aluminum alloys improves the fatigue limit (Ref 27). It is also 
well known that removal of inclusions in steels improves the fatigue limit. The local plastic strain necessary for crack 
initiation has been little studied. This would appear to be a very worthwhile field for research, both to develop fatigue-
resistant alloys and to help theoreticians model fatigue crack initiation. 

Recently, Mura et al. (Ref 28, 29) adopted a free-energy approach to derive basic equations governing initiation of 
microcracks. They modeled the fatigue deformation process as one of injecting dislocations along slip bands impinging 
onto certain obstacles. The buildup of local plastic strain and hence strain energy eventually leads to energy instability 
that results in the initiation of microcracks. Mura et al. showed that the fatigue limit is directly proportional to the friction 
stress and that environmental sensitivity is related to the degree of slip reversibility. 
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Propagation and Coalescence of Microcracks 

A fatigue crack must be a certain length before it can be observed; thus, some microcrack growth has always occurred 
before the measured cycles to "initiation" reported in the literature. The values will depend on the resolving power of the 
measuring instrument used. Mura et al. (Ref 28, 29) showed that the size of just-initiated cracks is on the order of 0.1 m 
or less. Therefore, in order to track the evolution of microcracks from initiation, one must use instruments with resolution 
better than 0.1 μm. Recently, scanning tunneling microscopy has been used successfully to track the initiation of 
microcracks during fatigue deformation of silver single crystals (Ref 30). In order to minimize tip artifacts, the tip must be 
sharp with a small opening angle. Also, imaging conditions must be chosen to minimize tip-induced surface damage. 
Atomic force microscopy can also be used, with the same precautions. 



As a consequence of stress or plastic strain cycling above the fatigue limit, the initial microcracks grow or coalesce until a 
macrocrack may be reasonably defined as larger than a number of grain cross sections in an area, with smaller cracks 
being defined as microcracks. In single crystals, a 500 μm crack diameter may be a reasonable dividing line. 

It is not certain to what extent microcracks form in materials cycled below the fatigue limit and then stop growing. This is 
another subject that requires study. Microcracks that have formed may not grow further for a number of reasons. For 
example, a fatigue crack may initiate within an inclusion, but could be stopped by the interface because, as suggested by 
Chang et al. (Ref 21), the stress required to extend the crack into the matrix is larger than that required to initiate the crack 
in the inclusion. Fatigue cracks that are isolated in inclusions are often observed, for example, in Al7Cu2Fe inclusions in 
aluminum alloys (Ref 17). In two-phase alloys or composites, microcracks may form in a noncontinuous phase but be 
unable to propagate into the continuous phase. The stress-concentration factor falls off with distance from a notch, hole, 
scratch, pit, or other flaw. Thus, a crack that forms near or at flaws may stop growing at a nominal stress amplitude just 
below the fatigue limit. It is now well known that microcrack growth is impeded by grain boundaries (Ref 17, 31). 

Based on reviews beginning with Ewing and Humfrey (Ref 32), as well as research at Northwestern University, the 
number of microcracks that form during fatigue depends on stress or plastic strain amplitude. At high amplitudes, many 
cracks form, and coalescence across grain boundaries is the dominant mode of microcrack growth. At low stresses, 
growth of individual microcracks is more important. At the endurance limit, the macrocrack is expected to form most 
often from a single source. The basic mechanism for micro- or macrofatigue crack propagation in metals is by plastic 
deformation, except perhaps when there is very extreme grain-boundary embrittlement. A small crack often propagates 
initially along a crystallographic plane (Forsythe's stage I) (Ref 33). The resistance to microcrack propagation offered by 
grain boundaries arises because plastic deformation is discontinuous across grain boundaries. In a precipitation-hardened 
high-strength aluminum alloy made by forging or extruding a pressure-sintered powdered compact, the cracks initiate in 
the grain boundary, but the propagation mode quickly changes to transgranular (Ref 23). 

A significant fraction of the fatigue lifetime is taken up by propagation of microfatigue cracks. Building microcrack 
stoppers into the microstructure is feasible and should be investigated more fully. 
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Growth of Macrocracks 

Once a macrocrack a few millimeters or more in length has formed, the stress-intensity range, ∆K, of linear fracture 
mechanics becomes the rate-controlling parameter under the condition that only small-scale yielding occurs at the tip of 



the crack. Here ∆K is ∆σ , where ∆σis σmax - σmin, the maximum nominal stress minus the minimum nominal 
stress; a is the crack length; and f(g) is a function of specimen geometry, loading conditions, and the ratio of crack length 
to specimen width, a/w. Formulas for f(g) have been derived for a wide variety of conditions and are tabulated in a 
number of texts. 

Fatigue crack propagation rates are typically plotted as log-log graphs of da/dN versus ∆K (Fig. 12). Fatigue crack growth 
behavior is characterized by three regimes (Fig. 12), which may include the region where the scale of yielding at the crack 
tip is no longer necessarily small. Full discussion of crack growth behavior and analysis is provided elsewhere in this 
Volume. However, brief descriptions of the three regimes are provided below:  

• REGION I: THRESHOLD AND NEAR-THRESHOLD REGION WHERE DA/DN DECREASES 
RAPIDLY WITH DECREASE IN ∆K TO A THRESHOLD VALUE (∆K0 OR ∆KTH)  

• REGION II: MIDREGION WHERE THE PARIS RELATION (REF 34) HOLDS:  

DA/DN = C (∆K)N WHERE C AND N ARE CONSTANTS  (EQ 1) 

• REGION III: HIGH-RATE REGION WHERE THE MAXIMUM STRESS INTENSITY, KMAX, 
APPROACHES THE CRITICAL STRESS INTENSITY FOR STATIC FAILURE, KC  

 

FIG. 12 SCHEMATIC PLOT OF FATIGUE CRACK PROPAGATION RATE, DA/DN, VERSUS STRESS-INTENSITY 
RANGE, ∆K, ON A LOG-LOG SCALE. SEE TEXT FOR DISCUSSION OF REGIONS I TO III. 

Region III will not be discussed. By the time region III has been reached, the fatigue crack is moving so rapidly that for 
practical purposes a failure has already occurred. 



These three regions are modeled mathematically by the McEvily-Forman empirical equation (Ref 35):  

  
(EQ 2) 

In this equation, the exponent 2 replaces n in the Paris relation. As shall be discussed later, while an n of 2 is observed in 
some materials, a value closer to 4 is more common (Ref 36). Equation 2 should be modified to allow for a variable 
exponent on ∆K. 

Threshold and Near-Threshold Growth of Macrocracks. Considering region I first, macrocracks will not grow at all 
values of ∆K; a threshold stress-intensity range, ∆Ko, is thought to exist below which the crack does not propagate. The 
rate da/dN increases rapidly as ∆K increases from ∆Ko, merging into the Paris relation region. The values of ∆Ko and the 
near-threshold behavior established for cracks a few millimeters or more in length do not hold for shorter cracks. They 
may propagate at ∆K values smaller than ∆Ko. 

Crack closure is another factor that influences near-threshold behavior. The concept of crack closure was first put forth by 
Elber (Ref 37). When ∆K is relatively large, plastic stretching of the material at the crack tip imposes a compressive stress 
on the reverse loading, causing the crack to close prior to the tensile stress becoming zero. Elber defined an effective 
stress-intensity range, ∆Keff = ∆K - ∆Kclosure. Near-threshold plastic stretching is not thought to be important, because the 
maximum stress intensity is small; however, there are other sources of crack closure, such as oxide bridging of the crack 
and mixed shear-tensile mode (Ref 38). If the crack propagates partly in a shear mode and partly in a tensile mode, the 
crack surface is rough and the rough surfaces on each side of the crack face become displaced to each other as the crack 
propagates. Therefore, the surfaces in the wake touch before the minimum or zero stress is reached. This has been 
quantitatively related to ∆Kclosure (Ref 39, 40). Also, the increase in ∆Ko with grain size has been shown to be almost 
completely due to closure effects; the variation of ∆Ko,eff is either very small or nonexistent (Ref 41). Further, the crack 
closure stress depends on specimen geometry being larger for a side notch specimen than for a center notch specimen, due 
to the larger bending moment at the crack tip in the former (Ref 42). The bending moment is even larger for a compact 
tension specimen. 

Short cracks (i.e., less than 1 to 2 mm long) are commonly observed to propagate differently than long cracks. This is at 
least partly due to crack closure increasing with crack length. For 100 to 1000 μm cracks in VAN 80 steel loaded above 
∆Ko, a large variation from long crack data was observed. However, when da/dN was plotted versus ∆Keff in the 3 to 10 
MPa m  range, the data for many specimens fell into a small scatterband with the long crack data (Ref 43). 

Short cracks are also observed to propagate at ∆K values below ∆Ko. Of course, when the cracks are in the microcrack 
range, the ∆K values at a given stress range are very small, yet microcracks grow sporadically, as already discussed. Thus, 
fracture-mechanics-based estimates are not valid. From an engineering point of view, the fatigue process can be divided 
into an "initiation" stage, which continues to first detection of a crack by nondestructive inspection, and a crack 
propagation stage. The practical detectable crack size limit is usually about 1 mm, and this takes up most of the lifetime. 
Therefore, the traditional S-Nf curve or the newer ∆εp versus Nf curve is still often the most practical design basis, 
provided that the statistics of the variation in Nf (the cycles to failure) as a function of S (the applied stress range) are 
known. Corrections for mean stress effects are, of course, routinely made. 

Paris Relation Region of Fatigue Crack Propagation Rate. Many theoretical studies have resulted in equations of 
the form of the Paris relation (Eq 1). Based on the concept that plastic work must be provided to advance the crack, the 
following can be derived (Ref 44):  

  
(EQ 3) 

where A and n are dimensionless constants, μis the shear modulus, σ is an appropriate yield stress, and U is the plastic 
work required to advance the crack by a unit area. 

The Weertman (Ref 45) general theory predicts n values of 2 or 4 as two limiting approximations. For n < 4, U was 
predicted to be a function of ∆K such that:  



U = (∆K)4-N  (EQ 4) 

where β is the proportionality constant. When n is 4, U is independent of ∆K, but when n is 2, U is proportional to ∆K2. 

Experimentally determined values of n range from 2 to 8. Fatigue crack propagation rate data compiled by Frost et al. 
(Ref 46) for 14 alloys gave an average value of n of 3.94 with a standard deviation of ±0.86. For eight alloys (four 
aluminum alloys, three steels, and one nickel alloy), Izumi et al. (Ref 36, 47) observed n = 3.7 ± 0.5. There are alloys, 
however, where n is close to 2 (Ref 35) that were not included in these compilations. Values of n greater than 4 may be 
due to inclusion of a portion of regions I or III in the data range analyzed. 

In order to test Eq 3, Ikeda et al. (Ref 47) devised a method for measuring U. Foil strain gages, 200 by 210 m, were 
strategically cemented ahead of the fatigue crack. Holding ∆K constant by reducing ∆σ as the crack lengthened, the 
nominal stress/local strain curves were measured in these gages as the fatigue crack approached. Figure 13 shows typical 
results, where X is defined as the distance from the center of the gage to the crack tip along the crack plane and Y is 
defined as the distance from the center of the gage to the crack plane. A series of nominal stress/local strain curves of 
decreasing X for two different Y values are shown. The initial curves A and G do not close; however, the subsequent 
curves close to a first approximation, forming loops. The nonclosure represents permanent strain, which is negligibly 
small after the first cycle. The curves have been arbitrarily shifted to the right on the strain axis to set them apart. When 
the gages are far from the crack tip, the hysteresis loop width is too small to be shown on the scale of the figure (curves B 
and H). Curve D shows slight hysteresis, which increases with decrease of X (loops E, F, I, and J). When the crack enters 
the gage, it is broken. When Y is large, the crack bypasses the gage (e.g., loop K). 

 

FIG. 13 TYPICAL NOMINAL STRESS/LOCAL STRAIN CURVES VERSUS DISTANCES FROM CRACK TIP 
DETERMINED USING 200 M FOIL STRAIN GAGES. THE DISTANCES A-F AND G-K ARE APPROXIMATELY 2 MM. 
CENTER NOTCH IS 3 MM LONG AND 0.2 MM WIDE. R WAS 0.05. SOURCE: REF 36 



For determination of U, local stress rather than nominal stress is needed. This was determined from the stress-strain 
hysteresis loops for unnotched specimens using the strain amplitudes determined with the foil strain gages. 

The plastic work U is made up of two parts, hysteretic Uh and permanent Up. The latter was measured in several alloys 
and found to be less than 1% of U. Since the major part of U is hysteretic, the areas of the loops are of primary interest. 

From the local stress/local strain hysteresis loops, the local plastic work per unit area of crack advance for the coordinates 
in the plastic zones X and Y, UXY, was determined:  

  

(EQ 5) 

where σu and σi refer to local stresses in the upper and lower curves, respectively, of the hysteresis loop. The experiment 
is done at constant ∆K, so according to fracture mechanics a constant plastic zone advances with the crack. Thus, a 
contour map of UXY in the plastic zone can be drawn, as shown in Fig. 14 for HY 80 and HY 130 pressure vessel steels 
(Ref 48). The plastic zones are butterfly-wing shaped, in keeping with the maximum shear stress being 45° from the 
loading direction and the crack plane. The plastic zone size increases with decreasing yield stress. The plastic work was 
obtained by integrating over the plastic zone:  

U = UXYDXDY  (EQ 6) 

In order to obtain UXY closer than 100 μm to the crack tip (Ref 49), UXY for a constant small Y was extrapolated to small X 
on a log-log scale and, following the solution proposed by Rice (Ref 50) for a mode III crack (the present case is mode I, 
i.e., tensile stress normal to crack face), the contour lines were assumed to be circles touching the crack tip and 
symmetrical to the crack tip. Using this method of extrapolation, U is finite because X approaches zero faster than UXY 
approaches infinity. The contribution to U from closer than 1 m to the crack tip is negligible. 



 

FIG. 14 CONTOUR MAPS OF PLASTIC ZONES AT ∆K OF 20 MPA m  IN PRESSURE VESSEL STEELS HY 80 
(0.16% C, 3% NI, 1.5% CR, AND 0.4% MO, TEMPERED 1 H AT 700 °C, OR 1290 °F) AND HY 130 (0.10% C, 
3% NI, 0.5% CR, 0.45% MO, AND 0.10% V, TEMPERED 1 H AT 600 °C, OR 1110 °F). THE CONTOUR LINES 
ARE LINES OF EQUAL LOCAL PLASTIC WORK, UXY, IN UNITS OF 1011 J/M4 AS INDICATED BY THE NUMBERS. 
SOURCE: REF 48 

Davidson and Lankford (Ref 51) devised a different method for measuring U utilizing electron channeling to measure the 
cell size in 0.05% C steel versus distance from the crack. The hysteresis loop areas were then obtained from a calibration 
of cell size versus loop area determined on unnotched specimens. Liaw et al. (Ref 49) compared the contributions to U 
from closer than 100 μm to the crack tip in the same low-carbon steel as determined by both techniques. The agreement 
was very good, with the two values in agreement to within 15%. 

The results of measurements of U for alloys with n ranging from 3 to 4.6 are given in Table 1 along with other pertinent 
data and values of A. This set of data is discussed in another paper by Liaw et al. (Ref 55). The mean value of the 
"constant" A in Eq 3 is 2.9 × 10-3, with a standard deviation of ±1.1 × 10-3. The theoretical treatment of Mura and Villman 
(Ref 56) obtained 2 × 10-3 for A, which is close to the mean experimental value. In Table 1, yield stress varies from 42 to 
868 MPa, shear modulus (μ) varies from 26 to 84 GPa, da/dN varies from 0.16 × 10-8 to 32 × 10-8 m/cycle, ∆K varies 
from 2.5 to 20 MPa m , and U varies from 0.5 to 53 × 10-5 J/m2. When the individual data are inserted into Eq 3, a 
"constant" A emerges with a relatively small standard deviation. It should, of course, be recognized that data are included 
for alloys ranging in n from 3 to 4.6, that the 0.2% offset cyclic yield stress may not strictly be the correct yield stress for 
Eq 3, and that there are errors in measurement of U (Ref 36, 47). The latter two factors lead to errors in A. 

TABLE 1 COMPILATION OF MEASURED VALUES OF THE PLASTIC WORK OF FATIGUE CRACK 
PROPAGATION, U, FOR VARIOUS ALLOYS AND CALCULATED VALUES OF A IN EQ 3 



METAL(A)  σY(0.2%), 
MPA  

∆K, 
MPA m   

U, 
J/M2 × 10-5  

DA/DN, 
N/CYCLE × 10-8  

N  A × 103  REF  

STEELS  
0.05C ANNEALED  170  8.0  53  15  4.6  4.3  49  

340  12.4  12  0.8  3.5  3.5  47  
   15.5  8  1.7  . . .  2.1  . . .  

NB-HSLA HOT ROLLED  

   19.5  12  3.7  . . .  2.7  . . .  
NB-HSLA 400 °C TEMPER  600  20  30  0.6  3.9  3.2  52  
NB-HSLA 550 °C TEMPER  688  20  7.6  1.5  4.1  2.6  52  
HY 80  521  20  7.7  3.5  3.4  3.6  48  
HY 130  868  20  2.2  5.0  3.6  4.0  48  
1.4CU-0.28C, 13 MIN, 500 °C  710  19.5  3  1.8  3.5  1.6  53  
1.4CU-0.45C, 200 MIN, 500 °C  780  19.5  1.3  5.6  3.0  2.3  53  
NICKEL ALLOYS  
NI-7.2AL, 2 DAYS, 625 °C  670  15.5  4.8  2.0  4.5  6.3  36  
ALUMINUM ALLOYS  
99.9+COLD ROLLED  42  2.5  18  0.16  4.0  3.3  54  
1100 ANNEALED  49  2.8  12  0.29  4.2  3.5  54  

370  7.8  2.4  1.5  4.0  2.5  36  2219-T861  
   15.5  1.6  25  . . .  3.5  . . .  
260  9.3  2.1  6.8  4.0  3.4  36  2219 OVERAGED  
   15.5  1.4  32  . . .  1.4  . . .  
390  7.8  2.6  1.6  3.0  4.4  36  2024-T4  
   15.5  3.2  14.0  . . .  3.1  . . .  

7050-T4  410  12.4  0.5  30  3.5  2.8  47  
7050-T76  510  15.5  0.6  30  4.0  2.3  36  

230  9.3  10.5  1.2  . . .  2.3  36  
   10.8  6.1  2.0  4.0  1.2  . . .  

6.3CU-T4  

   12.4  5.8  4.7  . . .  1.6  . . .  
MEAN ± STANDARD DEVIATION              3.8 ± 0.5  2.9 ± 1.1      

(A) COMPOSITIONS GIVEN IN WEIGHT PERCENT  

Dependence of measured U on ∆K will be considered next. As already mentioned, when n is 4, U is expected to be 
independent of ∆K. This was investigated in a steel (Ref 47) and several aluminum alloys (Ref 36), as shown in Table 1. 
The variation observed is considered to be within experimental error. When n is less than 4, ∆K is theoretically expected 
to be a function of U, with Eq 3 still holding. Noteworthy among n values near 2 reported in the literature is the analysis 
of martensitic steels by Barsom (Ref 57), where n = 2.25 fit a large set of data. 

Recently, Kwun and Fine (Ref 48) observed n of 2.3 in MA 87 powder metallurgy aluminum-base alloy containing 6.5 
wt% Zn, 2.5 wt% Mg, 1.5 wt% Cu, and 0.4 wt% Co aged 25 h at 120 °C (250 °F) followed by 4 h at 163 °C (325 °F). It 
was decided to measure U at two different values of ∆K, 10 and 17 MPa m , to check Eq 4. The resulting values of U 
were 1.7 and 4.3 × 104 J/m2. Substituting into Eq 3 gave A values of 2.2 and 2.3 × 10-3, which are close to the mean value 
of Table 1. Taking U proportional to (∆K)1.7, the predicted ratio of U for the two ∆K values is 2.5, which is the observed 
ratio. 

It has thus been proved that the plastic work per unit area of fatigue crack propagation, U, is an important material 
parameter, along with yield stress, for controlling the rate of fatigue crack propagation. At a constant ∆K, da/dN varies 
inversely as μU(σy)2. For alloys of the same major component, μvaries little with alloying, and the product U(σy)2 is 
controlling. 

Many experimental studies have observed that increasing yield strength in an alloy system, such as by changing the 
tempering temperature in steels, changes da/dN at constant ∆K relatively little. This can be understood by U and y 
changing in opposite directions. Because U depends in part on the size of the plastic zone, decrease in U with increase in 
alloy strength is not unexpected, and most of the data in Table 1 bear this out. Of all the alloys studied, annealed 0.05 
wt% C steel has the highest U, but ∂ a/ ∂ N (at constant ∆K) is high because σy is low. A similar conclusion is reached for 
99.99+ aluminum. Fortunately, there are exceptions to the rule that U is inversely related to (σy)2. The niobium-alloyed 
steel when quenched and tempered at 400 °C (750 °F) has a very high U for its yield strength and a correspondingly low 



fatigue crack propagation rate. The binary Al-6.3Cu alloy (aged at room temperature to form Guinier-Preston zones) also 
has a high value of U for aluminum alloys. 

Preventing strain localization is certainly important for increasing U. If the plastic deformation is localized in the plastic 
zone, then small U is expected. The Al-6.3Cu alloy has excess copper, which forms 5 to 10 m spherical CuAl2 particles 
dispersed uniformly in the matrix. These prevent strain localization, which is characteristic of an alloy containing only 
Guinier-Preston zones. 

Even enhancement of the fatigue crack propagation rate by a corrosive environment can be understood by its effect on U. 
Davidson and Lankford (Ref 51) measured fatigue crack propagation rate and U in dry and moist air. The faster rate in 
moist air was accompanied by a reduction in U. 
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Appendix: Scanning Probe Microscopy of Fatigue 

Scanning probe microscopy refers to a class of surface diagnostic techniques that operate by scanning a fine probe across 
a specimen surface. The first such instrument is the topographiner developed by Young in the early 70s (Ref 58), 
followed by the now well-known scanning tunneling microscope. The scanning tunneling microscope (STM) was 
invented by Rohrer and Binnig of IBM's Zurich Research Laboratory in Switzerland in 1982 (Ref 59). One of the most 
interesting aspects of this new microscopy technique is its ability to perform high resolution imaging of surfaces over 
hundreds of microns, and that such high resolution is achieved in vacuum, air and liquid environments, thus making this a 
convenient technique for use in various branches of physical and biological sciences, including the study of fatigue-
induced surface deformation. 

Principle of STM Imaging 

Consider a sharp conducting tip brought to within one nm of a specimen surface (see Fig. 15). Typically, a bias of 0.01-1 
volt is applied between the tip and the specimen. Under these conditions, the tip-surface spacing (s) is sufficiently small 
that electrons can tunnel from the tip to the specimen. As a result, a current (i) flows across this gap which can be shown 
to vary with s as follows:  

I EXP(-10.25  S)  (EQ 7) 

where is the effective work function in eV (3-4 eV for most systems) and s is in nm. One can see that if the tip-surface 
spacing is increased (decreased) by 0.1 nm, the tunneling current will decrease (increase) by about a factor ten for an 
effective work function of 4 eV. 

 

FIG. 15 ELECTRON TUNNELING FROM PROBE TIP TO SPECIMEN SURFACE 

One can then exploit this sensitive dependence of the tunneling current i on the tip-surface spacing for topographic 
imaging as follows. In scanning the tip horizontally across the specimen, any change in the tip-surface spacing results in a 
large change in the tunneling current i. One can use some feedback mechanism to move the tip up or down to maintain a 
constant tunneling current. According to the above equation, this implies that one is maintaining a constant tip-surface 
spacing (assuming constant ). In other words, the up-and-down motion of the tip traces out the topography of the 



surface, analogous to the conventional technique of stylus profilometry, except that the tip never touches the surface in 
STM. This is known as constant current imaging, the most common imaging mode used in scanning tunneling 
microscopy. 

Because of the proximity of the tip to the surface and the nature of tunneling, the tunneling electron beam diameter can be 
very small. For a tunneling junction with work function of 4 eV, the full-width at half-maximum is approximately equal 

to 0.2 (Ref 60), where z is the sum of R, the local radius of curvature of the tip and s, the tip-surface spacing in nm. 
For example, for R = 0.2 nm, and s = 0.5 nm, the electron beam diameter is on the order of 0.2 nm. This implies that the 
tunneling current is self-focused into a region with atomic dimensions. Scanning tunneling microscopy has been 
demonstrated to yield atomic resolution in many cases. 

Experimental Aspects 

Coarse Motion Control. In order to bring the tip to within tunneling range, one must move the tip over macroscopic 
distances (hundreds of microns) with precision ~100 nm. Two schemes are commonly used. One involves the use of 
piezoelectric inchworms. Another one is based on purely mechanical means. For example, consider a conventional 80-
pitch screw, i.e., the screw advances by one inch (2.54 cm) after 80 turns. This translates into a motion advance of about 
880 nm for one degree of screw rotation. Using a cantilever beam with mechanical advantage of 10, one can achieve a 
precision of 88 nm for one degree of screw rotation. 

Fine Motion Control. The precision required for tip positioning relative to the specimen surface during image 
acquisition has to be better than 0.1 nm. This is achieved by piezoelectric positioners. Piezoelectric materials expand or 
contract upon the application of an electric field. Lead zirconium titanate (PZT) is the material of choice in the STM 
community. Most STMs are designed with response ranging from 1-300 nm/volt. Since voltages can be controlled and 
monitored in the submillivolt level easily, subnanometer control can be readily attained. 

Two types of STM scanners are being used. In one design, three-axis scanning is accomplished using three separate 
pieces of piezoelectric bars held together in an orthogonal arrangement. In another design, a single piezoelectric tube with 
four separately biased quadrants provides the capability of three-axis scanning (Ref 61). The major advantage of the tube 
scanner is its improved rigidity. 

Tip Preparation. Two tip materials are widely used, viz. tungsten and platinum alloys (e.g., Pt-Ir and Pt-Rh). Tungsten 
is strong and can be fabricated into a sharp tip easily, but it tends to oxidize rapidly in air. On the other hand, Pt alloys are 
stable in air, but they may not survive occasional tip crashes on surfaces. Several methods can be used to create sharp tips 
of these materials. These include electropolishing, cutting and grinding, momentary application of a high bias voltage (a 
few volts), or simply waiting for a few minutes after achieving tunneling. In order to image rough surfaces with minimal 
distortion as one normally encounters in fatigue studies, sharp tips with large aspect ratios should be used. For further 
details, see Ref 62. 

Vibration Isolation. Most STMs are supported using damped springs, air tables or stacked stainless steel plates 
separated by viton dampers. The goal in all these designs is to keep the tip-surface spacing immune to external vibration. 
The general design is that one should support the STM on a soft platform and design a microscope with high rigidity. 

Data Acquisition and Analysis. In a typical experiment, a bias of 0.01-1 volt is applied between the tip and the 
specimen. The tunneling current so obtained is then compared with a preset value (typically 1-10 nA). The error signal 
then drives a feedback circuit whose output is used to control a fast high voltage operational amplifier which feeds 
voltage to the Z electrode of the scanner (which moves the tip perpendicular to the surface). At the same time, raster-
scanning is accomplished by using two computer-controlled digital-to-analog converters to control the output of two high 
voltage operational amplifiers feeding voltages to the X and Y electrodes of the scanner. At each step, the Z voltage 
required to maintain a constant tunneling current is read by the computer via an analog-to-digital converter (either through 
AC coupling or potential dividers). This Z voltage, as discussed earlier, corresponds to the surface height at the XY 
location. This information can then be displayed in real time as gray level images on a video monitor or stored as two-
dimensional integer arrays which can later be retrieved for further processing. 

Atomic Force Microscopy 

In scanning tunneling microscopy, the tip-surface spacing is sensed by the tunneling current. This sensing technique does 
not work well for highly resistive materials. An alternative scheme to sense the tip-surface spacing is by measuring the 



force of interaction between the tip and the specimen surface (Ref 63). This is the basis of atomic force microscopy. The 
tip is normally part of a small wire or microfabricated cantilever. The force of interaction between the tip and the surface 
results in a deflection of the cantilever. In most modern designs, the cantilever deflection is sensed either by detecting the 
reflection of a light beam from the back of the cantilever or by optical interferometry. Other operational aspects of AFM 
(i.e., motion control, vibration isolation, etc.) are identical to STM. By operating under small loads (~nN), most surfaces 
can be imaged with high resolution without damage. One important strength of AFM is its ability to obtain images from 
insulator surfaces. In addition, one can modify an atomic force microscope to study friction and surface mechanical 
properties on the nanometer scale. For further details, see Ref 63. 

Limitations of Scanning Probe Microscopy 

One limitation of scanning probe microscopy is the small range of piezoelectric scanners (~100 microns). This limitation 
is solved in most modern designs by incorporation of an optical microscope, which serves to search for the region of 
interest. The probe can then be positioned over this region for a close-up view. Another limitation is tip geometry. With 
the exception of atomically smooth surfaces, images obtained from all other surfaces are due to the convolution of the 
actual surface topography and the tip geometry, an important consideration in applying scanning probe techniques in 
fatigue studies (Ref 64). Unfortunately, mathematical deconvolution cannot recover the original topography even if the tip 
geometry is exactly known. The only practical solution is to image with the sharpest possible tip with large aspect ratio. 
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Introduction 

FATIGUE has been known for more than 150 years (Ref 1, 2, 3), especially for metallic materials that exhibit a lower 
strength under cyclic loading conditions compared to static load. For more than a century, common engineering practice 
has been to characterize the fatigue resistance of materials against cyclic loading by means of Wöhler curves or so-called 
S-N plots. Wöhler (Ref 4), who studied the cyclic strength of steel railroad axes and various other structural parts, was 
solely interested in the fatigue limit, which is the threshold stress amplitude below which fatigue failure will not occur, 
even for a very large number of cycles. For many decades it was a mystery as to why the stress level of the fatigue limit 
often occurs not only below the rupture strength but even below the yield stress. 

For many years, and especially since the work of Coffin (Ref 5) and Manson (Ref 6), it has been known and well-
accepted that fatigue failure has to be attributed to repeated cyclic plastic straining. The stress amplitudes leading to 
fatigue failure are in most cases too small to cause "macro-yielding," but they are at least large enough to give rise to 
cyclic "microplastic" strains that are measurable and of the order of 10-5 to 10-4 at the fatigue limit. Consequently, fatigue 
fracture has to be considered as a result of repeated plastic straining, where the plastic-strain amplitude rather than the 
stress amplitude represents the decisive loading parameter. Thus, fundamental studies on the nature of fatigue damage 
must be based on well-designed cyclic deformation experiments in combination with a detailed evaluation of the 



microstructural changes that occur during cyclic deformation. The dislocations, their interaction among themselves and 
with second-phase particles, grain boundaries, and so on, and their behavior in cyclic strain localization play an important 
role. Even localized events during fatigue, such as crack initiation and crack propagation, which lead to what is 
commonly referred to as fatigue damage, can be considered a consequence of bulk microstructural changes that normally 
occur relatively early in fatigue life. 

Figure 1 (Ref 7) tries to separate the single processes that finally lead to fatigue failure according to the chronological 
order of their occurrence. Although this scheme represents a very simplified description of the real situation, it applies to 
the behavior of many metallic materials under cyclic loading conditions and allows us to define the term cyclic stress-
strain behavior (or cyclic deformation behavior). According to Fig. 1, this expression means the area of fatigue that 
comprises all aspects that deal with the global mechanical and microstructural response of a material to cyclic loading, 
without giving much consideration to damage processes, which are mostly localized. Nevertheless, it should be 
emphasized that fatigue damage usually evolves from microstructural changes as a consequence of cyclic plastic 
deformation, and that the study of the cyclic stress-strain response and its correlation with microstructure leads to a better 
understanding of the early stages of the fatigue failure process. 

 

FIG. 1 THE SEQUENCE OF PROCESSES DURING FATIGUE OF METALLIC MATERIALS. SOURCE: REF 7 

This article, which is restricted to the cyclic stress-strain behavior of metallic materials addresses the microstructural 
processes that take place during plastic deformation. Cyclic-stress-strain response is discussed on the basis of 
microstructure, because microstructural processes underlie and influence the examination, interpretation, and 
understanding of the macroscopic behavior. 

From an engineering point of view, it might appear somewhat unsatisfactory and disappointing that no direct answers can 
be deduced from the cyclic stress-strain behavior to the important question of cyclic life and its assessment. Therefore, it 
appears necessary to indicate that many methods, especially the more advanced methods, used for cyclic lifetime 
prediction in engineering practice are based on knowledge of the cyclic deformation behavior of the material considered. 
Even in simple phenomenological approaches, most damage parameters contain a combination of stress amplitude and 
strain (or plastic-strain) amplitude (e.g., Ref 8). As an example of more sophisticated concepts for cyclic lifetime 
assessment, the methods based on the cyclic J-integral, ∆J, can be cited. The transfer of the J-integral of elastic-plastic 
fracture mechanics as a parameter to characterize the situation at the crack tip under monotonic straining (Ref 9, 10) to 
cyclic loading (Ref 11) has been shown to be successful in numerous studies (e.g., Ref 12, 13, 14). The value of ∆J that 
actually describes fatigue crack propagation is usually determined by evaluating the stress-strain hysteresis loop, which is 
the fundamental diagram to represent the cyclic stress-strain response. Moreover, the application of J to cyclic loading 
demands a certain kind of cyclic stress-strain behavior (commonly termed Masing behavior). This behavior, which is 
considered in more detail below, should normally be checked first, before ∆J is used. 

This article is constructed in such a way that the level of difficulty increases from section to section. The following 
section gives a plain phenomenological and general description of the cyclic stress-strain response. Then, the 
microstructural aspects of cyclic deformation are described, taking into account the role of the dislocation slip character 
and the type of crystal lattice. Examples illustrate the effect of deformation-induced phase transformations on cyclic 



deformation behavior. The interaction of dislocations and strengthening second-phase particles is subsequently discussed 
briefly. Most materials used for engineering applications are optimized regarding their mechanical properties by means of 
a thermal and/or mechanical pretreatment, so the effect of a mechanical history is considered in a separate section. 
Finally, in the last section, a simple method for modeling the cyclic stress-strain response is introduced. 
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The Mechanical Stress-Strain Response 

The Hysteresis Loop. In order to obtain reproducible and unambiguous results, laboratory studies of cyclic stress-strain 
response are mostly conducted using unnotched samples of high surface quality (i.e., mechanically or electrochemically 
polished). A sufficient cylindrical gage length allows a precise determination of the uniform axial strain by means of a 
suitable extensometer. Servohydraulic test systems, normally used for cyclic loading experiments, can be run in closed-
loop stress and strain control, respectively, as the standard control modes. The fatigue damage and the dislocation motion 
and rearrangement are determined by the plastic strain amplitude involved, so in some studies the control of the plastic 
strain is preferred (Ref 15). 

The basic information on the cyclic stress-strain behavior of a material is provided in the form of the stress-strain 
hysteresis loop. In contrast to monotonic loading, cyclic deformation does not lead to a unique relationship between stress 
σ and strain ε, but rather to a hysteresis loop for each loading cycle. Figure 2 illustrates the way in which the courses of 
versus time t and σ versus t are combined. The example considered represents a fatigue experiment in which the test 
system forces the sample to follow a triangular signal of the plastic strain εpl. Total strain consists of plastic strain and 
elastic strain εel:  



= PL + EL  (EQ 1) 

The elastic strain can be calculated from stress via Hooke's law, so the plastic strain can be determined easily and 
continuously if the stress is measured. This allows the use of the plastic strain signal as feedback signal in the closed loop 
of a testing system:  

  
(EQ 2) 

where E is Young`s modulus. 

 

FIG. 2 MECHANICAL HYSTERESIS LOOP, CONSTRUCTED FROM THE COURSES OF AND ( PL) VS. TIME. 

In addition to the hysteresis loop in the form of σ versus ε, Fig. 2 also contains the loop as a plot of σ versus  εpl. 
According to Eq 2, the representations are equivalent and can easily be converted one into the other. The representation 
against εpl is advantageous if the portion of elastic strain in total strain is high and the hysteresis loop resembles an elastic 
line in the plot of σ versus ε. 

In principle, the hysteresis loop depends not only on the material, but also on the load frequency and control mode (strain 
or stress control). The hysteresis loop represents the microscopical deformation processes occurring during a load cycle in 
an integral form. 

Some important quantities can be taken directly from the hysteresis loop (Fig. 3). The unloading after the load reversal 
point in tension, which is described by the coordinates max and σmax for maximum strain and stress, occurs with a slope of 
the tangent that represents the value of Young's modulus. This holds true also for the unloading in compression after 
having passed the minimum (εmin, σmin). The stress range ∆σfollows from:  

= MAX - MIN  (EQ 3) 

and the strain range ∆ε can analogously be obtained by:  



= MAX - MIN  (EQ 4) 

The corresponding amplitudes of stress and strain are determined as the half ranges. 

 

FIG. 3 PRIMARY QUANTITIES OF THE HYSTERESIS LOOP 

The plastic strain range ∆εpl is equal to the distance between the points of intersection of the hysteresis loop and the strain 
axis (Fig. 2). Depending on the material, a more or less pronounced back-deformation may occur during unloading, which 
gives rise to a difference between ∆εpl and εmax - εmin. This difference is sometimes attributed to a "reversible plastic 
strain," an expression that itself seems contradictory. 

Figure 3 depicts symmetrical tension-compression loading with a mean stress σm = (σmax + smin)/2 0 and a mean strain 
εm = (εmax + εmin)/2  0. 

Transient cyclic deformation behavior (such as cyclic hardening or softening) refers to a continuous change in the 
cyclic strength that may occur throughout a test or at least in the first stage of cyclic deformation. Schematic examples of 
cyclic hardening (Fig. 4a) and cyclic softening (Fig. 4b) (Ref 16) show the stress course and the hysteresis loop shape 
from a symmetrical total-stress-controlled test performed applying a triangular demand signal with constant amplitude. 
Cyclic hardening leads to an increase in the stress amplitude, and consequently the hysteresis loop becomes larger. Cyclic 
softening has the opposite effect: a decrease of ∆σ/2 and a reduction of the size of the hysteresis loop. The type of 
transient behavior is mainly determined by the pretreatment of the material tested. It is plausible that, for instance, heavy 
cold working prior to cyclic loading could cause subsequent cyclic softening, whereas a recrystallization treatment could 
give rise to cyclic hardening. Furthermore, deformation-induced microstructural changes may also be the reason for 
transient deformation behavior. 



 

FIG. 4 SCHEMATIC REPRESENTATION OF TRANSIENT CYCLIC DEFORMATION PROCESSES. SOURCE: REF 16 

It is typical of asymmetrical cyclic deformation that transient processes take place that tend to reduce asymmetry. Figure 
4(c) depicts the situation in a strain-controlled test in which a mean strain is superimposed. As a consequence, a mean 
stress arises that slowly diminishes. This process is termed cyclic relaxation. If the test is performed under stress control 
and a mean stress is applied, the material may show cyclic creep. The mean strain increases continuously, leading to a 
steady shift of the hysteresis loop to the right. 



Cyclic Saturation. Transient effects are often neglected in the description of the cyclic stress-strain behavior due to their 
very strong dependence on material, testing condition, and mechanical history. A general formalism for a mathematical 
treatment of the transient cyclic deformation behavior is not known and probably does not exist. Data collections in 
handbooks usually provide an approximate representation of the cyclic deformation behavior by referring only to the 
stabilized deformation condition, which is usually termed the cyclic saturation state. 

In Fig. 5, two different types of cyclic deformation curves are shown. Figure 5(a) refers to the case where the stress 
amplitude ∆σ/2 is held constant during the test. The cyclic deformation response of the material is therefore plotted in the 
form of the course of the plastic-strain amplitude ∆εpl/2 versus the number of cycles N. In a plastic-strain-controlled test 
(where ∆εpl/2 is constant), the stress amplitude exhibits characteristic changes (Fig. 5b). If tests with considerably 
different numbers of cycles to fracture Nf are to be compared, instead of N, often the cumulative plastic strain pl,cum is 
used:  

PL,CUM = 2 N PL  (EQ 5) 

The value of εpl,cum represents the total plastic strain that the sample undergoes during cyclic deformation. The final value 
at failure far exceeds the sustainable plastic strains of monotonic loading (typical values: monotonic loading 50%, cyclic 
loading 10.000%). 

 

FIG. 5 SCHEMATIC REPRESENTATION OF CYCLIC DEFORMATION CURVES FOR TESTS WHERE (A) ∆ /2 IS 
CONSTANT AND (B) ∆ PL/2 IS CONSTANT 

Many metallic materials show a cyclic deformation curve of the type shown in Fig. 5, which can be separated into three 
stages. At the beginning cyclic deformation causes a cyclic hardening or a cyclic softening, as described in the previous 



section. Cyclic hardening means that the plastic-strain amplitude decreases (solid line in Fig. 5a) and the stress amplitude 
increases (solid line in Fig. 5b). In the case of cyclic softening, the reverse changes take place (short dashed lines). 

After this initial stage, a second region often follows in which ∆εpl/2 and ∆σ/2 are approximately constant. In this region a 
quasisteady condition exists. The prefix "quasi" is necessary to indicate that only the amplitude is constant, while the 
material is still continuously deformed along the hysteresis loop. The values of ∆εpl/2 and ∆σ/2 in this region of cyclic 
saturation (εpl,s and σs, respectively) are of great importance, because frequently the stabilized behavior occupies a major 
part of fatigue life. For this reason, it is permissible to use the steady-state amplitudes εpl,s and σs as rough mean values for 
an estimate of the "average behavior" during fatigue life. The stabilized conditions established in various tests with 
different loading amplitudes are used to define the cyclic stress-strain (CSS) curve (Ref 17). 

In the third region of the cyclic deformation curve, the cyclic stress-strain behavior is affected by the propagation of a 
fatigue crack. In this region the crack size is already in the same range as the specimen dimensions, so the determined 
values of stress and strain are no longer of physical validity. 

If the material has suffered mechanical deformation, it must not be taken for granted that the same stabilized condition 
will be established as on a deformation-free sample. This is illustrated in Fig. 5 by the long dashed lines, which define 
history-dependent behavior. In contrast, if the transient cyclic deformation merges into the plateau of an initially annealed 
sample (short dashed lines), the cyclic deformation is considered to be history-independent. 

Memory of Prior Deformation. A phenomenon that might seem astonishing at first, but that provides some 
fundamental insights on important microstructural processes, is the "memory" of materials of their prior load history. If, 
as schematically shown in Fig. 6(a), a material is deformed in tension into the plastic region up to point B, and 
subsequently unloaded down to point C, a plastic back-deformation will take place if the unloading is sufficiently large. 
The fact, whether point C is connected with positive (tensile) or negative (compressive) stress, is therefore not the main 
criterion for plastic back deformation to take place. 



 

FIG. 6 SCHEMATIC OF: (A) MEMORY OF A PRIOR DEFORMATION AND (B) BAUSCHINGER EFFECT WITH 
SOFTENING EXAGGERATED FOR CLARITY. THE HYSTERESIS LOOP IN (B) SHOWS THAT ON UNLOADING, 
PLASTIC DEFORMATION BEGINS AT A LOWER BACKWARD STRESS, σB, THAN REACHED IN THE FORWARD 
DIRECTION, σF. THE INITIAL ROUNDED PORTION OF THE REVERSE CURVE IS DUE TO SHORT-RANGE EFFECTS 
OF WEAK OBSTACLES, AND THE DOWNWARD DISPLACEMENT OF THE SUBSEQUENT REGION IS RELATED TO 
THE BACK STRESS. SOURCE: REF 18, 19 

Since the work of Bauschinger (Ref 20) more than a century ago, it has been known that the elastic limit after plastic 
deformation in one direction will be reduced if the loading direction is reversed (Fig. 6b) The Bauschinger effect is a basis 
for describing the reversibility of deformation, as shown graphically in Fig. 6(b). Its magnitude depends on a variety of 
factors, including amount of prestrain, deformation mode, and microstructure. Although the Bauschinger effect is an 
attractive parameter to describe deformation reversibility quantitatively, and thus to describe fatigue resistance, it should 
be remembered that it is a bulk phenomenon, whereas fatigue is a local process. Therefore, although small 
inhomogeneities in the material may not measurably affect the Bauschinger effect, fatigue life may be drastically lowered. 

The memory of mechanical history leads to the observation that a new increase of the stress, which exceeds the first 
maximum level B, does not give the smooth stress-strain path plotted as the dashed curve in Fig. 6(a) (starting from D). 
Rather, at D, where the stress level of the former maximum B is reached, the material proceeds along the initial 
predeformation -  path (the strain path A-E without the interruption BCD). The small hysteresis loop (BCD) is 
"forgotten." The ability of a material to maintain -  behavior along the original A-E path after BCD cycling is a feature 
which causes understanding problems if the deformation is considered to be uniformly distributed, as discussed below. 



In the case of cyclic deformation with varying amplitude, the memory effect ensures a consistent continuation when 
stress-strain paths are interrupted by small cycles. The original σ- εcycle continues as soon as the interrupting cycles are 
closed. If an interrupting cycle is again interrupted by another cycle, and so on, the memory is termed "second order," 
"third order," and so on. In Fig. 7, for example, an experimentally determined stress-strain path is represented that has 
been observed on polycrystalline copper, a relatively soft and ductile metallic material. The specimen had been cycled at 
∆εpl/2 = 1 · 10-3 for 25,000 cycles into the region of cyclic saturation. Figure 7 exhibits three large hysteresis loops, the 
second of which has been interrupted by five small unloadings in tension and compression, respectively. It is due to the 
memory effect that the enclosing loop (No. 2) is almost identical to the stabilized hysteresis loops (No. 1 and 3). The 
interruptions do not affect the size and the shape of the following loop (No. 3), so the cyclic stabilized state is maintained. 
However, in contrast to the schematic representation in Fig. 6, the transition from the small hysteresis loop back to the 
enveloping loop takes place smoothly, without a kink. Transient processes, those described above, can gradually remove 
the memory. If, for example, in Fig. 7 one of the small plastic strain cycles in tension were constantly applied, a mean 
stress relaxation would gradually eliminate the influence of the enclosing hysteresis loop. Nevertheless, it is very 
important to take the memory effect into account if the cyclic stress-strain behavior under variable-amplitude loading is 
considered. This knowledge has led to the development of appropriate methods for cycle counting (e.g., range pair 
method or rainflow method, Ref 21). 

 

FIG. 7 EXPERIMENTALLY DETERMINED STRESS-STRAIN PATH MEASURED ON POLYCRYSTALLINE COPPER 

Memory Effect and the 1:2 Rule. The term cyclic neutralization denotes an experimental technique whereby the 
stress-strain origin in a cyclic deformation test can be found. For this purpose, starting from a (stabilized) hysteresis loop, 
the stress or strain amplitude is continuously reduced in small increments down to zero. This method is helpful in order to 
check whether a clip gage extensometer has slipped, because then a strain signal different from zero exists at zero load in 
the cyclic neutralized state. 

If the cyclic neutralization doesn't take too many loading cycles, the microstructure of the material remains almost 
unchanged in its saturation condition. Therefore, if the original amplitude is again applied, immediately after the initial 
half cycle the stabilized hysteresis loop is expected to be established. Normally this initial half cycle after cyclic 
neutralization differs strongly from the monotonic stress-strain curve (first loading curve) because of microstructural 
changes that have taken place during cyclic loading. Materials that do not undergo such changes are scarce and are called 
cyclically neutral (in other words, the first and the initial loading curves coincide). 

It has been shown frequently (e.g., Ref 22, 23) that the initial half cycle is approximately identical to the ascending branch 
of the stabilized hysteresis loop if the branch is related to the load reversal point (in compression) and multiplied with a 
scale factor of ½. An example is given in Fig. 8, which was obtained on polycrystalline copper. The coordinates used are 
called relative coordinates r, r, and pl,r.  

R = - MIN  (EQ 6) 



R = - MIN  (EQ 7) 

PL,R = PL - PL,MIN  (EQ 8) 

This simple relation between the hysteresis loop branch and the initial half cycle was first reported by Morrow (Ref 17) 
and is termed the 1:2 rule or Masing hypothesis. It is shown in the last section of this article that this rule can easily be 
understood on the basis of Masing's simple multicomponent model. Moreover, an identical relation exists between the 
CSS curve and the hysteresis loop branch, indicating that the CSS curve equals the initial half cycle. 

 

FIG. 8 COMPARISON OF THE INITIAL HALF CYCLE (MULTIPLIED BY A FACTOR OF 2) AFTER CYCLIC 
NEUTRALIZATION WITH THE ASCENDING BRANCH OF A STABILIZED HYSTERESIS LOOP IN RELATIVE 
COORDINATES, MEASURED ON POLYCRYSTALLINE COPPER 
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Microstructural Aspects of Cyclic Loading 

 

The underlying microstructural processes for the above-described cyclic mechanical behavior of metallic materials is a 
highly complex topic covered in an enormous number of publications. Therefore, a reasonable restriction is necessary. 

The emphasis in this section is on single-phase materials tested in initially soft, dislocation-poor conditions resulting from 
a prior heat treatment. The aspects of a mechanical pretreatment and the strengthening effect of a second phase are dealt 
with in the subsequent sections "Cyclic Deformation in Structural Alloys" and "Variables and Modeling," respectively, in 
this article. 
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Dislocation Arrangement of Cyclic Saturation 

Factors Determining the Slip Character of a Material. The slip character of a material is a basic parameter that 
determines the type of dislocation arrangement formed during cyclic loading and therefore also the cyclic stress-strain 
response. The term slip character describes the tendency of a material to form a three-dimensional dislocation 
arrangement. The two extreme cases of slip character are represented by materials that show on the one hand a pure 
planar dislocation slip and on the other hand a pure wavy dislocation slip. Some examples for typical microstructures 
illustrating the consequences of different slip characters, are summarized below. 

When the cyclic stress-strain behavior of a material is estimated, it would be helpful if "slip character" could be quantified 
from independent materials data. The factors determining the slip character of a material are a subject of continuing 
research. Gerold and Karnthaler (Ref 24) describe the origin of planar slip in face-centered cubic (fcc) alloys, 
emphasizing the role of short-range order in slip planarity. Another paper (Ref 25) discusses several factors, including 
short-range order and a quantitative basis for distinguishing wavy and planar slip. References 24 and 25 are mainly 
complementary, although Ref 25 does demonstrate that two of the conclusions in Ref 24 are inconsistent with the 
evidence. The most important factor promoting planarity of slip is a high friction stress, irrespective of its cause. There is 
good evidence of a role for interstitial solutes in promoting slip planarity, which clearly does not involve short-range 
order. 

The early studies on the influence of loading amplitude on dislocation arrangement were almost exclusively carried out on 
copper, Cu-Al alloys, and -brass (Cu-Zn) (e.g., Ref 26, 27, 28, 29, 30, 31). The stacking fault energy of copper ( 40 
mJ/m2, e.g., Ref 32) decreases with increasing concentration of alloying element. Because -brass and Cu-Al alloys of 
higher aluminum content exhibit planar slip character, the idea seems to be reasonable that the stacking fault energy might 
be the decisive quantity for the ease of forming a three-dimensional dislocation arrangement. This idea is based on the 
assumption that the stacking fault energy determines the possibility of cross slip of screw dislocations. 

Cross Slip in Pure Metals. As a brief review, if a fcc crystal structure is considered, gliding of a dislocation leads to a 
shift of a {111} plane in the <110> direction. The atomic arrangement of the fcc lattice can be envisioned to result from 
simply stacking close-packed {111} planes in a stacking sequence of ABCABC. This is illustrated in Fig. 9, in which the 
atoms of layer A are drawn and the positions of the atoms of layers B and C are marked. If a dislocation of the Burgers 
vector b1 = <110> glides on plane A, the atoms of plane B will reach again B positions. Therefore, the atomic 
arrangement in front of and behind the gliding dislocation is undisturbed. It can clearly be seen in Fig. 9 that the 
movement of a B atom along b1 is unfavorable compared to the path following b2 to a C position and then b3 to the final 



B position. This zigzag course is possible if the dislocation with the Burgers vector b1 dissociates into two partial 
dislocations with the Burgers vectors b2 and b3 according to the reaction:  

B1 B2 + B3  (EQ 9) 

or in the notation of Miller's indices:  

  
(EQ 10) 

As the elastic energy per unit length of a dislocation is proportional to Gb2, where G denotes the shear modulus, this 

dissociation is connected with an energy reduction (  < + ), and hence it is favorable. 

 

FIG. 9 PART OF A {111} PLANE OF THE FCC CRYSTAL LATTICE, SHOWING THE POSITIONS OF THE ATOMS OF 
THE TWO NEXT PLANES STACKED ABOVE (B AND C) 

The elastic interaction of the partial dislocations leads to a repulsion that is balanced by the energy of the stacking fault 
existing between the partial dislocations. The stacking fault (e.g., B atoms in C positions) is a disturbance of the perfect 
lattice, and the energy increase per unit area defines the stacking fault energy SF. From a simple consideration of force 
equilibrium, it follows that the width of splitting up (the distance between corresponding partial dislocations) can be 
calculated by means of the expression  

  
(EQ 11) 

Therefore, SF can be determined if d is measured (e.g., by means of high-resolution transmission electron microscopy, 
TEM, or by applying the weak-beam technique in TEM, see Ref 32). The value of SF depends very sensitively on alloy 
composition (Ref 33) and increases in almost all fcc metals and alloys with increasing temperature. 

The link between the slip character and the stacking fault energy is given by the following reasoning. A three-dimensional 
arrangement of dislocations demands that dislocations can leave their slip plane. Screw dislocations can do so simply by 



cross slip. If, however, a screw dislocation has dissociated into partial dislocations, a recombination of these partial 
dislocations leading back to a complete dislocation must first take place, because the character of partial dislocations does 
not allow them to cross slip. It is obvious that force is required to push the partial dislocations against each other for 
recombination and that recombination as a prerequisite for cross slip is easier, if the dissociation width is small, that is, if 

SF is high (see Eq 11). According to this reasoning, wavy slip character is to be expected if the value of the stacking 
fault energy is high, whereas in materials with low stacking fault energy, planar slip should prevail. 

If the type of dislocation arrangement established in reality under cyclic loading conditions is compared with this 
expectation, it is found that the correlation with SF works for pure metals at best, but the agreement is poor for alloys. 
Therefore, different approaches need to be used to describe the physical origin of the slip character in alloys. 

Slip Character in Alloys. As previously noted, Hong and Laird (Ref 25) have treated in a semiquantitative model the 
role of the dislocation friction stress and the structure of the stacking fault, in order to explain the influence of the content 
of alloying elements on the slip character. The basic idea is that friction effects impede the recombination of partial 
dislocations and are the main reason for planar slip. The resultant equation expresses that in addition to a low value of 
SF, a high atomic misfit, a high shear modulus, and a high concentration of solved foreign atoms favor planarity of slip. 

According to Gerold and Karnthaler (Ref 24) it is essential for the slip character that a short-range order exists (confirmed 
by Wolf et al. in Ref 34). The metals and alloys considered in Ref 24 (mostly taken from Ref 35) can be classified into 
two groups. One group contains the materials free of short-range order, which all show wavy slip, whereas the other 
materials exhibit planar slip and short-range order phenomena are present. 

The basic idea is depicted in Fig. 10. If in a slip plane a first dislocation is moving, the short-range order that might exist 
will be destroyed. Because the short-range order is energetically favorable, a locally higher stress is required to move this 
first dislocation (e.g., provided by a dislocation pile-up). Once the short-range order has been destroyed, the following 
dislocations, which might be emitted from a dislocation source S, can move quite easily. Therefore, there is no need to 
activate new slip planes, and the plastic deformation is confined to individual planes (slip localization). 

 

FIG. 10 SCHEMATIC REPRESENTATION OF A CROSS SLIP PROCESS OF SEVERAL DISLOCATIONS AT AN 
OBSTABLE (X), IF (A) PLANAR SLIP OR (B) WAVY SLIP PREVAILS. SOURCE: REF 24 

According to this idea, planar slip character does not mean that cross slip does not take place, or takes place only rarely. 
Rather, the course of cross slip is different, as shown in Fig. 10. In the case of wavy slip, the dislocations cross slip 
independently of each other on individual slip planes (e.g., due to the presence of an obstacle) and continue to move in the 



initial direction on numerous planes (Fig. 10b). This process occurs as a combined movement of a whole group of 
dislocations in a short-range ordered material. Therefore, the dislocations remain localized in certain planes, giving rise to 
an overall planar dislocation arrangement. 

Loading Amplitude, Slip Character, and Dislocation Arrangement. The results of various studies on fcc metals 
and alloys are summarized in Fig. 11. The different types of dislocation arrangements are mapped as a function of the 
number of cycles to fracture (abscissa) and the slip character of the material (ordinate). The value of Nf depends on the 
loading amplitude, in the sense that, for example, a high plastic-strain range corresponds to a low cycle number to 
fracture, and vice versa. It is assumed that a state of cyclic saturation is established (i.e., the dislocation arrangement 
included in Fig. 11 is that of stabilized cyclic deformation behavior). 

 

FIG. 11 DISLOCATION ARRANGEMENT IN CYCLICALLY DEFORMED FCC METALS AS A FUNCTION OF SLIP 
CHARACTER AND NUMBER OF CYCLES TO FRACTURE. SOURCE: REF 27, 28 

The representation in Fig. 11 was introduced in 1968 by Feltner and Laird (Ref 27), who used a three-dimensional plot 
with the homologous temperature T/Tm (Tm denotes the melting temperature) as the third axis. Because the temperature 
range studied was relatively small (T/Tm < 0.25), the influence of temperature can be neglected in this temperature 
interval. However, for certain materials, such as copper (Ref 36) or aluminum (Ref 37), representations have been 
developed that show a pronounced effect of temperature, mainly because with increasing temperature, recovery processes 
gain importance and may lead to an instability of low-temperature dislocation arrangements. 

Figure 11, which has been confirmed quantitatively by Luká  and Klesnil (Ref 28), roughly classifies materials into those 
showing wavy slip and those showing planar slip. The dislocation arrangement in cyclic saturation of wavy-slip metals 
depends very strongly on the loading amplitude. At low amplitudes (high values of Nf), arrangements of edge dislocation 
dipoles are found that form mainly due to single slip. Dislocations agglomerate to so-called bundles or veins, which are 
separated from each other by regions of low dislocation density (channels). Embedded in this matrix, persistent slip bands 
(PSB) can form. At higher amplitudes, multiple slip takes place and gives rise to labyrinth and cell structures. 

In planar-slip metals and alloys, the dislocation motion is confined to the slip plane. Planar arrangements form, mainly 
consisting of edge dislocations that occupy a slip plane and line up parallel to each other. Secondary slip contributes to 
cyclic deformation at high amplitudes, although secondary slip also seems important for PSB formation, even at low 
amplitudes. 

In the following sections the characteristic dislocation arrangements of cyclically deformed metals and alloys are treated 
in more detail according to slip character (wavy and planar) and crystal lattice structure (fcc and body-centered cubic, 
bcc). 
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Cyclic Stress-Strain Response and Microstructure 

Hans-Jürgen Christ, Universität-GH-Siegen 

 

fcc Metals with Wavy Slip 

Most studies on materials showing wavy dislocation slip were performed on copper as a model material. This should not 
be considered a serious restriction of the general validity of the results, as comparative studies show (e.g., on nickel or 
austenitic stainless steel). Numerous important results can be obtained on single crystals because of the possibility of 
adjusting simple and exactly defined conditions regarding slip geometry and resolved shear stress. The transfer of these 
findings to polycrystals has often proved to be key to developing insight into the processes taking place under complex 
conditions. Therefore, a brief description of the behavior of single crystals is given first. 

Cyclic Stress-Strain of Single Crystals 

Dislocation Arrangement in Saturation. The dislocation arrangement established in cyclic saturation of fully reversed 
fatigue experiments under fixed amplitudes of resolved plastic shear strain, ap, can be discussed on the basis of the CSS 
curve of single crystals (Fig. 12), which represents the saturation value of the resolved shear stress, s, versus ap. Figure 
12 refers to copper, but very similar curves have been found for other wavy-slip fcc metal alloys (see Ref 39 for more 
details). 



 

FIG. 12 CYCLIC STRESS-STRAIN CURVE OF MONOCRYSTALLINE COPPER ORIENTED FOR SINGLE SLIP. 
SOURCE: REF 38 

In Fig. 12, three distinct regions, marked A, B, and C, can be distinguished. At very low amplitudes of plastic shear ( ap 
< 6 × 10-5), the shear stress amplitude increases with increasing ap (region A). A plateau denoted region B follows, 
where the saturation stress is independent of the plastic strain (plateau stress). If the plastic shear strain amplitude exceeds 
7.5 × 10-3, region C is reached, where again an increase of s with ap occurs. 

The shape of the CSS curve is relatively insensitive to the orientation of the single crystal. In most orientations, s values 
agree with those represented in Fig. 12. In cases where the load axis is oriented in such a way that two or more slip 
systems are equivalent, a basically different behavior results (e.g., Ref 40, 41, 42). The grains in polycrystalline materials 
sometimes behave like single crystals oriented for single slip, but textures favoring multislip orientation are common and 
can have large effects. 

Region A. At low values of ap, the cyclic hardening of well-annealed single crystals is almost entirely due to the 
accumulation of primary dislocations. The dislocations have mainly edge character and form dipoles that agglomerate to 
bundles. The saturation condition is characterized by an equilibrium between these dislocation-rich bundles and their 
relatively dislocation-poor surrounding. Figure 13 tries to give a three-dimensional image of the dislocation arrangement 
in region A. The top area shows the position of the dislocations in the slip plane (111), whereas the area at the right side 
represents a (1 1) plane that is perpendicular to the slip plane and contains the Burgers vector [ 01] of the primary slip 
system. The portion of screw dislocations in the bundles is small. With increasing saturation stress the volume fraction of 
the bundles is enhanced up to about 50% at the transition to region B; the bundles become so-called veins. These veins 
are separated by dislocation-poor channels that are oriented parallel to the veins, (i.e., with their long axis parallel to the 
dislocation line of primary edge dislocations). 



 

FIG. 13 THREE-DIMENSIONAL IMAGE OF THE SATURATION DISLOCATION ARRANGEMENT OF 

MONOCRYSTALLINE COPPER AT AP = 2.6 × 10-5 (REGION A). SOURCE: REF 43 

Region B. Under region A conditions, only fine slip markings are observed on the surface of the sample and the number 
of cycles to fracture is almost infinite. In contrast, a slip concentration process characterizes the behavior in region B and 
limits fatigue life. As soon as the plastic shear strain amplitude exceeds the limit of ap = 6 × 10-5, PSBs are formed, 
regions of localized slip in which plastic deformation is much larger than the overall deformation of the crystal. The 
volume fraction of PSBs increases in region B with increasing ap, starting from 0% at the boundary to region A, up to 
about 100% at the beginning of region C. The local shear strain amplitude of a PSB and the surrounding matrix, 
respectively, can be seen as the values of ap that limit region B in Fig. 12. This documents that a PSB deforms about 100 
times more than the matrix. The heterogeneous deformation within the plateau of the CSS curve can be described by 
Winter`s rule of mixtures (Ref 44):  

AP = FPSB · AP,PSB + (1 -FPSB) AP,M  (EQ 12) 

where fPSB is the volume fraction of PSBs, ap,PSB is the local plastic shear strain amplitude acting in a PSB, and ap,M is 
the plastic shear strain amplitude of the matrix. ap,PSB has to be interpreted as an average value, because the deformation 
amplitude varies from PSB to PSB and also within a PSB, as shown, for instance, by means of interferometric surface 
observations (Ref 45). Nevertheless, Eq 12 explains reasonably and in accord with the experimental results why s is 
constant in region B, if one assumes that ap,PSB and ap,M are fixed amplitudes and fPSB changes linearly with ap. 

Figure 14 shows the typical ladder-like structure of PSBs in a (1 1) plane. The "rungs" of this ladder consist of edge 
dislocations (more precisely of dislocation dipoles). Between the rungs there are channels with low dislocation density. 



 

FIG. 14 THREE-DIMENSIONAL IMAGE OF THE DISLOCATION ARRANGEMENT OF CYCLIC SATURATION OF 

MONOCRYSTALLINE COPPER AT AP = 1.5 × 10-3 (REGION B). SOURCE: REF 46 

PSBs are embedded in a matrix structure whose dislocation arrangement depends on the value of ap applied. In the low-
amplitude part of region B, the matrix consists of a bundle/vein structure in which single slip prevails (as in the PSBs), 
whereas secondary slip gains importance at high amplitudes, leading to an arrangement that resembles a labyrinth 
structure (Ref 47). 

The plateau value of s is reported to be 28 MPa for copper single crystals (Ref 38). Similar values of s/G ( 6.5 × 10-4) 
are obtained for other fcc metals (Ref 46). However, s (and hence also the surface and dislocation structure) is affected 
by the testing mode that is used to produce PSBs (e.g., Ref 48, 49, 50). Furthermore, the test temperature plays an 
important role, in the sense that s depends strongly on temperature (e.g., Ref 51), PSBs cannot exist at high 
temperatures, and extended wall structures are found instead of PSBs at low temperatures (e.g., Ref 52). 

PSBs deform in region B at a constant stress amplitude. An increase of ap leads to an increase of the volume fraction of 
PSBs, which is connected with a brief rise of the shear stress amplitude until the plateau value is established again. 
According to Blochwitz and Veit (Ref 53), who tried to determine the "true CSS curves" of PSB and matrix, respectively, 
the plateau value of the plastic shear amplitude of the matrix can be considered as that value at which the corresponding 
stress amplitude in the matrix equals the nucleation stress of PSBs. Therefore, an increase of ap triggers an increase of 
the PSB volume fraction at constant s, whereas a decrease of ap leads to a reduction in s, as a result of a smaller local 
deformation amplitude in the PSB at a volume fraction that is unchanged (at least for the first moment). 

By means of a mathematical estimate of the dislocation multiplication and annihilation processes occurring within a PSB 
(Ref 54, 55) and by in situ cyclic deformation experiments performed in TEM (Ref 56, 57), it could be shown that both 
the walls and the dislocation-poor channels take part in plastic deformation. The main mechanism of the macroyielding of 
the PSB (local shear strain amplitude of about 1%) is that edge dislocations bow out from the walls, traverse the channels, 
and penetrate partially into the opposite wall. This leads to the existence of screw dislocation segments that glide along 
the channels (Fig. 15), increasing the length of the edge-dislocation part. 



 

FIG. 15 SCHEMATIC REPRESENTATION OF THE DISLOCATION ARRANGEMENTS IN (A) A MATRIX STRUCTURE 
AND (B) A PERSISTENT SLIP BAND. SOURCE: REF 58 

Screw dislocations can annihilate if their distance is smaller than the so-called annihilation distance. The edge 
dislocations are incorporated into the walls and are partially annihilated. Altogether a highly dynamic process of 
dislocation formation and annihilation results, so that after about every 50 cycles all dislocations are renewed, as can be 
shown by a rough estimate (Ref 59). A micrograph of the screw dislocations spanning the channels (Fig. 16) shows only 
about 10% of the screw dislocations, which are produced in one cycle and glide between the walls. It should be noted that 
plastic yielding of the hard walls is a consequence of the requirement of compatible deformation. 

 

FIG. 16 TEM MICROGRAPH OF THE WALL STRUCTURE OF A PERSISTENT SLIP BAND UNDER LOAD, IN THE 
SECTION PARALLEL TO THE SLIP PLANE. SOURCE: REF 46 

In the matrix structure (Fig. 15a), the local plastic deformation is small. Therefore, this deformation can be provided by a 
quasireversible to-and-fro bowing of the screw dislocations in the channels, essentially by elastic polarization of the hard 
veins (e.g., Ref 60, 61), and maybe the isolated occurrence of dipole flip-flop (i.e., two edge dislocations forming a dipole 
change from one stable 45° position to the other). 

The importance of PSBs for fatigue is a consequence of their high localized plastic deformation. It has been demonstrated 
in numerous studies that PSBs form through the bulk of the single crystal and mark their egress at the specimen surface. 
These slip lines at the surface (which are parallel to the primary glide plane, about 1 to 2 m high, and show a rough 



topography) have been given the attribute "persistent" by Thompson et al. (Ref 62), because they reappear at the same 
sites during continued cycling, even after a thin layer of surface containing these bands has been removed by 
electropolishing. 

PSBs are considered to be responsible for crack initiation. The interrelation of fatigue damage and the effect of PSBs at 
the surface has been proven by Thompson et al. (Ref 62) in an experiment that has been repeated quite often. The cyclic 
lifetime of a sample can be extended if a surface layer is removed by electrochemical polishing. 

The crack initiation in single crystals takes place at extrusions (e.g., Ref 63, 64, 65, 66, 67, 68, 69, 70, 71), which 
probably form primarily as a consequence of a high concentration of point defects arising from the dislocation 
annihilation processes in the PSBs. Polycrystals are prone to surface grain boundary cracking at low strain amplitudes, 
which is a result of the interaction of PSBs with grain boundaries (e.g., Ref 72, 73, 74, 75, 76, 77, 78, 79) or twin 
boundaries (e.g., Ref 19). 

Region C. If the plastic shear amplitude exceeds a critical value (7.5 × 10-3 for copper), secondary slip gains importance, 
leading to a dislocation cell structure. Figure 17 gives an impression of the resultant dislocation arrangement. Long cells 
are formed, the geometry of which resembles the wall structure of the PSBs. However, the typical ladder structure of 
PSBs is not observed. In addition to primary dislocations, secondary ones are present in the walls, so these walls are 
sometimes termed secondary walls (Ref 80). The long shape of cells in Fig. 17 is only one type of appearance; equiaxed 
cells are often observed, especially at high amplitudes. The plastic deformation takes place in a homogeneous manner; 
that is no slip localization exists. 

 

FIG. 17 THREE-DIMENSIONAL IMAGE OF THE DISLOCATION ARRANGEMENT OF MONOCRYSTALLINE COPPER 

IN CYCLIC SATURATION AT AP = 1.45 × 10-2. SOURCE: REF 43 

Development of dislocation arrangements in single-crystal fcc metals with wavy slip is discussed below for constant 
amplitude and for ramp loading. 

Behavior at Constant Amplitude. The description given above deals with the situation where the dislocation structure 
has reached a steady state (cyclic saturation). Detailed TEM observations of the development of the dislocation 
arrangement with number of loading cycles have been carried out, for example by Hancock and Gro kreutz (Ref 81) at 
an amplitude in region C and by Basinski et al. (Ref 82) at low values of ap, leading to basically identical results. 

In contrast to monotonic loading, there is no rotation of the slip system with respect to the loading axes. Therefore, the 
primary slip system remains the most highly stressed. After only a few cycles the dislocations are heterogeneously 
distributed in the material. Bundles form that are oriented perpendicular to the primary Burgers vector with their long 
axis, and parallel to the dislocation lines of edge dislocations. The bundles consist mainly of edge dislocations, indicating 
that screw dislocations can annihilate by cross slip. The edge dislocations interact with each other, forming dipoles or 



multipoles over a large part of their length. At high plastic-shear amplitude after only about 100 cycles, a dislocation 
arrangement is formed that resembles a cell structure with appreciable contribution of secondary dislocations. 

From these observations it can be concluded that the formation of bundles is a consequence of mutual trapping of primary 
edge dislocations. The bundles and veins are obstacles to further plastic deformation because they partially impede 
dislocation motion on the primary slip system. The dislocation density within the veins and the number of veins per unit 
volume both increase with cycle number, giving rise to a pronounced cyclic hardening. The dislocation multiplication is 
considered to occur according to a Frank-Read mechanism, a bowing out of dislocations into the areas adjacent to the 
veins. 

The mean dislocation spacing in the veins is relatively small ( 30 nm) and can be related to the so-called trapping 
distance of the edge dislocations. As a consequence of the approximately equal number of positive and negative edge 
dislocations, the average Burgers vector of the veins is close to zero. Thus, no long-range internal stresses are produced. 
This is an important distinction between monotonic and cyclic hardening of fcc single crystals at low amplitudes of 
imposed strains. It should be noted here that hardening under monotonic loading occurs much faster than that under cyclic 
loading, if as a basis of such a comparison the cumulative plastic strain of cyclic deformation is assumed to be analogous 
to monotonic plastic strain. 

As hardening proceeds, the dislocation arrangement develops perpendicular to the primary slip plane, and at high loading 
amplitudes a labyrinth or cell structure is finally formed as a consequence of an increased contribution of secondary slip. 

In spite of numerous models proposed in the literature, there is no fully satisfactory explanation of the establishment of 
characteristic dislocation arrangements in fatigue. In various works related to this issue, the emerging structures are 
treated as low-energy dislocation structures (e.g., Ref 43, 83, 84). Attempts have also been made to develop analytical 
models of continuous concentration fields of dislocations in fatigued crystals (Ref 85, 86). In this approach, the to-and-fro 
motion of dislocations under cyclic stress is modeled as a diffusion phenomenon, which is treated mathematically by 
means of a formalism similar to that developed by Cahn and Hillert for spinodal decomposition. A third viewpoint is 
based on the theory on self-organization of dissipative structures (nonequilibration systems, Ref 87). Taking into account 
the high dynamics of the dislocation reactions and rearrangements, the last-mentioned approach seems to be most 
promising. 

Even the formation of the geometrically highly regular PSBs, albeit fundamentally significant, has remained a poorly 
understood phenomenon (e.g., Ref 88). Noting that the transformation to PSBs starts from a vein structure, some 
investigators believe that the instability of the vein structure relative to the dislocation arrangement found in PSBs is the 
main point. According to Kuhlmann-Wilsdorf and Laird (Ref 89), a critical value of the dislocation density in the veins 
needs to be reached in order to trigger the PSB formation. 

A quantitative description of the formation of dislocation structures within veins and PSBs can potentially be obtained 
from calculations of the equilibrium positions of finite populations of dislocations. The basis for most of the models is the 
Taylor-Nabarro lattice (Ref 90, 91), which consists of a regular arrangement of parallel edge dislocations extending to 
infinity. It has been shown by Neumann (Ref 92, 93) that in diamond-shaped sections of the Taylor-Nabarro lattice, the 
application of a stress results in the emergence of dipolar walls of dislocations from the polarization of the initial regular 
distribution. The initial configuration begins to decompose into walls only if a certain critical value of the shear stress is 
exceeded. Moreover, it could be shown that the wall structure is more stable than the vein structure. 

Instabilities During Ramp Loading. If single crystals are subjected to a steadily increasing stress amplitude (ramp 
loading), the resultant strain amplitude shows a somewhat surprising and unusual behavior in the form of perfectly 
periodic strain maxima (Fig. 18), which were termed strain bursts by Neumann (Ref 94). Strain bursts have been observed 
in single crystals of copper, aluminum, magnesium, and zinc and of Cu-Al (Ref 94, 95). 



 

FIG. 18 STRAIN BURSTS OBSERVED IN A COPPER SINGLE CRYSTAL SUBJECTED TO RAMP LOADING AT 90K. 
SOURCE: REF 39, 94 

The microstructural processes that are responsible for the occurrence of these maxima in strain amplitudes (Ref 92, 96) 
provide an insight into the basic mechanisms of cyclic hardening, so a brief description seems to be appropriate here. As 
mentioned above, cyclic loading leads to a hardening that is due to the dislocation multiplication and mutual trapping of 
dislocations. As a consequence, one would expect a progressively reducing ap if loading takes place at constant shear 
stress amplitude. This effect continues until the mean free path for dislocation motion is smaller than their mean spacing. 
Therefore, the plastic strain is accommodated mainly by a polarization of the dipoles in the bundles and dipole flip-flop. If 
the stress amplitude is slowly raised, dislocations of dipoles of smaller cohesion are separated, leading to an avalanche of 
free dislocations. This process can be observed macroscopically in the occurrence of a strain burst. After a while, the 
released dislocations are trapped again, and the cycle repeats. 

This mechanism is also expected to occur during cyclic loading at constant amplitude. However, no strain bursts are 
found, because they do not occur in a "coherent" manner but rather are local events that take place asynchronously and 
lead at most to a slightly oscillating course of the shear stress amplitude a. 

Cyclic Stress-Strain Behavior of Polycrystals (fcc, Wavy Slip) 

The next step is whether the basic information on the fatigue mechanisms of single crystals is also applicable to 
polycrystalline materials (e.g., Ref 80, 97, 98, 99, 100, 101, 102), which are closer to actual technical alloys for structural 
use. Because the presence of precipitates, impurities, inclusions, and additional phases gives rise to a CSS response that 
may significantly deviate from that described for single crystals, single-phase polycrystalline metals and alloys are 
considered first. 

It is obvious that the existence of grains of different orientation that form a solid unit and have to deform in a compatible 
manner leads to a wide spectrum of the resolved shear stress for the dislocation motion. Therefore, it is not to be expected 
that only one of the characteristic dislocation arrangements observed in single crystals will become established. When the 
stabilized microstructure of polycrystalline copper is compared to that of copper single crystals, first of all a distinction 
between surface grains and grains in the interior is necessary (e.g., Ref 103). PSBs are connected with high local plastic 
deformation, which is hard to realize in grains located in the interior of a material. It has been documented in various 
studies (e.g., Ref 97, 99, 100, 101, 103, 104, 105, 106) that PSBs are also formed in the interior of a material, but that 
their number is much smaller than in the surface grains (about 10% smaller). As with single crystals, three plastic-strain 
amplitude regions can be distinguished by means of prevailing dislocation arrangement. At low amplitudes, loose veins 
are formed; in an intermediate range, veins with PSBs are observed; and at sufficiently high values of pl/2, cells 
prevail. Comparing the boundaries of these regions with those of the regions A, B, and C of the single-crystal 
deformation, it becomes evident that as a direct consequence of compatibility constraints, the single-slip dislocation 
arrangements are restricted to relatively low plastic-strain amplitudes. That means that the cell structure expands its 
region of dominance drastically in polycrystals ( pl/2 > 6 × 10-4 for copper). 



Different dislocation arrangements may exist not only in different grains of a polycrystalline material, but also within a 
single grain providing the physical basis for the development of a "composite-grain" model (Ref 107). This is illustrated 
by the TEM micrograph shown in Fig. 19. In the upper part, the ladder-like structure of PSBs embedded in a bundle/vein 
structure can be seen, whereas the lower part shows a kind of labyrinth structure. If a higher amplitude is applied, mainly 
cells with long or equiaxed shape form. Beside these cells, labyrinth structures can be found that exhibit misorientations 
leading to differences in brightness (Fig. 20). 

 

FIG. 19 DIFFERENT DISLOCATION ARRANGEMENTS WITHIN A SINGLE GRAIN OF COPPER. PL/2 = 5 × 10-4, 
N 105. SOURCE: REF 101 

 

FIG. 20 LABYRINTH/CELL STRUCTURE WITH MARKED MISORIENTATION. PL/2 = 2 × 10-3, N 104. 
SOURCE: REF 101 

Whether the CSS curves of single crystals and polycrystals are (in certain regions) related to each other depends strongly 
on the orientation factor M used to convert the loading quantities:  



  
(EQ 13) 

  
(EQ 14) 

The well-known Taylor factor, M = 3.06, is based on the assumption of multiple slip in all grains, whereas the Sachs 
factor, M = 2.24, is reasonable if single slip exists even in the mostly stressed grains. The maximum value of the locally 
effective shear stress results from the reciprocal Schmid factor, M = 2, which demands that both slip plane and slip 
direction be ideally oriented (i.e., 45° with respect to stress axis). 

Whether the CSS curve of polycrystalline copper exhibits a plateau analogous to the behavior of single crystals has been 
discussed in the literature very inconsistently. Systematic studies on the effect of grain size (e.g., Ref 108, 109, 110, 111, 
112, 113) have shown that in tests where pl/2 is constant and the grains are small or medium, no plateau exists. Small 
horizontal regions in the CSS curves of polycrystals (e.g., Ref 42, 102, 114) either are due to a special testing mode or are 
a consequence of very large grains. In the case of copper, at large grain sizes a "hard" annealing texture affects the CSS 
behavior and leads to a "reversed" grain size effect (i.e., lower saturation stress amplitude for smaller-grained material) 
(e.g., Ref 111), whereas nickel shows a normal grain size effect (Ref 115). 

At low values of pl/2, the CSS curves of copper single crystals and polycrystals coincide if the Sachs orientation factor 
is applied (Ref 80, 97). This is easily understood, because single slip prevails in the low-amplitude region. However, with 
increasing values of pl/2, secondary slip starts early in polycrystals. This gives rise to high stress amplitudes, which 
correspond to region C of single crystals at much higher shear strain amplitudes. Hence, the application of the Taylor 
factor leads to a reasonable "average" transformation of single-crystal to polycrystal data (Ref 116). 

In view of the fatigue cracks that result from the action of PSBs, it is interesting that the lower limit of the existence of 
PSBs in polycrystals can be estimated by using the Sachs or the Schmid factor to convert single-crystal data (i.e., the 
transition from region A to region B). 

In the case of wavy-slip material, the characteristic dimensions of the dislocation arrangement are in unique relation to the 
loading amplitude. At sufficiently high amplitudes the mean diameter of the cells, dc, existing in cyclic saturation serves 
as a geometric quantity. In 1966, Pratt showed in experiments at room temperature (Ref 117) and at the temperature of 
liquid nitrogen (Ref 118) that the saturation stress amplitude of polycrystalline copper is inversely proportional to dc. 
Since then, this finding has been confirmed for many other metals and alloys (e.g. Ref 119, 120, 121). 

Figure 21 represents this relation in the form:  

  
(EQ 15) 

where F denotes the stress that must be exceeded to overcome the friction of the dislocations in the crystal lattice 
(friction stress) and b is the length of the Burgers vector. The values of b and E are used in Eq 15 to apply this relation to 
different materials and temperatures. 



 

FIG. 21 RELATION BETWEEN CELL DIAMETER AND NORMALIZED SATURATION STRESS AMPLITUDE. SOURCE: 
REF 121 

Figure 21 shows some results of monotonic tests. This indicates that Eq 15 is not restricted to cyclic loading only. 
However, the establishment of an equiaxed cell structure under monotonic loading normally requires large plastic strains 
or high temperatures (e.g., Ref 122). 

At small values of pl/2, the mean cell diameter cannot be used as the characteristic quantity of the dislocation 
structure, because cells do not form or exist in a few grains only. Then a relation similar to Eq 15 holds under single-slip 
conditions, if the width of the channels in the bundle/vein structure and the distance between the walls in the PSBs are 
used instead of dc (e.g., Ref 123, 124, 125). 

Secondary Cyclic Hardening (fcc, Wavy Slip) 

Cyclic deformation of a metallic material starting from a dislocation-poor (annealed) condition gives rise to a hardening 
that merges into cyclic saturation. As mentioned above repeatedly, the dislocation arrangement of saturation condition is 
considered to be in a quasisteady state; that is, no changes can be observed with cycle number. As a consequence, the 
CSS response (hysteresis loop shape and dimensions) remains constant. 

A more detailed analysis of the deformation behavior indicates that a state of cyclic saturation does not exist in the strict 
sense. During cyclic saturation, minor microstructural processes take place that lead to a gradual change of the dislocation 
structure. If this change is observable by an increase of /2 in the cyclic hardening curve, a "secondary cyclic 
hardening" occurs. Its existence depends mainly on whether this rise (starting from s) begins earlier than fatigue failure 
occurs. 

Figure 22 shows two cyclic deformation curves of polycrystalline copper measured at pl/2 = 5 × 10-4. The curves were 
obtained in air and vacuum, respectively. Because the crack formation occurs normally at the surface and is affected by 
the surrounding environment, tests in vacuum lead to prolonged cyclic life and may give the opportunity to observe 
processes that take place at cycle numbers above Nf in air. The lifetime extension in Fig. 22 approximately corresponds to 
a factor of 10. The course of the curves is identical up to the number of cycles to fracture in air. Various studies on the 
development of dislocation arrangement and the degree of surface coverage with PSBs have proved that the environment 
has no influence, provided that samples are compared that have been cyclically loaded up to the same cycle number in air 
and in vacuum (e.g., Ref 100, 101, 106, 126, 127, 128). 



 

FIG. 22 CYCLIC DEFORMATION CURVE OF POLYCRYSTALLINE COPPER (MEAN GRAIN SIZE 55 M) IN AIR AND 
IN VACUUM. SOURCE: REF 106 

The increased cyclic lifetime in vacuum in Fig. 22 enables the detection of secondary cyclic hardening, which means that 
after the plateau (corresponding to cyclic saturation) the stress amplitude steadily increases again. At the amplitude 
considered in Fig. 22, the drop of /2 in air, which occurs shortly before failure due to crack propagation, coincides 
with the beginning of secondary hardening (observable in vacuum). At higher amplitude, secondary hardening can also be 
found in air, because the stress amplitude starts to rise at cycle numbers less than Nf in air. 

The microstructural processes responsible for secondary cyclic hardening have been studied best on single crystals (Ref 
126, 127). When a single crystal is deformed in region B of the CSS curve (Fig. 12), the primary ladder structure of the 
PSBs hardens by a gradual increase of the density of secondary dislocations. Contrast experiments in TEM have 
documented that secondary dislocations are preferentially pinned at the boundary between PSBs and matrix. The local 
shear strain amplitude is continuously decreased and the PSBs are gradually transformed into a cell structure. The 
hardening of PSBs forces the formation of new PSBs in the matrix. This leads to increasing coverage of the surface with 
PSBs. The process continues until the specimen fails or a cell structure exists throughout the whole volume. 

Secondary cyclic hardening is responsible for a passivation of PSBs, which can be found if a test is interrupted at certain 
numbers of cycles and a surface layer is removed each time by polishing. Some formerly active PSBs no longer form slip 
traces at the surface, but additional new PSBs are initiated. This process may give the appearance of slip homogenization 
in vacuum (compared to air) if failed samples are studied, but it is simply a consequence of the different cyclic life in air 
and vacuum (Ref 106, 126, 127, 128, 129). 

The microstructural processes that take place in polycrystals are basically identical to those discussed thus far, but they 
are hard to quantify due to the heterogeneity of the dislocation arrangement. It is typical of specimens that have 
undergone secondary cyclic hardening that a cell structure prevails and that almost no matrix structure exists, whereas in 
specimens that were cyclically loaded up to a cycle number before the onset of secondary hardening, a high portion of 
single-slip arrangements can be found. This observation is in accord with studies on alloys (Ref 130, 131) in which 
secondary hardening was observed only when "transformable" dislocation structures (Ref 131) were completely 
converted into "nontransformable" arrangements. 

The description given above indicates that the term cyclic saturation must be used with care. Obviously, even during 
cyclic deformation in the saturation state, a continuous small deviation from a steady-state deformation process exists, 
leading under certain circumstances to a hardening by means of a cumulative process. This behavior can be understood if 
the dynamic equilibrium between dislocation multiplication and annihilation is considered, which is required for a steady-
state cyclic deformation. The primary dislocations quickly reach a high density during initial hardening, so that a dynamic 
equilibrium can be established. In comparison, the formation of secondary dislocations at low plastic-strain amplitudes is 
a slow process, and the secondary dislocation density is too low to cause steady-state conditions. 

 
References cited in this section 



19. P. NEUMANN AND A. TÖNNESSEN, IN FATIGUE 87, R. RITCHIE AND E. STARKE, ED., EMAS, 
WARLEY, 1987, P 3-22 

38. H. MUGHRABI, MATER. SCI. ENG., VOL 33, 1978, P 207-223 
39. S. SURESH, FATIGUE OF MATERIALS, CAMBRIDGE UNIVERSITY PRESS, CAMBRIDGE, 1991 
40. N.Y. JIN AND A.T. WINTER, ACTA METALL., VOL 32, 1984, P 1173-1176 
41. T.K. LEPISTÖ, V.-T. KUOKKALA, AND P.O. KETTUNEN, IN MATER. SCI. ENG., VOL 81, 1986, P 

457-463 
42. V.T. KUOKKALA AND T.K. LEPISTÖ, IN CONF. PROC. BASIC MECHANISMS IN FATIGUE, P. 

LUKÁ  AND J. POLÁK, ED., ACADEMIA, 1988, P 153-160 
43. C. LAIRD, P. CHARSLEY, AND H. MUGHRABI, MATER. SCI. ENG., VOL 81, 1986, P 433-450 
44. A.T. WINTER, PHIL. MAG. (SER. 8), VOL 30, 1974, P 719-738 
45. J.M. FINNEY AND C. LAIRD, PHIL. MAG., VOL 31, 1975, P 339-366 
46. H. MUGHRABI, F. ACKERMANN, AND K. HERZ, IN FATIGUE MECHANISMS, STP 675, J.T. 

FONG, ED., AMERICAN SOCIETY FOR TESTING AND MATERIALS, 1979, P 69-105 
47. F. ACKERMANN, L.P. KUBIN, J. LEPINOUX AND H.MUGHRABI, ACTA METALL., VOL 32, 1984, 

P 715-725 
48. L. BUCHINGER AND C. LAIRD, MATER. SCI. ENG., VOL 76, 1985, P 71-76 
49. B.-D. YAN, A. HUNSCHE, P. NEUMANN, AND C. LAIRD, MATER. SCI. ENG., VOL 79, 1986, P 9-14 
50. H.P. KARNTHALER, S. KONG, B. MINGLER, R. STICKLER, AND B. WEISS, ACTA METALL. 

MATER., VOL 43, 1995, P 3017-3026 
51. U. HOLZWARTH AND U. ESSMANN, MATER. SCI. ENG. A, VOL 164, 1993, P 206-210 
52. J. BRETSCHNEIDER, C. HOLSTE, AND W.KLEINERT, MATER. SCI. ENG. A, VOL 191, 1995, P 61-

72 
53. C. BLOCHWITZ AND U. VEIT, CRYSTAL RES. TECHNOL., VOL 17, 1982, P 529-551 
54. U. ESSMANN AND H. MUGHRABI, PHIL. MAG. A, VOL 40, 1979, P 731-756 
55. H. MUGHRABI, IN CONTINUUM MODELS OF DISCRETE SYSTEMS 4, O. BRULIN AND R.K.T. 

HSIEH, ED., NORTH-HOLLAND PUBLISHING COMPANY, 1981, P 241-257 
56. J. LEPINOUX AND L.P. KUBIN, PHIL. MAG. A, VOL 51, 1985, P 675-696 
57. T. TABATA, H. FUJITA, M.-A. HIRAOKA, AND K. ONISHI, PHIL. MAG. A, VOL 47, 1983, P 841-

857 
58. H. MUGHRABI, IN PROC. FIFTH INTERNAT. CONF. STRENGTH OF METALS AND ALLOYS, P. 

HAASEN, V. GEROLD, AND G. KOSTORZ, ED., PERGAMON PRESS, OXFORD, 1980, P 1615 
59. U. ESSMANN, U. GÖSELE, AND H. MUGHRABI, PHIL. MAG. A, VOL 44, 1981, P 405-426 
60. J.C. GROSSKREUTZ AND H. MUGHRABI, IN CONSTITUTIVE EQUATIONS IN PLASTICITY, A.S. 

ARGON, ED., MIT PRESS, 1975, P 251-326 
61. D. KUHLMANN-WILSDORF, MATER. SCI. ENG., VOL 39, 1979, P 127-139 
62. N. THOMPSON, N.J. WADSWORTH, AND N.LOUAT, PHIL. MAG. (SER. 8), VOL 1, 1956, P 113 
63. Z.S. BASINSKI, P. PASCUAL, AND S.J.BASINSKI, ACTA METALL., VOL 31, 1983, P 591-602 
64. Z.S. BASINSKI AND S.J. BASINSKI, ACTA METALL., VOL 33, 1985, P 1307-1317 
65. Z.S. BASINSKI AND S.J. BASINSKI, ACTA METALL., VOL 33, 1985, P 1319-1327 
66. B.-T. MA AND C. LAIRD, ACTA METALL., VOL 37, 1989, P 357-368 
67. B.-T. MA AND C. LAIRD, ACTA METALL., VOL 37, 1989, P 325-336 
68. B.-T. MA AND C. LAIRD, ACTA METALL., VOL 37, 1989, P 337-348 
69. B.-T. MA AND C. LAIRD, ACTA METALL., VOL 37, 1989, P 349-355 
70. B.-T. MA AND C. LAIRD, ACTA METALL., VOL 37, 1989, P 369-379 
71. A. HUNSCHE, UNTERSUCHUNG ZUR RI BILDUNG IN ERMÜDUNGSGLEITBÄNDERN, PH.D. 

THESIS, RWTH-AACHEN, 1982 



72. J.C. FIGUEROA AND C. LAIRD, MATER. SCI. ENG., VOL 60, 1983, P 45-58 
73. H. MUGHRABI, IN CONF. PROC. DEFECTS, FRACTURE AND FATIGUE, G.C. SIH, AND J.W. 

PROVAN, ED., MARTINUS NIJHOFF PUBLISHERS, 1983, P 139-146 
74. H.-J. CHRIST, MATER. SCI. ENG. A, VOL 117, 1989, P L25-L29 
75. L. CORDERO, A. AHMADIEH, AND P. K.MAZUMDAR, SCRIPTA METALL., VOL 22, 1988, P 1761-

1764 
76. B.-T. MA AND C. LAIRD, SCRIPTA METALL., VOL 23, 1989, P 1029-1032 
77. F.L. LIANG AND C. LAIRD, MAT. SCI. ENG. A, VOL 117, 1989, P 83-93 
78. F.L. LIANG AND C. LAIRD, MAT. SCI. ENG. A, VOL 117, 1989, P 95-102 
79. F.L. LIANG AND C. LAIRD, MAT. SCI. ENG. A, VOL 117, 1989, P 103-113 
80. H. MUGHRABI AND R. WANG, PROC. SECOND RISØ INTERN. SYMP. ON METALLURGY AND 

MATERIALS SCIENCE, N. HANSEN, A. HORSEWELL, T. LEFFERS, AND H. LILHOLT, ED., RISØ 
NATIONAL LABORATORY, ROSKILDE, DENMARK, 1981, P 87-98 

81. J.R. HANCOCK AND J.C. GRO KREUTZ, ACTA METALL., VOL 17, 1969, P 77-97 
82. S.J. BASINSKI AND Z.S. BASINSKI, PHIL. MAG., VOL 19, 1969, P 899-923 
83. P. CHARSLEY AND D. KUHLMANN-WILSDORF, PHIL. MAG. A, VOL 44, 1981, P 1351-1361 
84. D. KUHLMANN-WILSDORF, PHYS. STAT. SOL. A, VOL 104, 1987, P 121-144 
85. D. WALGRAEF AND E.C. AIFANTIS, J. APPLIED PHYSICS, VOL 58, 1985, P 688-691 
86. E.C. AIFANTIS, INTERNAT. J. PLASTICITY, VOL 3, 1987, P 211-247 
87. G. NICOLIS AND I. PRIGOGINE, SELF-ORGANIZATION IN NON-EQUILIBRIUM SYSTEMS, 

WILEY-INTERSCIENCE PUBLISHER, 1977 
88. K. DIFFERT AND U. ESSMANN, MATER. SCI. ENG. A, VOL 164, 1993, P 295-299 
89. D. KUHLMANN-WILSDORF AND C. LAIRD, MATER. SCI. ENG., VOL 46, 1980, P 209-219 
90. G.I. TAYLOR, PROC. ROYAL SOCIETY A, VOL 145, 1934, P 362-387 
91. F.R.N. NABARRO, ADVANCES IN PHYSICS, VOL 1, 1952, P 269-395 
92. P. NEUMANN, IN PHYSICAL METALLURGY, R.W. CAHN AND P. HAASEN, ED., ELSEVIER 

SCIENCE, AMSTERDAM, 1983, P 1554-1593 
93. P. NEUMANN, MATER. SCI. ENG., VOL 81, 1986, P 465-475 
94. P. NEUMANN, Z. METALLKDE, VOL 59, 1968, P 927-934 
95. M.P.E. DESVAUX, Z. METALLKDE, VOL 61, 1970, P 206-213 
96. P. NEUMANN, IN CONSTITUTIVE EQUATIONS IN PLASTICITY, A.S. ARGON, ED., MIT PRESS, 

CAMBRIDGE, MASS., 1975, P 449-468 
97. R. WANG, UNTERSUCHUNGEN DER MIKROSKOPISCHEN VORGÄNGE BEI DER 

WECHSELVERFORMUNG VON KUPFEREIN-UND-VIELKRISTALLEN, PH.D. THESIS, 
UNIVERSITÄT STUTTGART, 1982 

98. H. MUGHRABI AND R. WANG, IN CONF. PROC. BASIC MECHANISMS IN FATIGUE, P. LUKÁ  
AND J. POLÁK, ED., ACADEMIA, 1988, P 1-14 

99. A. T. WINTER, O.B. PEDERSEN, AND K.V. RASMUSSEN, ACTA METALL., VOL 29, 1981, P 735-
748 

100. G. KLEIN, ERMÜDUNGSVERHALTEN VIELKRSITALLINER KUPFERPROBEN AN LUFT UND 
HOCHVAKUUM, DIPLOMA THESIS, UNIVERSITÄT ERLANGEN-NÜRNBERG, 1985 

101. C. WITTIG-LING, UNTERSUCHUNGEN ZUM ERMÜDUNGSVERHALTEN VIELKRISTALLINER 
KUPFERPROBEN, DIPLOMA THESIS, UNIVERSITÄT ERLANGEN-NÜRNBERG, 1986 

102. J.C. FIGUEROA, S.P. BHAT, R. DE LA VEAUX, S. MURZENSKI, AND C. LAIRD, ACTA METALL., 
VOL 29, 1981, P 1667-1678 

103. P. LUKÁ  AND L. KUNZ, IN CONF. PROC. BASIC MECHANISMS IN FATIGUE, P. LUKÁ  AND J. 
POLÁK, ED., ACADEMICA, 1988, P 161-168 



104. G. HOFFMANN, UNTERSUCHUNG DES ERMÜDUNGSVERHALTENS VON VIELKRISTALLINEM 
KUPFER IN ABHÄNGIGKEIT VON TEMPERATUR UND UMGEBUNGSMEDIUM, DIPLOMA 
THESIS, UNIVERSITÄT ERLANGEN-NÜRNBERG, 1990 

105. M. BAYERLEIN, KRITISCHE ÜBERPRÜFUNG DES INCREMENTAL-STEP-TESTS ZUR 
BESTIMMUNG DER ZYKLISCHEN SPANNUNGS-DEHNUNGSKURVE (AUF 
MIKROSTRUKTURELLER GRUNDLAGE), DIPLOMA THESIS, UNIVERSITÄT ERLANGEN-
NÜRNBERG, 1986 

106. H.-J. CHRIST, H. MUGHRABI, AND C. WITTIG-LINK, IN CONF. PROC. BASIC MECHANISMS IN 
FATIGUE, P. LUKÁ  AND J. POLÁK, ED., ACADEMICA, 1988, P 83-92 

107. L. LLANES, J.L. BASSANI, AND C. LAIRD, ACTA METALL. MATER., VOL 42, 1994, P 1279-1288 
108. P. LUKÁ  AND L. KUNZ, MATER. SCI. ENG., VOL 85, 1987, P 67-75 
109. P. LUKÁ  AND L. KUNZ, MATER. SCI. ENG., VOL 74, 1985, P L1-L5 
110. C.D. LIU, M.N. BASSIM, AND D. X. YOU, ACTA METALL. MATER., VOL 42, 1994, P 3695-3704 
111. L. LLANES, A.D. ROLLETT, C. LAIRD, AND J.L.BASSANI, ACTA METALL. MATER., VOL 41, 

1993, P 2667-2679 
112. L. LLANES, A. D. ROLLETT, AND C. LAIRD, MATER. SCI. ENG. A, VOL 167, 1993, P 37-45 
113. D. J. MORRISON AND V. CHOPRA, MATER. SCI. ENG. A, VOL 177, 1994, P 29-42 
114. K.V. RASMUSSEN AND O.B. PEDERSEN, ACTA METALL., VOL 28, 1980, P 1467-1478 
115. D.J. MORRISON, MATER. SCI. ENG. A, VOL 187, 1994, P 11-21 
116. P. LUKÁ  AND L. KUNZ, MATER. SCI. ENG. A, VOL 189, 1994, P 1-7 
117. J.E. PRATT, J. MATER., VOL 1, 1966, P 77-88 
118. J.E. PRATT, ACTA METALL., VOL 15, 1967, P 319-327 
119. E.S. KAYALI AND A. PLUMTREE, MET. TRANS. A, VOL 13, 1982, P 1033-1041 
120. H. ABDEL-RAOUF, A. PLUMTREE, AND T. H.TOPPER, MET. TRANS., VOL 5, 1974, P 267-277 
121. A. PLUMTREE, IN PROC. SECOND CONF. ON LOW CYCLE FATIGUE AND ELASTO-PLASTIC 

BEHAVIOUR OF MATERIALS, K.-T. RIE, ED., ELSEVIER, AMSTERDAM, 1987, P 19-30 
122. G. KÖNIG AND W. BLUM, ACTA METALL., VOL 28, 1980, P 519-537 
123. P. LUKÁ  AND L. KUNZ, MATER. SCI. ENG. A, VOL 103, 1988, P 233-239 
124. Z.S. BASINSKI, A.S. KORBEL, AND S.J.BASINSKI, ACTA METALL., VOL 28, 1980, P 191-207 
125. H.-J. CHRIST AND H. MUGHRABI, IN PROC. THIRD INTERNAT. CONF. ON LOW-CYCLE 

FATIGUE AND ELASTO-PLASTIC BEHAVIOUR OF MATERIALS, K.-T. RIE, ED., ELSEVIER 
APPLIED SCIENCE, LONDON, 1992, P 56-69 

126. D.E. WITMER, G.C. FARRINGTON, AND C.LAIRD, ACTA METALL., VOL 35, 1987, P 1865-1909 
127. R. WANG, H. MUGHRABI, S. MCGOVERN, AND M.RAPP, MATER. SCI. ENG., VOL 65, 1984, P 

219-233 
128. R. WANG AND H. MUGHRABI, MATER. SCI. ENG., VOL 63, 1984, P 147-163 
129. A. HUNSCHE AND P. NEUMANN, IN SYMP. FUNDAMENTAL QUESTIONS AND CRITICAL 

EXPERIMENTS IN FATIGUE, STP 924, VOL I, J.T. FONG AND A.J. FIELDS, ED., AMERICAN 
SOCIETY FOR TESTING AND MATERIALS, 1988, P 26-38 

130. M. GERLAND AND P. VOILAN, MATER. SCI. ENG., VOL 84, 1986, P 23-33 
131. M. GERLAND, J. MENDEZ, P. VIOLAN, AND B.A.SAADI, MATER. SCI. ENG. A, VOL 118, 1989, P 

83-95 

Cyclic Stress-Strain Response and Microstructure 

Hans-Jürgen Christ, Universität-GH-Siegen 

 



fcc Metals With Planar Slip 

The idea that planar slip results from the presence of short-range order seems to be at least a promising starting point for a 
necessary improvement of the classical textbook statement that planar dislocation slip takes place in materials of low 
stacking-fault energy (due to a reduced ability of screw dislocations to cross slip). 

As a rule of thumb, the cyclic deformation behavior of alloys is similar to that of the base metal in a relatively wide range 
of composition. Only at high concentrations of alloying elements do significant deviations exist. Typical planar-slip 
materials are Cu-Al alloys, Cu-Zn ( -brass, e.g., Ref 132) and some austenitic stainless steels at low amplitudes (e.g., 
Ref 133). 

Very fundamental studies on the microstructural development in planar-slip materials were conducted by Feltner and 
Laird (Ref 27, 31), who compared copper with a Cu-Al alloy of 7.5% Al. In a planar-slip alloy, dislocations are localized 
in discrete bands between which relatively dislocation-poor regions exist. These bands form parallel to the primary slip 
plane and contain mainly parallel edge dislocations of the primary slip system. If the plastic-strain amplitude is raised, the 
dislocation density increases and the distance between the bands decreases. Even at very high values of pl/2 
(corresponding to Nf < 104), no cell formation can be observed. 

The alloy system Cu-Zn ( -brass) was studied by Luká  and Klesnil in the early 1970s (Ref 28, 29, 30), who applied 
loading amplitudes to single crystals that corresponded to numbers of cycles to fracture in the range between 4 × 104 and 
4 × 106. Whereas -brass containing 15% Zn showed a behavior very similar to that of pure copper, brass with 31% Zn 
exhibited planar-slip behavior. TEM micrographs of foils cut parallel to the primary slip plane showed long segments of 
primary dislocations predominantly of edge character (Fig. 23). In (1 1) sections (i.e., perpendicular to the slip plane and 
parallel to the slip direction of the primary slip system), the localization of the dislocations in single active slip planes was 
visible. In contrast to copper, there were no detectable differences between regions near the surface and those in the 
interior of the material. 

 

FIG. 23 DISLOCATION ARRANGEMENT IN A SECTION PARALLEL TO (111) OF A 69CU-31ZN ALLOY ( -BRASS). 
SOURCE: REF 29 

Since these first systematic works, the alloy system Cu-Al has been the subject of investigations in many studies (e.g., Ref 
134, 135, 136). Many efforts have been made to adjust the slip character specifically by means of the aluminum content. 
Regarding the short-range order as a possible origin of planar-slip behavior, Abel et al. (Ref 134, 136) observed that strain 
bursts occur in alloys with an aluminum content higher than 7%. These maxima of slip differ from those shown in Fig. 
18, in that they are not formed during ramp loading but at constant amplitude and are less pronounced in the cyclic 
deformation curve. As a possible interpretation, strain bursts can be considered to occur as a result of a local destruction 
of short-range order by gliding dislocations. This leads to a softening of individual slip planes along which dislocations 
emitted from an active dislocation source can glide easily. As a consequence, the appearance of new slip bands/lines at 
the surface is connected with the occurrence of these strain bursts and changes in the shape of the hysteresis loop. 



In newer studies on Cu-16Al (Ref 137, 138, 139), these fluctuations in the cyclic deformation curve were confirmed in 
single crystals as well as in polycrystals. The results obtained on single crystals indicate a (small) plateau in the CSS 
curve, which might result from a strain localization in slip bands (analogous to the behavior of wavy-slip single crystals). 
However, due to the slow cyclic hardening typical of planar slip, it is questionable whether a stabilized condition can be 
reached at all and whether therefore only approximately constant values of /2 at only a few amplitudes of plastic 
strain can be interpreted as a plateau of cyclic saturation. 

The plastic deformation is almost completely localized in small bands, as proven by interferometric surface observations 
(Ref 137). These bands are termed persistent Lüders bands (PLB). The dislocation arrangement in a PLB is shown 
schematically in Fig. 24 and differs fundamentally from that in a PSB (Fig. 15b). PLBs are about 3 to 5 m thick and are 
oriented parallel to the slip plane. They consist of neighboring planes that are fully packed with dislocations. In addition, 
secondary dislocations exist which cut the groups of primary dislocations while gliding on their slip planes. The local 
dislocation density within a PLB varies strongly. 

 

FIG. 24 SCHEMATIC REPRESENTATION OF DISLOCATION ARRANGEMENT IN A PERSISTENT LÜDERS BAND. 
SOURCE: REF 43 

Due to the lack of systematic studies of different planar-slip alloy systems, it is not known whether the formation of PLBs 
is a specific feature of the Cu-Al system or a general property of planar-slip materials. However, observations in the Cu-
Zn (brass) system (Ref 140) document a considerable parallelism. 

 
References cited in this section 

27. C.E. FELTNER AND C. LAIRD, TMS-AIME, VOL 242, 1968, P 1253-1257 
28. P. LUKÁ  AND M. KLESNIL, IN PROC. 2ND INT. CONF. ON CORROSION FATIGUE, O.J. 

DEVEREUX, A.J. MCEVILY, AND R.W. STAEHL, ED., NATIONAL ASSOCIATION OF 
CORROSION ENGINEERS NACE, HOUSTON, 1972, P 118-132 

29. P. LUKÁ  AND M. KLESNIL, PHYS. STAT. SOL., VOL 37, 1970, P 833-842 
30. P. LUKÁ  AND M. KLESNIL, PHYS. STAT. SOL. (A), VOL 5, 1971, P 247-258 
31. C.E. FELTNER AND C. LAIRD, ACTA METALL., VOL 15, 1967, P 1633-1653 
43. C. LAIRD, P. CHARSLEY, AND H. MUGHRABI, MATER. SCI. ENG., VOL 81, 1986, P 433-450 
132. Z. WANG, MATER. SCI. ENG. A, VOL 183, 1994, P L13-L17 
133. Y. LI AND C. LAIRD, MATER. SCI. ENG. A, VOL 186, 1994, P 65-86 
134. A. ABEL AND V. GEROLD, MATER. SCI. ENG., VOL 37, 1979, P 187-200 
135. E.S. KAYALI AND A. PLUMTREE, MET. TANS. A, VOL 13, 1982, P 1033-1041 
136. A. ABEL AND V. GEROLD, Z. METALLKDE, VOL 70, 1979, P 577-581 
137. B.-D. YAN, A.S. CHENG, L. BUCHINGER, S. STANZL, AND C. LAIRD, MATER. SCI. ENG., VOL 

80, 1986, P 129-142 
138. C. LAIRD, S. STANZL, R. DE LA VEAUX, AND L. BUCHINGER, MATER. SCI. ENG., VOL 80, 1986, 

P 143-154 



139. L. BUCHINGER, A.S. CHENG, S. STANZL, AND C. LAIRD, MATER. SCI. ENG., VOL 80, 1986, P 
155-167 

140. H. KANESHIRO, K. KATAGIRI, H. MORO, C. MAKABE, AND T. YAFUSO, MET. TRANS. A, VOL 
10, 1988, P 1257-1262 

Cyclic Stress-Strain Response and Microstructure 

Hans-Jürgen Christ, Universität-GH-Siegen 

 

bcc Metals and Alloys 

Influence of Temperature and Strain Rate. The aforementioned fatigue mechanisms seem to have good applicability 
to hexagonal close-packed (hcp) materials (e.g., Ref 141, 142) and to almost all technical bcc alloys (e.g., Ref 143). 
Therefore, the following discussion refers to differences and particularities in the cyclic deformation behavior and in the 
basic dislocation processes of the bcc crystal structure with respect to fcc metals and alloys. The conditions under which a 
deviant behavior exists need to be considered carefully (more detailed information is given in Ref 46 and 144). 

The mechanical properties of pure bcc metals depend very strongly on temperature and strain rate and are sensitive to 
small amounts of interstitial impurities (such as carbon, nitrogen, and oxygen). In Fig. 25, a schematic representation of 
the temperature dependence of the flow stress, f, is shown. According to Seeger (Ref 145), f consists of a thermal 
component, *, and an athermal component, G:  

F = G + * ( PL,T)  (EQ 16) 

 

FIG. 25 DEPENDENCE OF FLOW STRESS ON TEMPERATURE AND STRAIN RATE IN THE CASE OF BCC CRYSTAL 
STRUCTURE. SOURCE: REF 144, 145 

As indicated in Eq 16, * depends on temperature and plastic strain rate, pl, and is essentially a consequence of the 
extended core structure of the screw dislocations, which has a threefold symmetry and is the reason for a large pseudo-
Peierls stress. Therefore, * is caused mainly by lattice friction stress for screw dislocations, whereas in the fcc structure 

* is determined by the dislocation/dislocation interaction. The gliding of the screw dislocations occurs by thermal 
activation, giving rise to the strong temperature dependence of *. 

The athermal stress component G is usually considered to be connected with the dislocation density, :  

G = G B   (EQ 17) 



where is a geometric constant (  0.1 . . . 0.4) that depends on the dislocation arrangement. The origin on G is the 
elastic interaction of dislocations during deformation. 

An increase in pl has basically the same effect as a decrease in temperature, and vice versa. The transition temperature T0 
(Fig. 25), which defines the boundary between the high-temperature and the low-temperature behavior, is shifted to 
higher temperatures if the deformation rate increases. 

A very illustrative example, in which the flow stress of -Fe is affected by a change of the plastic strain rate, has been 
given by Mughrabi (Ref 15, 146). Figure 26 shows the course of the (controlled) plastic strain signal used in this study. 
Based on the triangular course of pl in Fig. 26(a), which keeps the (absolute) value of pl constant during the test, the 
strain rate is changed within each cycle. For this purpose the slope of the demand signal is increased or decreased shortly 
before the reversal points are reached. As a result, one restricts the changed plastic strain rate pl, 2 to a small time interval 
around the load reversals, whereas during the main part of the cycle, pl, 1 continues to exist. 

 

FIG. 26 CHANGES OF PLASTIC STRAIN RATE WITHIN EACH CYCLE. SOURCE: REF 146 

The resultant change in the shape of the hysteresis loop can be seen in Fig. 27. According to Fig. 25, an increase of pl 
leads to an increase of the stress, and vice versa. The shape of the hysteresis loop in the part of the cycle where pl 
remains unchanged is not affected, indicating that the very short intervals with changed values of pl do not alter the 
dislocation arrangement. Therefore, this testing method is an elegant way to determine the dependence of * on pl (and 
T) without changing G at the same time (Ref 147). 



 

FIG. 27 HYSTERESIS LOOPS WITH CHANGES OF PL, OBTAINED ON HIGH-PURITY POLYCRYSTALLINE -FE. 
SOURCE: REF 15 

The marked temperature dependence of the peak stress in Fig. 27 is due to the fact that cyclic deformation has been 
carried out in the low-temperature region of Fig. 25. This is a consequence of the rather high strain rate usually applied in 
a typical fatigue test (e.g., 10-2 × s-1). Under this condition, the temperature T0 is shifted to values above room 
temperature. In other words, the cyclic deformation behavior of pure bcc metals is governed essentially by the low-
temperature deformation mode. This mode is characterized by a large difference in the relative mobilities of screw and 
nonscrew (edge) dislocations. As a consequence of the pseudo-Peierls stress for the screw dislocations, their mobility is 
very limited. 

A sufficiently small plastic-strain amplitude can be accommodated by a quasi-reversible to-and-fro displacement of the 
more mobile non-screw segments while the screw segments are only stretched and do not move. In this region of cyclic 
microyielding, no microstructural changes take place and no cyclic hardening is noticeable. The CSS curve reflects this 
behavior by exhibiting a small plateau at low plastic-strain amplitudes. 

If the material is subjected to an intermediate or high plastic-strain amplitude, the lack of mobile (primary) dislocations 
causes early secondary (multiple) glide. The more mobile edge dislocations draw out long screw dislocations. If the 
temperature is not too low, these screw dislocations are at least sufficiently mobile to interact and form cell structures. 
Consequently, there is a high tendency to form a cell structure at relatively small (compared to fcc metals) plastic-strain 
amplitudes. 

If the screw dislocations are forced to glide in this low-temperature, high-amplitude regime, the threefold symmetry of the 
core structure leads to an asymmetric slip in tension and compression. In other words, slip occurs on different planes 
during tension and compression in each fatigue cycle, leading to a change in shape. In the case of a single crystal, an 
initially circular cross section becomes elliptical (Ref 148, 149, 150, 151). The shape changes also play an important role 



in the fatigue failure of bcc polycrystals. In contrast to the constrained grains in the interior, the surface grains can 
develop shape changes due to asymmetric slip rather freely. A surface roughness results, with the periodicity of the grain 
structure leading to incompatibilities and stress concentrations at the grain boundaries. These stress concentrations give 
rise to crack initiation at these loci, along with a remarkable tendency to the development of intergranular cracks. 

The behavior of bcc metals in the high-temperature regime (i.e., high temperature and/or low strain rate) is quite similar 
to that of fcc metals. From an engineering point of view, it is important to note that small amounts of interstitial atoms 
enhance this tendency. Obviously, the effect of interstitials on the mobility of edge dislocations leads to a kind of 
balancing of the velocities of edge and screw dislocations. Under these circumstances (i.e., high-temperature behavior), 
PSBs have been observed that appear as dislocation-poor channels embedded in a matrix of veins (Ref 46, 144). PSBs are 
also known to form in both the surface and interior grains of polycrystalline low-carbon steels (Ref 152). 

In summary, the cyclic deformation behavior of technical bcc metals and alloys is mostly very similar to that of wavy-slip 
fcc materials. 

Dynamic Lüders Band Propagation. In any discussion of the CSS behavior of bcc metals and alloys, the phenomenon 
of dynamic Lüders band propagation must be considered, because it clearly relates the macroscopic deformation behavior 
to processes occurring on the atomic scale. It is well known that a large number of structural alloys exhibit discontinuous 
yielding in monotonic straining. This is typical for bcc metals containing interstitial atoms and showing distinguished 
upper and lower yield stresses in the monotonic stress-strain curve. Normalized low-carbon steels are probably the most 
important alloy system in this context. 

The occurrence of Lüders band propagation under cyclic loading conditions depends very strongly on the testing mode 
applied. In the case of plastic strain control, the sample is forced to plastically deform up to the amplitude value of the 
control signal during the first quarter of the first cycle (where a quarter cycle is the same as a tensile test with Lüders band 
propagation). After the first or first few cycles, a homogeneous plastic deformation of the gage length prevails. The 
situation is even more definite if in a stress-controlled test a stress amplitude higher than the yield point is applied. Then, 
in order to reach this stress amplitude, the whole region of Lüders strain must be passed through completely within the 
first load increase up to the stress amplitude. 

From a technical point of view, the case is far more interesting when the stress amplitude is lower than the yield point. In 
Fig. 28, the cyclic deformation curves obtained in a study on a normalized steel containing 0.45% C (with yield point 
between 420-440 MPa) are represented in a plot of the plastic-strain amplitude versus the number of cycles for different 
stress amplitudes. It can be seen that during the first cycles the material behaves almost purely elastically ( pl/2 0). 
After a certain cycle number, which depends on the stress amplitude applied, plastic deformation begins. The cyclic 
softening leads to a marked increase of pl/2, which occurs earlier at high stress amplitudes. After deformation passes 
through a maximum of pl/2, a continuous cyclic hardening follows. 

 

FIG. 28 CYCLIC DEFORMATION CURVES OF A NORMALIZED STEEL CONTAINING 0.45% C AT VARIOUS 
STRESS AMPLITUDES. SOURCE: REF 153 



The course of the curves depicted in Fig. 28, which is typical of normalized low-alloy steels under stress control (e.g., Ref 
154, 155), can be described quantitatively on the basis of the microstructural processes in reasonable agreement with the 
experimental observations (Ref 156, 157). Qualitatively, the shape of the curve can be explained as follows. During the 
first half cycle, a small number of dislocations are unpinned in individual isolated grains. This process is repeated during 
the following cycles and leads to an increase of the number of mobile dislocations. Hence, the material is in a plastically 
inhomogeneous condition, because besides the plastically deforming grains there are those that behave essentially 
elastically. The steady increase of the volume fraction of regions containing mobile dislocations leads to an increase in 

pl/2. In these regions, the processes taking place are typical of the cyclic deformation of wavy-slip materials (i.e., 
dislocation multiplication and the formation of a heterogeneous dislocation arrangement). The resultant local cyclic 
hardening dominates when its effect is no longer overcompensated by the formation of new plastically deformable 
regions. The maximum in the cyclic deformation curve corresponds in a reasonable approximation to the condition in 
which for the first time the whole gage length undergoes plastic deformation. 
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Cyclic Deformation in Structural Alloys 

 



The role of microstructure in the cyclic deformation of structural alloys depends, to a large extent, on the operative 
strengthening mechanism. For example, ferrite-pearlite structural steels are (at least) two-phase materials because they 
contain pearlite ( -Fe + Fe3C). Nevertheless, carbon steels can be treated as "quasi-single-phase," because plastic 
deformation processes are almost completely restricted to the ferritic grains up to a carbon content of about 0.45% (Ref 
154). In this case, the second phase does not have a pronounced effect on deformation mechanisms. In contrast, age-
hardenable alloys are very dependent on a second phase for increased strength. The effect of strengthening particles on 
the cyclic deformation is addressed briefly in this section after discussion of deformation-induced phase transformation. 
Selected examples, which illustrate marked phase transformations caused by cyclic plastic deformation, are described for 
some metastable alloy systems that are prone to phase transformations. The mechanisms depend very strongly on the 
particular material, and therefore a comprehensive discussion is far beyond the scope of this article. Nonetheless, the two 
examples below provide some insight into phase transformation effects on the CSS response. 
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Deformation-Induced Transformations 

Austenitic Strainless Steels. Phase transformations during cycling have been studied particularly carefully in steels 
where austenite-martensite transformations occur. Cyclic-deformation-induced martensitic transformation is beneficial in 
high-strength TRIP (transformation-induced plasticity) steels and in lower-strength metastable austenitic stainless steels, 
depending on the testing mode and the amplitude. The following example describes deformation-induced martensite 
formation in an austenitic stainless steel. 

At sufficiently low temperatures (below the martensite start temperature, MS) a spontaneous martensitic transformation 
takes place. This temperature limit can be raised by means of elastic stresses or plastic deformation, which induce an 
additional driving force. The threshold temperature for deformation-induced transformation is termed Md. 

Figure 29 shows the stress-strain path of the first 30 cycles of an austenitic stainless steel deformed under plastic-strain 
control with pl/2 = 1.26 × 10-2. The test was carried out at 103 K in order to promote martensite formation. The stress 
amplitude increased strongly, whereas the hardening rate decreased slowly. The maximum stress amplitude was reached 
after about 40 cycles. The marked cyclic hardening was mainly due to deformation-induced martensitic transformation of 
austenite, which has been investigated in several steels of the 300 series (Ref 159, 160, 161, 162, 163, 164, 165, 166, 
167). 



 

FIG. 29 STRESS-STRAIN PATH OF THE FIRST 30 CYCLES AT 103 K OF A METASTABLE AUSTENITIC STAINLESS 
STEEL UNDER PLASTIC-STRAIN CONTROL ( PL/2 = 1.26 × 10-2). SOURCE: REF 158 

The formation of '-martensite can occur directly from austenite or via the intermediate phase -martensite. The 
transformation starts if a threshold value of the plastic-strain amplitude is exceeded and a certain cumulative "incubation" 
plastic strain (which increases with decreasing amplitude) is reached. In the case of the alloy corresponding to Fig. 29, it 
could be shown unambiguously that the martensite forms as a result of cyclic plastic deformation (i.e., deformation-
induced and not stress-induced), because quenching (even down to the temperature of liquid helium) and purely elastic 
cyclic loading did not trigger austenite transformation. 



The increase of /2 shown in Fig. 29 can be attributed directly to an increase in the volume fraction of martensite, as 
shown by independent measurements of the martensite content. The negative mean stress m that develops during cycling 
stems from the volume expansion (the martensite formation is connected with a volume expansion of about 2%). It is 
interesting to note that by means of an optimized low-temperature cyclic predeformation, the residual room-temperature 
fatigue life can be improved by a factor of almost 2. 

Commercial Age-Hardened Aluminum Alloy. Figure 30 shows various cyclic deformation curves obtained on an 
aluminum alloy in three different conditions (Ref 168). The material studied is a commercial age-hardenable aluminum 
alloy (corresponding to aluminum alloy 7022) that was heat treated prior to fatigue testing in three different ways: to 
obtain a precipitate-free condition, a peak-aged precipitation structure, and an overaged condition. Surprisingly enough, in 
the initially precipitate-free condition the stress amplitude increased drastically during cyclic deformation and exceeded 
even the corresponding values of the peak-aged condition after sufficiently high cumulative plastic strain. The gain in 
strength took place at the expense of cyclic lifetime. 

 

FIG. 30 CYCLIC DEFORMATION CURVES OF THREE CONDITIONS OF AN AL-ZN-MG-0.5CU ALLOY AT VARIOUS 
VALUES PL/2. SOURCE: REF 168 

An interpretation of the mechanical behavior can be given on the basis of corresponding TEM studies. In Fig. 31(a), the 
microstructure of the quenched condition is shown as it exists prior to cyclic deformation. Particles of the hardening 
second phase are not detectable. Only the relatively large dispersoids are present, because they cannot be dissolved during 
the solution annealing. The reason for the tremendous increase of /2 during cycling becomes evident in Fig. 31(b). 
Even at the lowest value of pl/2 used, very small and uniformly distributed precipitates are formed that interact very 
strongly with the moving dislocations. The TEM micrographs indicate that particle cutting is the most important 
deformation mechanism. The deformation-induced precipitation is more pronounced with higher values of pl/2. 
Similar cyclic-induced precipitation processes have been reported to occur in other aluminum alloys (e.g., Ref 169, 170). 



 

FIG. 31 EFFECT OF CYCLIC DEFORMATION ON AL-ZN-MG-0.5CU IN THE INITIALLY PRECIPITATE-FREE 
CONDITION. (A) BEFORE CYCLIC LOADING. (B) AFTER CYCLIC LOADING AT PL/2 = 2 × 10-4. SOURCE: REF 
168 
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Effect of Second-Phase Particles 



Precipitation hardening is an important and commonly used method to raise the strength of alloys. The particles of a 
second phase act as obstacles to the dislocation motion and markedly influence the dislocation arrangement compared to 
the precipitate-free situation. The large number of precipitation-hardening alloy systems and the broad range of possible 
dislocation-particle interactions make a general and uniform summary beyond the scope of this article. Therefore, this 
section focuses on the underlying mechanisms and tries to illustrate the main effects in selected alloy systems. More 
detailed information can be found in numerous review articles (e.g., Ref 171, 172, 173). 

The most important parameters determining particle-dislocation interaction are the size and distance of the precipitates. If 
the strengthening particles are coherent, small, and close-spaced, they are cut by dislocations as a result of the resolved 
shear stress. This process is typical of underaged alloys. Overaging leads to a relatively large particle diameter (in 
combination with a large mean particle distance in the slip plane) at which dislocation motion between the obstacles by 
the Orowan mechanism (bowing out of the dislocations and finally forming Orowan dislocation loops around the 
precipitates) is favored. The same is true if the particles are incoherent (e.g., dispersoids). 

Single-Crystal Alloys 

Shearable Precipitates. Systematic studies of the effect of particle strengthening on fatigue behavior have been carried 
out, especially in the systems Al-Cu (e.g., Ref 174, 175, 176, 177, 178, 179, 180, 181, 182, 183, 184, 185, 186, 187) and 
Cu-Co (e.g., Ref 188, 189, 190, 191, 192). Al-Cu alloys are very well suited to these investigations, because the 
precipitation behavior, the sequence of the phases forming, and the resultant effects on monotonic properties are well 
known (e.g., Ref 193). Furthermore, in Cu-Co a condition of solid solution can be established as a reference state that 
exhibits the dislocation arrangement of copper reasonably well. 

If particle-strengthened single crystals are subjected to a cyclic deformation at constant plastic-shear amplitude, first a 
cyclic hardening up to a maximum of the shear stress amplitude is found, followed by a marked softening. This behavior 
is observed in a wide range of ap values. A state of cyclic saturation is not established in air (but is sometimes found in 
vacuum as a consequence of an extended lifetime), so that a CSS curve cannot be determined according to its definition. 
Following a suggestion of Wilhelm (Ref 194), a pseudo-CSS curve can be constructed, taking the maximum values of a 
instead of the saturation values s for those plastic shear strain amplitudes at which no cyclic saturation is reached. 

Figure 32 shows the corresponding representation for Al-3.8Cu. Analogous to the CSS curve of copper (Fig. 12), three 
regions A, B, and C can be distinguished, and region B defines a marked plateau. Whereas in region A a state of cyclic 
saturation is reached, in region B the above-mentioned pronounced maximum in the cyclic deformation curve is observed. 
Therefore, the values of a represented are essentially higher than the true saturation stress amplitudes. The reason for the 
plateau stress lies in the tremendous change in the dislocation arrangement that takes place during the initial phase of 
hardening, shortly before the maximum of a is reached. PSBs are formed which, however, differs essentially from those 
observed in pure metals and single-phase alloys. These PSBs are very thin (<0.1 m), and they can carry large local 
plastic strains of 30 to 60% (Ref 181). The volume fraction of PSBs increases with increasing ap in region B, but a value 
of 100% is never reached. In contrast to single-phase wavy-slip materials, no cell structures are formed in region C. 
Rather, PSBs exist in different intersecting slip systems. 



 

FIG. 32 PSEUDO-CSS CURVE OF AL-3.8CU SINGLE CRYSTALS CONTAINING SHEARABLE PRECIPITATES. 
SOURCE: REF 179 

The pronounced cyclic softening (in region B), which is undesirable in technical applications, is caused by the destruction 
of the strengthening effect of the particles within the PSBs as a result of particle shearing. If the precipitates are not 
ordered, as is the case in Cu-Co, the repeated cutting of the particles by the to-and-fro motion of dislocations may 
ultimately lead to a complete redissolution when the particles become too small to be stable. This random chopping-up 
process has been reproduced by computer simulation (e.g., Ref 195). The dislocation slip character can be considered 
wavy. This is also confirmed by the width of the PSBs formed (about 0.1 m). 

Especially the ordered ' precipitates in superalloys suffer shearing by planar slip bands that consist of only one or few 
slip planes (e.g., Ref 196). These planar bands result from a local softening along active slip planes, which itself is a 
consequence of a reduction in strength of the sheared particles due to the loss of order. 

In Al-Cu, Laird et al. (Ref 180, 176) did not find destruction of the particles within the PBSs. The contrast provided by 
the slip bands in TEM could be attributed to an orientation difference between PSBs and the surrounding matrix. By 
slightly tilting the sample in the microscope, the precipitates in the PSBs could be detected again. This observation led to 
the interpretation that the loss of order within the '' particles is responsible for softening. However, in other aluminum 
alloys a redissolution of the ordered precipitates within the PSBs has been proven to occur (e.g., Ref 197). 

Cyclic plastic deformation can also strongly affect the kinetics of precipitation and the coarsening processes, due to the 
high point defect concentrations connected with dislocation reactions. Therefore, processes such as overaging or Ostwald 
ripening may occur in an accelerated manner, especially if areas of strain localization exist. In many aluminum alloys, 
aging processes take place at room temperature, leading to a particle size distribution that is a strong function of time and 
affects the CSS response. 

Non-shearable Particles. With increasing overaging, cyclic hardening with subsequent softening ceases, and a cyclic 
saturation state is established. In this case, the CSS behavior depends much more strongly on the crystal orientation than 
in the situation when shearable particles are present (Ref 183). The strain is not localized, because the relatively coarse 
precipitates reduce the slip length and prevent the formation of PSBs. Therefore, a plateau in the CSS curve is not 
observed. Furthermore, cyclic softening, which must be considered a consequence of strain localization, does not occur. 



At small and moderate strain amplitudes, the dislocation arrangement in Al-Cu consists of dipolar walls that are formed 
mainly from primary dislocations and are located at the broad sides of the ' plates. With increasing amplitude the portion 
of secondary dislocations in the networks surrounding the ' plates increases. The ' plates form the basic skeleton of the 
dislocation arrangement. 

Because cutting of particles does not take place, the precipitation structure is quite stable during cyclic loading. As a 
consequence, changes in test frequency or test interruptions have only minor influence on the CSS behavior (e.g., Ref 
184, 185). 

Pure Polycrystals 

The results obtained on precipitation-hardened single crystals can be transferred to polycrystals provided that these 
materials are pure (i.e., that they contain only elements necessary to form the hardening second phase). In addition to the 
orientation differences between the grains of a polycrystal, the grain boundaries themselves influence the deformation 
behavior, because the precipitation conditions in the vicinity of grain boundaries can be different from those in the matrix. 

In Fig. 33, cyclic deformation curves are depicted that were measured on Al-4Cu polycrystals by Calabrese and Laird 
(Ref 176, 177, 178) using three different precipitation states. In the case of shearable coherent '' particles (Fig. 33a), a 
course is found that exhibits a maximum and resembles that of the corresponding single crystals. The initial hardening is 
attributed to an increase of the friction stress due to the coherent stress fields of the precipitates, the formation of anti-
phase boundaries during cutting, and mainly the occurring dislocation accumulation. Even before the stress maximum is 
reached, slip bands are visible on the surface that are formed first in favorably oriented grains. These surface bands 
correspond to the deformation bands (PSBs) that could be found in the grain interior by means of TEM. The cyclic 
softening can (in the case of Al-Cu) be traced back to the disordering of the ordered precipitates due to the repeated 
cutting by dislocations within the PSBs. 



 

FIG. 33 CYCLIC DEFORMATION CURVES OF POLYCRYSTALLINE AL-4CU IN DIFFERENT CONDITIONS. (A) ''. 
(B) FINE '. (C) COARSE '. SOURCE: REF 176, 177, 178 

The cyclic deformation curves of the conditions with nonshearable particles (Fig. 33b, c) are fundamentally different. At 
small values of pl/2, cyclic saturation occurs almost immediately; at high values it occurs after few cycles. Monotonic 
and CSS curves are approximately identical, indicating the stability of the precipitation condition and the dominant role of 
the precipitates regarding the deformation behavior. This is confirmed by the results of accompanying TEM studies. The 
particles are the dominant obstacles to dislocation motion as long as the amplitude is not too high. Dislocations are 
preferentially located at the phase boundary particle/matrix. The plastic strain can be accomplished by the slip of only a 
few dislocations between the particles, because the "mean cell size" is determined by the small distance between the 
precipitates. 

If a high loading amplitude is applied to a material with relatively large particle distance, a real cell formation can occur. 
In other words, additional dislocation walls form between the precipitates. The saturation stress amplitude is determined 
by the same mechanisms that prevail in single-phase alloys. Dislocations bow out from the cell walls, cross the 
dislocation-poor cell interior, and react with the opposite wall. Therefore, the deformation behavior of the dislocation cell 
structure gains importance with increasing pl/2. 



The question of whether there is a plateau in the CSS curve of polycrystals containing shearable particles, as found in the 
pseudo-CSS curve of corresponding single crystals (Fig. 32), was checked in a study on Al-Cu with three different grain 
sizes (0.15, 0.32, and 1 mm) (Ref 182). Only the coarsest grain structure led to a very small plateau. With decreasing 
grain size, the behavior deviated more and more from that of single crystals, in accordance with the expectations based on 
the observations on single-phase materials. 

Grain boundaries can be of significance for the distribution of precipitates, leading to a modification of the particle 
population. Usually relatively coarse particles precipitate on grain boundaries, whereas in the vicinity of grain boundaries, 
precipitate-free zones may exist. These areas are mechanically softer than the grain interior, so that localized deformation 
is promoted. A preferential crack initiation at these locations may result. 

Commercial Alloys 

In more complex, commercial structural alloys, the fatigue properties (including both resistance against crack initiation 
and crack propagation) are a function of not only the precipitation condition but also the whole microstructure. For 
example, the effect of two microstructural features (shearable precipitates and precipitate-free zones) on fatigue resistance 
are summarized in Table 1. The effect of specific microstructural features on the fatigue properties depends on the degree 
of plastic-strain localization, which is primarily determined by the slip length and degree of age hardening. Because 
extensive age hardening and corresponding high yield strength are desirable in commercial alloys, emphasis often is 
placed on improving the fatigue life by reducing the slip length (reducing grain size, for example). Intermetallic 
inclusions, however, have mostly a negative influence. They are too large to affect the stress-strain behavior.Rather, they 
can cause cracks and therefore determine the cyclic lifetime. 

TABLE 1 EFFECT OF MICROSTRUCTURAL MODIFICATIONS ON THE FATIGUE RESISTANCE OF 
ALLOYS 

MODIFICATION TO 
MICROSTRUCTURE  

SHEARABLE 
PRECIPITATES  

PRECIPITATE- 
FREE ZONES  

OVERAGING  IMPROVES  NO EFFECT  
DISPERSOIDS  IMPROVES  NO EFFECT  
UNRECRYSTALLIZED STRUCTURES  IMPROVES  IMPROVES  
REDUCTION OF GRAIN SIZE  IMPROVES  IMPROVES  
STEPS IN GRAIN BOUNDARIES  NO EFFECT  IMPROVES  
ALIGNMENT OF GRAIN BOUNDARIES  NO EFFECT  IMPROVES  

Source: Ref 198 

The relationship between microstructure and cyclic plastic-deformation behavior is known to be complex, especially for 
high-strength commercial alloys. It is clear, however, that any microstructural feature that causes an inhomogeneous 
distribution of plastic strain will have a deleterious effect on fatigue life. In general, a material that cyclically hardens will 
restrict cyclic plastic deformation, which is a desired effect. However, under strain control, the imposed strain in 
conjunction with the loss of ductility associated with the higher cyclic strength can lead to a poor low-cycle fatigue life. 

The concept of reversible deformation also may not be applicable in complex, commercial alloys. As described above, 
slip reversibility is a desirable property for fatigue resistance. Planar-slip alloys, with fine, narrow slip bands, are more 
resistant to fatigue than wavy-slip materials, in which coarse slip bands lead to early crack initiation. Planar slip increases 
the reversibility of deformation and thus improves the fatigue resistance for some low-stacking-fault-energy materials. 
However, in commercial alloys strengthened by dislocation substructures, precipitates, and carbides, planar slip can cause 
softening in the slip bands, resulting in strain localization. Consequently, slip reversibility may have little or no meaning 
in complex, engineering-type materials (Ref 198). 

Structural aluminum alloys contain various alloying elements that are added, for example, to adjust the proper grain 
size or to improve the corrosion resistance. Typically the following types of precipitated phases can be found (Ref 172):  

• THE MAIN STRENGTHENING SECOND PHASE IS PRECIPITATED IN THE FORM OF FINELY 



DISTRIBUTED PARTICLES. THIS PHASE IS IN MOST CASES ORDERED AND 
COHERENT.THE SHAPE OF THE PARTICLES DEPENDS ON THE ALLOY SYSTEM; 
PARTICLES MAY BE SPHERICAL, PLATE-SHAPED, OR NEEDLE-SHAPED. NORMALLY THE 
DISTRIBUTION OF THESE PARTICLES IS UNIFORM, EXCEPT THAT PRECIPITATE-FREE 
ZONES FORM AT GRAIN BOUNDARIES.  

• DISPERSOIDS ARE FORMED DURING COOLING-DOWN IN THE SOLID STATE, AND THEY 
CAN HARDLY BE DISSOLVED DURING THE HEAT TREATMENT THAT IS NECESSARY TO 
ADJUST THE PROPER MICROSTRUCTURE. THE MAIN ROLE OF THE DISPERSOIDS IS TO 
KEEP THE GRAIN SIZE SMALL BY AVOIDING RECRYSTALLIZATION AFTER FORMING AT 
HIGH TEMPERATURES.  

• INTERMETALLIC INCLUSIONS GROW UP TO SEVERAL MICRONS. THEY ARE MOSTLY 
FORMED DUE TO IRON AND SILICON IMPURITIES IN ALUMINUM.  

Besides the strengthening particles of the second phase, the dispersoids are important for the CSS behavior of technical 
alloys. Because they cannot be cut by the dislocations, they tend to prevent slip localization. This manifests itself by the 
lack of a pronounced softening region in the cyclic deformation curve (e.g., Ref 173). Cyclic lifetime is essentially 
prolonged, compared to that of pure alloys, as a result of the effect of dispersoids. A full discussion of the fatigue and 
fracture resistance of structural aluminum alloys is contained in the article "Selecting Aluminum Alloys to Resist Failure 
by Fracture" in this Volume. 
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Variables and Modeling 

 

Cyclic stress-strain behavior and its relation with microstructure can be complex, because almost every structural alloy 
undergoes thermomechanical treatment prior to service. In order to classify the reactions of a material to predeformation 
or thermomechanical treatments, the terms history dependence and history independence are commonly applied. A 
history-independent CSS behavior means that after a transition stage a saturation condition is reached that is exactly the 
same as the saturation state established in a nonpredeformed (well-annealed) sample. Accordingly, a history-dependent 
material never reaches the saturation state of the corresponding annealed specimen, even after extended cycling. 
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Effect of Predeformation 

Set-Up and Control Effects. The effect of predeformation on the CSS behavior is complicated by the fact that the 
application of a particular start-up procedure (e.g., frequency and/or choice of control mode) may affect the saturation 
state via the dislocation arrangement established (Ref 199, 200). As an example, the plateau stress amplitude of copper 
single crystals varies between 24 and 33 MPa, depending on how saturation is reached (Ref 48). 

This influence on the CSS response occurs because of the different transient deformation behavior under different testing 
modes. Usually an initially annealed sample first undergoes cyclic hardening before the cyclic saturation state is reached. 
If plastic-strain control is applied, pl/2 is held constant during the test and cyclic hardening is moderate, because 
during the first few cycles the maximum (minimum) in plastic strain can be reached quite easily (i.e., at low load). Stress 
control, however, can force the sample in the first cycles (soft condition) to plastically deform tremendously in order to 
accomplish the given stress amplitude. Therefore, it seems reasonable to treat these first cycles as a special type of 
predeformation. As a consequence, somewhat different microstructural processes (e.g., a higher portion of secondary slip) 
can occur that give rise to an altered stabilized behavior. 

Systematic studies on single-phase materials show (e.g., Ref 201) that the CSS curve, which represents the stabilized 
condition as a function of amplitude, does not depend on the control mode applied during single-step fatigue testing if the 
material exhibits wavy slip and the amplitude of testing is not too low. Especially in the case of planar-slip materials, 
appreciable deviation can be observed in the high-cycle fatigue range (i.e., at low amplitudes). 



Effect of Deformation History on Cyclic Deformation. In order to characterize the history dependence of cyclic 
deformation behavior, mostly either a monotonic predeformation (e.g., Ref 202, 203, 204, 205, 206) or a reduction of the 
cross section by means of swaging (e.g., Ref 26, 31, 207, 208) is applied. These types of predeformation lead to a high 
flow stress, so that a cyclic softening occurs during the subsequent cyclic deformation. 

Differences between wavy-slip and planar-slip materials are again important. Materials showing wavy dislocation slip 
exhibit a history-independent CSS curve at sufficiently high amplitudes of the plastic strain ( pl/2 5 × 10-4 in the 
case of polycrystalline copper). In this region, the dislocation arrangements found after cyclic loading in specimens that 
were annealed prior to cycling are identical to those of predeformed samples. However, in the low-amplitude region, 
cold-worked and annealed samples do not show identical stress amplitude values in cyclic saturation established in tests 
where pl/2 is constant. Here, the dislocation arrangement resulting from predeformation is not completely changed to 
the low-amplitude fatigue configuration (Fig. 11), because the tensile deformation (or swaging) leads to a dislocation cell 
structure that cannot be converted into the single-slip structures typical of wavy-slip materials at low amplitudes. 

In materials showing planar dislocation glide, the CSS curve is strongly influenced by predeformation in both the high-
amplitude and the low-amplitude regions. In contrast to the mechanical behavior, the microstructure is not markedly 
affected and shows planar dislocation arrays located on distinct glide planes independent of the prehistory suffered. 

The above results have been only partially confirmed by newer and probably more sensitive measurements (Ref 209, 
210). Figure 34 shows cyclic deformation curves of -brass (planar slip) observed after monotonic predeformation in 
tension up to certain strains and after swaging down to a reduction in diameter of 27%. The behavior of the reference 
condition (annealed) is represented as a dotted line. In spite of the relatively high plastic strain range of 5 × 10-3 applied 
during cyclic loading, a history-dependent behavior is present, because the saturation stress amplitude depends strongly 
on the degree of predeformation. This is in accordance with the observations reported above (e.g., Ref 26, 31). 

 

FIG. 34 CYCLIC DEFORMATION CURVE OF -BRASS AT PL = 5 × 10-3 AS A FUNCTION OF THE DEGREE OF 
MONOTONIC (TENSILE) PREDEFORMATION. SOURCE: REF 209 

However, deviations from the "literature behavior" are found in the case of wavy-slip materials. Figure 35 depicts the 
CSS curves determined on polycrystalline copper samples with and without prestraining. The saturation stress amplitude 
is raised with increasing degree of predeformation. Swaging, which corresponds to a tensile prestrain of about 87%, gives 
rise to the highest increase of s. Figure 35 indicates that the influence of predeformation decreases with increasing 
plastic-strain amplitude, but that it does not cease to exist even at very high pl/2 values. 



 

FIG. 35 CYCLIC STRESS-STRAIN CURVES OF ANNEALED AND PRESTRAINED COPPER SPECIMENS. SOURCE: 
REF 210 

From these observations it can be concluded that the CSS behavior is generally history-dependent. Therefore, any 
assumption of history independence must be considered as a specific technical limit, such that the deviation between the 
saturation state of annealed samples and that of predeformed samples does not exceed a given limit in each situation. 
Nevertheless, wavy-slip materials generally are less history dependent than planar-slip materials. The behavior of 
particle-strengthened alloys lies somewhere between these extreme cases. If cyclic deformation is mainly controlled by 
the dislocation/particle interaction (e.g., in top-aged condition) and particle cutting takes place, a planar-slip-type 
behavior can be expected. If, on the contrary, dislocation/dislocation interactions prevail due to large particle size, wavy-
slip-type behavior may exist. 

Effect of Amplitude Changes. As a consequence of the relationship between dislocation arrangements formed during 
cyclic loading and those formed during monotonic loading (e.g., Fig. 21), cyclic predeformation can be considered a 
special case of (repeatedly) monotonic prestraining in some respects. Again, the combination of wavy-slip behavior with 
high plastic-strain amplitude can be understood most easily. Under these conditions, a change from one constant value of 

p1/2 to another leads to a more or less reversible adaptation of the dislocation cell structure. For example, if p1/2 is 
decreased, a rearrangement of the dislocations is possible in such a way that the dislocation cell size increases to the value 
that would have been established if the cyclic predeformation had not have been applied (e.g., Ref 26, 202). This 
rearrangement, which leads to the saturation microstructure of the initially annealed condition, can of course not 
(completely) take place if a change leaves the high-amplitude range by leading to an amplitude in the low-amplitude 
range in which single-slip prevails. Then the cell structure is preserved, and normally the stress-strain response differs 
from that of non-predeformed samples. This agrees with the assumption that cell structures are relatively stable 
dislocation configurations. However, some indications are given in the literature that under certain conditions a 
transformation of cells into single-slip arrangements might be possible (e.g., Ref 211). 

In the case of planar-slip materials, an effect of the cyclic predeformation always applies, which is still not understood 
microstructurally. Usually this effect is more pronounced if the loading amplitude is lowered than if the amplitude is 
increased. 

Sometimes multiple-step tests are applied in order to determine the CSS curve of a material in a sample-saving manner. 
From the discussion so far, it can be deduced that single-step tests are to be preferred for this purpose. If multiple-step 



tests are unavoidable, the tests should at least be carried out with step-wise increasing amplitude, small steps, and ample 
cycling at each step. 

Incremental Step Test. A technique that has been proposed as a time-saving method to determine the CSS curve with 
one sample is the incremental step test (IST) (Ref 212, 213). In each block the amplitude is first increased linearly with 
time up to a maximum amplitude, then decreased to zero (or a minimum amplitude value). This loading sequence (block) 
is applied repeatedly until a stabilized behavior is established. Then the CSS curve is obtained simply by connecting the 
load reversal points in the stress-strain course. From previous discussion, it appears very doubtful that this test procedure 
gives a CSS curve identical to that determined in single-step tests at different amplitudes. As described above, each 
amplitude leads to a characteristic dislocation distribution and arrangement that cannot be expected to exist at each single 
cycle of the IST. 

In fact, it can be shown (Ref 214, 215) that a high number of blocks are required to attain a state of saturation or at least 
approximate saturation. In this state, where no further changes in the mechanical stress-strain response are appreciable, 
the microstructure is stabilized (i.e., it remains not only unchanged from block to block, but, more important, it is also 
independent of the immediately acting amplitude). A comparison of this microstructure with those existing in saturation 
of single-step tests documents that the IST leads to the same dislocation arrangement that is established in a single-step 
test at an amplitude slightly lower than the maximum amplitude used in the IST. In other words, the microstructural effect 
of the IST can be described by an "effective" amplitude, and therefore the CSS behavior on the IST differs from that of 
single-step tests, because it does not take into account the amplitude-dependent dislocation arrangement. However, this 
behavior at constant microstructure is of interest from an engineering point of view, because under service conditions, if 
the loading amplitude changes sufficiently fast and often, a similar behavior may exist. 
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Modeling of the CSS 

In concluding this article, a very brief description of a basic concept used to model the CSS response on a physical basis 
is given. Numerous approaches have been reported, mostly either starting from a description of the individual dislocation 
behavior or based on plain numerical relations without appreciable physical foundation. However, a more reasonable and 
promising starting point for a microstructure-related description is provided by so-called multicomponent models. 

Cyclic deformation (i.e., the macroscopic behavior) is mostly connected with the formation of a heterogeneous 
dislocation distribution (Fig. 13, 14, 16, 17, 19, 20). Independent of the details of the dislocation arrangements (the 
microscopic scale), dislocation-rich and dislocation-poor areas are formed within a few cycles due to bifurcation of the 
dislocation density (e.g., cell wall and cell interior). It is easily understood that different dislocation densities should lead 
to different yield stresses. Therefore, on a mesoscopic scale a local variation of the (microscopic) yield stress is to be 
expected. Consequently, even a single-phase single-crystalline material should be treated like a composite consisting of 
local areas of different stress-strain behavior (Ref 55, 58, 216, 217). Then, the macroscopic behavior is composed of the 
behavior of all elements. The relations that determine how the elements are combined result from the assumptions applied 
to describe the geometric arrangement of the elements. 

In order to illustrate the basic idea and the main features of such a multicomponent model, let us consider the parallel 
arrangement of ideally elastic-plastic elements, which was proposed by G. Masing in 1923 (Ref 218, 219). For the sake of 
simplicity, only two elements should exist, which have a local yield strength of 1f and 2f, respectively, and occupy an 
area fraction of 50% each. Figure 36 shows the stress-strain path of this two-element model during one cycle, starting 
from the deformation-free condition. As a consequence of the parallel arrangement, each element undergoes the same 
strain as the composite. Furthermore, the stress acting on the composite can easily be obtained graphically from the -  
courses of the individual elements, because it is the arithmetic mean due to the identical area fractions of the elements. 



 

FIG. 36 STRESS-STRAIN PATH OF A TWO-ELEMENT COMPOSITE ASSUMING PARALLEL ARRANGEMENT AND 
IDEALLY ELASTIC-PLASTIC BEHAVIOR. SOURCE: REF 220 

Starting from the deformation-free condition in point A, a purely elastic deformation occurs until the "weakest" element 
reaches its yield strength (point B). Further stress increase shows a slope E/2, because element 1 no longer contributes to 
the stress increase. As soon as the yield stress of element 2 is reached (point C), the composite deforms ideally plastically 
(without hardening). A load reversal (point D) leads first to an elastic back-deformation until, at point F, the plastic 
deformation of element 1 begins, and the cycle repeats. 

In spite of the simplicity of this two-component model, some important consequences that arise from the "composite 
idea" can be deduced:  

• IN THE MACROSCOPICALLY STRESS-FREE CONDITION (POINT E), INTERNAL STRESSES 
EXIST. THE WEAKER ELEMENT CONTAINS A COMPRESSIVE STRESS, WHEREAS IN THE 
STRONGER ELEMENT A TENSILE STRESS IS ACTING (E.G., REF 221).  

• AS A CONSEQUENCE OF THE COMPRESSIVE INTERNAL STRESS IN THE WEAKER 
ELEMENT AT = 0, PLASTIC DEFORMATION AFTER A PRIOR LOAD REVERSAL (POINT D) 
BEGINS AT A REDUCED MACROSCOPIC YIELD STRESS (IN ABSOLUTE VALUES, POINT F). 
THIS BEHAVIOR IS COMMONLY TERMED THE BAUSCHINGER EFFECT (FIG. 6B).  

• IF THE MONOTONIC STRESS-STRAIN CURVE IS SPREAD BY A SCALE FACTOR OF 2, THE 
CURVE EQUALS THE BRANCH OF THE HYSTERESIS LOOP (REPRESENTED IN RELATIVE 
COORDINATES). THIS 1:2 RULE WAS INTRODUCED ABOVE AS A TYPICAL FEATURE OF 
CSS BEHAVIOR.  

• THE MEMORY OF A PRIOR LOAD HISTORY IS IMPLICITLY CONTAINED IN THIS MODEL 
(THE INTERESTED READER IS INVITED TO "CONSTRUCT" THE -  PATH AFTER A LOAD 
REVERSAL BETWEEN POINT F AND POINT G). A PRIOR LOAD HISTORY IS STORED IN 
THE FORM OF THE INTERNAL STRESS DISTRIBUTION (MEMORY OF THE MATERIAL).  

Obviously, a two-element model is not suitable for precise reproduction and prediction of the stress-strain behavior. More 
advanced models (e.g., Ref 222, 223, 224, 225, 226, 227, 228) use a statistical mathematical treatment in which an 
infinite number of elements is considered and the distribution of the yield stresses is described by a distribution density 
function. This does not affect the basic consequences of the composite idea as listed above. 



Figure 37 shows the result of such a calculation, with small cycles interrupting a large cycle. The calculation is based 
exclusively on the stress levels of the reversal points and their sequence. The memory of a prior load history is 
"automatically" taken into account. 

 

FIG. 37 CALCULATED STRESS-STRAIN PATH FOR VARIABLE-AMPLITUDE CONDITION SHOWING THE MEMORY 
OF PRIOR LOAD HISTORY. SOURCE: REF 220, 228 

In order to give an impression of the quality of prediction, Fig. 38 compares the calculated stress-strain path with that 
measured on copper in a (half block of an) incremental step test. The only input function for the calculation is the 
distribution density function of the elementary yield stresses, which has been obtained unambiguously from one 
ascending branch of the hysteresis loop measured in a single-step test at the effective amplitude. The excellent agreement 
of measured and calculated data is due to very careful consideration of the microstructural aspects of CSS behavior in 
terms of the application of a multicomponent model and the correct value of the effective amplitude. 



 

FIG. 38 COMPARISON OF CALCULATED AND EXPERIMENTALLY DETERMINED STRESS-STRAIN COURSES OF A 
HALF BLOCK OF AN INCREMENTAL STEP TEST ON COPPER. SOURCE: REF 220, 228 
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Introduction 

THE FATIGUE PROCESS can be roughly divided into four stages: cyclic hardening/softening, crack nucleation, crack 
propagation, and overload (fracture). In flaw-free materials a significant fraction of the total lifetime is spent before the 
first detectable microcracks appear. At low amplitudes the nucleation stage can occupy the majority of the lifetime. At 
high amplitudes nucleation is usually accomplished within a small fraction of the fatigue life. Another fraction of the 
lifetime is needed for propagation of the microstructurally small cracks (cracks small compared to microstructural size 
scales) to reach the size of the physically small cracks (i.e., cracks of the size 0.5-1 mm). Again, this fraction can be 
quite high at low amplitudes. Propagation of physically small cracks and macrocracks can be quantitatively described by 
means of fracture mechanics. On the other hand, there is no generally accepted quantitative description of the nucleation 
process, and there is no widely applicable description of the propagation of microstructurally small cracks. Thus, any 
numerical analysis of these stages in the fatigue process must be preceded by deeper understanding of the physical 
mechanisms. 

Role of Surface Conditions in Fatigue. It is well established that the fatigue process is very sensitive to surface state 
and is influenced by the surface finish and surface treatment. The reason is that fatigue cracks in most cases nucleate from 
free surfaces of cyclically loaded metals. This has been repeatedly demonstrated impressively by the observation that 
when a specimen is fatigued for a substantial fraction of its fatigue life and its surface is then removed by 
electropolishing, the specimen in a subsequent test exhibits a fatigue life as long as that of a virgin specimen (Ref 1). 

Crack nucleation, as well as the whole fatigue process, is controlled by the cyclic plastic deformation. Therefore, it can be 
expected that cracks nucleate at positions where cyclic plastic deformation is higher than average. There are basically two 
reasons why the cyclic plastic deformation is higher just at the surface: concentration of plastic deformation due to higher 
stresses near the surface; and lower degree of constraint of the near-surface volumes of cyclically loaded material. 

In complex engineering components, higher surface stresses result from either notches or bending and twisting, both of 
which lead to stress gradients with the highest stress on the surface. Even in nominally uniformly stressed parts, a small 
degree of eccentricity in the axial load is practically unavoidable, again leading to small bending or twisting moments and 
consequently to higher surface stresses in the surface layer. Besides these macroscopic sources of stress concentration on 
the surface, there are also microscopic stress concentrators, which are effective even under conditions of ideal uniaxial 
loading. The stress level at the surface is sensitive to surface topography, and the surface is never perfectly smooth. For 
example, very fine grinding produces grooves with depths of the order of 0.1 μm, which very locally can increase the 
stress by about 10%. Fortunately, the surface finish often produces a thin plastically deformed surface layer with 
compressive residual stress, which may balance or even overbalance the detrimental effect of microscopic stress 
concentration on the resulting life. 

A further type of microscopic stress concentrator is the surface step produced by dislocations leaving the metal during 
plastic deformation. The cycling itself can produce localized stress concentration at the surface. Second-phase particles, 
such as inclusions and precipitates, have elastic properties different from those of the matrix and generally also serve as 
stress concentrators. Argon (Ref 2) showed very instructively that the effect of second-phase particles at the free surface 
is higher than in the interior. Figure 1, taken from his paper, compares the stress-concentration (Kt) and the stress-
intensity (KI) factors for idealized shapes of particles of zero modulus at the surface and in the interior. The first case is 
that of a spherical particle. For equal biaxial stress, Kt = 2.23 was found for a hemispherical depression in the surface of a 

semi-infinite body (for Poisson constant ν= 1
4

). This is about 7% higher than for the corresponding case of a spherical 

cavity (Kt = 2.09 for ν= 1
4

) (Ref 3). The second example is the sharp, penny-shaped crack in the interior and the sharp 

crack of the same cross-sectional dimensions in plane-strain. The stress-intensity factor for the plane-strain crack is higher 
by a factor / 2π . The third example is the sharp plane-strain crack and the sharp plane-strain half-crack on a surface. 
The stress-intensity factor for the surface crack is higher by 12%. Although the comparison in Fig. 1 does not correspond 
perfectly to the real situation (because it assumes zero modulus and idealized shape), the predictions clearly indicate that 
inclusions at the surface should produce a higher stress concentration than inclusions in the interior. 



 

FIG. 1 COMPARISON OF STRESS-CONCENTRATION (KT) AND STRESS-INTENSITY (KL) FACTORS FOR 
INHOMOGENEITIES OF THE SAME TYPE ON THE SURFACE AND IN THE INTERIOR 

Higher cyclic plastic deformation at or near the surface is higher, also due to the reduced constraint associated with 
deformation within the surface layer. This can be best explained in the case of a polycrystalline metal. In the bulk 
material, each interior grain is under constraints imposed by neighboring grains. Surface grains have a lower number of 
neighboring grains than interior grains and, consequently, the constraint is relaxed. In less constrained surface grains, 
single slip is more easily accommodated than in strongly constrained bulk grains, in which multiple slip may be more 
necessary (Ref 1). Experimentally it has been found by measuring local plasticity in individual surface grains (Ref 4) that 
the local surface strains can exceed the average strain of the specimen by orders of magnitude (Ref 5). 
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Sites of Crack Initiation 

Significant experimental observations performed by either light or electron microscopy have shown that in homogeneous 
materials, microcracks always originate at free surfaces (Ref 6). In macroscopically inhomogeneous materials, such as 
surface hardened steels, cracks often start below the surface where constraint effects induce high triaxial stresses. For the 
same plastic strain amplitude in the surface layer, a much higher stress is required in comparison to the softer matrix. This 
is why the microcracks can originate at the interface between the hard layer and the soft matrix. In engineering 
components, cracks may start from internal defects, where cracks nucleate at internal surfaces or interfaces. 

Direct observations of surfaces have shown that there are three types of nucleation sites:  

• NUCLEATION AT FATIGUE SLIP BANDS IS PERHAPS THE MOST FREQUENT TYPE. ITS 
NATURE IS SLIP CONCENTRATION WITHIN THE GRAINS.  

• NUCLEATION AT GRAIN BOUNDARIES IS TYPICAL FOR HIGH-STRAIN FATIGUE, 
ESPECIALLY AT HIGHER TEMPERATURES.  

• NUCLEATION AT SURFACE INCLUSIONS IS TYPICAL FOR ALLOYS CONTAINING LARGE 
ENOUGH PARTICLES.  

Common to all three types of nucleation is local plastic strain concentration at or near the surface. Nucleation in the 
fatigue slip bands is a basic type of nucleation, not only because this is the most frequent case, but mainly because the 
cyclic slip processes and formation of fatigue slips bands often precede nucleation at grain boundaries (Ref 7, 8) or at 
surface inclusions. From this point of view, nucleation at inclusions can be understood as cyclic slip localization (Ref 9) 
due to the stress-concentrating effect of the inclusion. See the section "Easy-Cross-Slip Metals (Low-Amplitude 
Cycling)" in this article. Nucleation at inclusions can lead either to decohesion of the inclusion-matrix interface or to 
cracking of the inclusion. Both of these microcracks have been observed experimentally (Ref 10). 

There is strong evidence that nucleation at grain boundaries is also conditioned by the cyclic slip processes. Kim and 
Laird (Ref 11) concluded that the nature of cross-slip within grains, and the compatibility of slip at grain boundaries, are 
the most important factors in defining crack sites. Mughrabi et al. (Ref 12) showed that nucleation at grain boundaries 
occurs at sites where persistent slip bands (PSBs) impinge, and they formulated a dislocation model of this kind of crack 
initiation. 

This article emphasizes nucleation at fatigue slip bands. A typical example of the development of fatigue slip bands with 
an increasing number of loading cycles is shown for polycrystalline copper in Fig. 2. The intensity and number of fatigue 
slip bands increase with the number of strain cycles, and the surface exhibits a more marked notch-peak topography. The 
overall appearance of the fatigue slip bands depends mainly on the stress or strain amplitude and on the slip character of 
the material. Wavy-slip materials are typified by lower numbers of intense bands, sometimes irregular and wavy. Under 
similar testing conditions, planar-slip materials exhibit higher numbers of less intense, highly regular bands lying exactly 
along the slip planes. 



 

FIG. 2 EVOLUTION OF FATIGUE SLIP BANDS DURING CYCLING OF COPPER. (A) N = 5 × 103 (B) N = 104 (C) N 
= 105 CYCLES. PUSH-PULL SYMMETRICAL LOADING (R = -1) WITH LOW STRESS AMPLITUDES. NUMBER OF 
CYCLES TO FRACTURE, NF = 1.2 × 106 CYCLES 

The initial appearance of fatigue slip bands typically coincides with the end of the macroscopic hardening/softening. The 
first microcracks are detectable within the bands later during cycling. Figure 3 shows fatigue slip bands with short 
microcracks in copper. In this replica micrograph, the microcracks cast a shadow. The typical length of microcracks at 
first detection is of the order of 0.1 to 1.0 m, depending on the material and the experimental technique. 

 

FIG. 3 REPLICA MICROGRAPH OF THE FIRST MICROCRACKS IN FATIGUE SLIP BANDS ON THE SURFACE OF 
CYCLED COPPER. SAME LOADING AS IN FIG. 2; REPLICA STRIPPED OFF AT N = 105 CYCLES 



A large number of microcracks usually form during the first 20 to 40% of the total fatigue life. With continued cyclic 
loading, some of the nucleated microcracks grow, and practically no new ones are nucleated. This is shown in Fig. 4 
which shows the measured crack density versus number of load cycles for an Al-Cu-Mg alloy (Ref 10). In this case, the 
microcracks emanate from cracked or debonded intermetallic particles, and their shapes are approximately semicircular. 
After the microcracks nucleate, the density undergoes only minor changes. The slight increase in microcrack density by 
the end of the lifetime is due to the formation of new microcracks in the plastic zone of the propagating macrocracks. 

 

FIG. 4 DENSITY OF MICROCRACKS FOR TWO STRESS AMPLITUDES (σA) IN AL-CU MG ALLOY. N, NUMBER OF 
CYCLES; NF, NUMBER OF CYCLES TO FRACTURE. AXIAL LOAD, R = -1 

Crack nucleation usually takes place after saturation of the bulk mechanical properties. In the interior of metals cycled at 
low stress or strain amplitudes, the dislocation processes are reversible at this stage. The intensification of fatigue slip 
bands on the surface and the formation of microcracks show that the dislocation processes in the surface layer are 
irreversible. 
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Relation of Dislocation Structures and Surface Relief 

To understand the process of nucleation, it is necessary to understand the dislocation processes in the surface layer. 
Perhaps the most substantial part of our current understanding of crack nucleation comes from direct electron microscopy 
observations of dislocation structures in surface layer after cyclic loading. There have been numerous experimental 
observations of near-surface dislocation structures in single-phase materials and those behaving like single-phase 
materials. It is now well established that in single crystals, there are no substantial differences between dislocation 
structures in the surface layer and in the interior of a crystal. 

On the other hand, there are clear differences in polycrystals. This point was a matter of controversy in the literature for 
many years. The pioneering work of Hirsch et al. from 1959 (Ref 13) showed virtually no difference between near-
surface structures and the structure typical of the whole volume, in a polycrystalline austenitic steel with low stacking-
fault energy. Segall et al. (Ref 14) in 1961 came to the same conclusion for copper, aluminum, nickel, and gold, which 
have high stacking-fault energies. A few years later, considerable differences between near-surface and interior structures 
were unequivocally proved for low-carbon steel (Ref 15) and copper (Ref 16). More specifically, it was found that PSBs 
in the surface grains exhibit a structure that differs from the structure in the surrounding matrix and interior grains. Near-
surface structures were studied in a variety of polycrystalline materials, but the controversy in the literature continued. 
While the earlier papers (Ref 15, 16) indicated that PSBs are formed only in surface grains, later papers also showed 
PSBs in interior grains (Ref 17, 18, 19). Systematic investigations (Ref 1, 20, 21) proved that this is a difference of 
quantitative nature: PSBs occur much less frequently in interior grains than in surface grains. The reason might lie in the 
fact that the cyclic plastic deformation of surface grains is less constrained than the cyclic plastic deformation of interior 
grains. 

In summary, there is no difference between surface and interior grains as to the types of dislocation structures produced 
during cycling. Besides the difference in the quantity of the PSBs in wavy-slip materials, there is a minor difference 
between surface and interior dislocation structures in both single crystals and polycrystals: the dislocation density in the 
volumes near the surface is somewhat lower than the dislocation density in the interior of the cycled specimens (Ref 22, 
23, 24). The lower dislocation densities near the surface is an effect from the so-called "mirror" or "image" forces at the 
surface, which attract dislocations to the free surface. This certainly contributes to surface relief formation (Ref 24). 

The principal result of all investigations is that the types of near-surface structures depend, exactly in the same way as 
interior structures depend, on two parameters: the difficulty of cross-slip and the stress or strain amplitude. The difficulty 
of cross-slip is governed by the stacking-fault energy and to a lower extent by short range order and the yield strength 
(Ref 25, 26, 27). In a simplified sense, the ease of cross-slip can be identified with the stacking-fault energy, which can be 
expressed (contrary to other parameters affecting the cross-slip) quantitatively. Figure 5 correlates the types of dislocation 
structures observed in FCC alloys with stacking-fault energy, γ, and loading history, expressed here as number of cycles 
to fracture. For example, dislocation cells develop in high stacking-fault energy materials when subjected to high stress 
amplitudes (that is, low number of cycles to failure), while persistent slip bands are observed in the same material at low 
stress amplitudes (high number of cycles to failure). The following detailed description of the near-surface structures is 
given according to the regions in Fig. 5 (Ref 28). 



 

FIG. 5 SUMMARY OF NEAR-SURFACE DISLOCATION STRUCTURES AS A FUNCTION OF AMPLITUDE (EXPRESSED 
HERE THROUGH NUMBER OF CYLES TO FRACTURE, NF) AND STACKING-FAULT ENERGY, γ. THIS SUMMARY 
COVERS MATERIALS THAT WERE WELL ANNEALED BEFORE CYCLING. 

Easy-Cross-Slip Metals (Low-Amplitude Cycling). The dislocation structures and corresponding surface relief 
described below are typical for both fcc metals with high stacking-fault energies, cycled at any strain rate and at almost 
any temperature, and body-centered cubic (bcc) metals, cycled at low strain rates and moderate temperatures (Ref 29, 30). 
Fatigue slip bands, which lie along the intersection lines of the surface with the active slip plane, develop on the surface 
provided the specimen was cycled far enough in saturation. The dislocation structure just beneath the surface intrusions 
and extrusions, and in their nearest vicinity, differs considerably from the dislocation structure in the surrounding area and 
in the interior of the specimen. Examples are presented in Fig. 6, 7, 8, and 9. The crystallographic planes and directions 
are explained in Fig. 10. 

 

FIG. 6 TRANSMISSION ELECTRON MICROGRAPH SHOWING THE DISLOCATION STRUCTURE OF PERSISTENT 
SLIP BANDS IN THE SURFACE GRAIN OF LOW-CARBON STEEL 



 

FIG. 7 REPLICA MICROGRAPH OF PERSISTENT SLIP BANDS CONTAINING MICROCRACKS ON THE SURFACE OF 
LOW-CARBON STEEL 

 

FIG. 8 STRUCTURE OF PERSISTENT BAND IN A SECTION PERPENDICULAR TO THE PRIMARY SLIP PLANE IN 

COPPER SINGLE CRYSTAL. [ 01] IS THE PRIMARY SLIP DIRECTION. 



 

FIG. 9 SURFACE RELIEF AND UNDERLYING DISLOCATION STRUCTURE IN A SECTION PERPENDICULAR TO THE 
SPECIMEN SURFACE AND THE PRIMARY SLIP PLANE IN COPPER SINGLE CRYSTAL. D, ELECTRODEPOSITED 
LAYER; S, SPECIMEN TEM 

 

FIG. 10 NOTATION OF CRYSTALLOGRAPHIC PLANES AND DIRECTIONS 

Figure 6 is an electron micrograph obtained by "method-of-one-side" thin foils from the surface grain of a low-carbon 
steel cycled in push-pull loading at a frequency of 83 Hz (Ref 15). Figure 7 is an electron micrograph taken from the 



surface replica of the same specimen (but not of the same grain). In Fig. 6, there are well-developed bands with a 
dislocation structure (very dense dislocation patches indicated by arrow "A") which is different from the structure of the 
observed surrounding matrix (inexpressive cell structure, arrow "B"). In Fig. 7, a complicated surface relief can be seen. 
There is probably a one-to-one relation between the zones of specific dislocation structures beneath the surface (Fig. 6) 
and the fatigue slip bands on the surface consisting of extrusions and intrusions (Fig. 7). 

Figure 8 (Ref 31) presents dislocation structure as observed a few microns below the (1 2 1) surface of a cycled single 
crystal of copper (see the schematic drawing of the specimen in Fig. 10). As mentioned above, there is no substantial 
difference between near-surface and interior dislocation structures in single crystals. Thus, the same structure can be 
observed in the center of the crystal. Two distinctly different structures can be seen here. The structure of the fatigue slip 
band, lying along the [ 1 01] crystallographic direction, resembles here three irregular ladders, while the surrounding 
matrix structure is one of perpendicularly cut veins. 

Figure 9 is a transmission electron micrograph obtained in the following way: After cycling, the specimen (not the same 
one used for Fig. 8) was electroplated. The foils parallel to the (1 2 1) plane (see Fig. 10) were then prepared from the 
interface of the specimen with the electrodeposited layer. In such foils it is possible to see simultaneously the dislocation 
structure and the corresponding surface relief. Here the broad zone of ladder-like structure lying along the trace of the 
primary slip plane ends on the specimen surface in a strong extrusion. The structure surrounding this zone is the typical 
interior structure (perpendicularly cut veins). 

The differences in dislocation structures within bands and in the surrounding matrix cause the difference in etching 
response. Even before electron microscopy methods were applied to the study of structures in fatigued metals, it was 
established that polishing a few microns from a surface could cover fatigue slip bands, which then can become visible 
again after etching. That is why these fatigue slip bands were termed PSBs, persistent slip bands. 

In the light of current knowledge, the PSB can be defined as a zone that fulfills three conditions: there is a cyclic strain 
localization in this zone; its dislocation structure differs from that in the surrounding matrix; and the zone ends on the 
specimen surface in intrusions and extrusions. The structure shown in Fig. 8 and 9 represents the section (1 2 1) 
perpendicular to the slip plane (111) and containing the slip direction [ 1 01]; that is, the PSB structure is here seen from 
the profile. In the section parallel to the primary slip plane, the structure associated with the PSBs can be described as a 
series of dislocation walls or "hedges" with a [ 1 01] normal, extended tens of microns in the [1 2 1] direction. 

The PSB structure is not always of this type; it is often formed by completely closed cells. Thus there are two types of 
PSBs: ladder-like PSBs consisting of parallel walls perpendicular to the primary slip direction; and cell-like PSBs 
consisting of fully closed cells. The ladder structure is typical for new PSBs, while the cell structure is typical for old 
PSBs (Ref 32, 33). This change in dislocation structure within the PSBs during cycling is responsible for the slow 
secondary hardening after saturation is reached (Ref 33, 34). In other words, the PSBs become hardened by secondary 
dislocations, and thus they continue to deform, but at a reduced local strain amplitude. 

The distance between walls in ladder-like PSBs (the mean distance between the centers of neighboring walls) is highly 
regular. For example, in copper single crystals cycled at room temperature, the distance is 1.4 μm. This ladder spacing 
depends strongly on temperature, both in single crystals (Ref 35, 36, 37) and in polycrystals (Ref 21). The lower the 
temperature, the smaller the ladder spacing. There is an inverse proportionality between the ladder spacing and the 
saturation stress amplitude. 

The highly regular dislocation structures presented in Fig. 8 and 9 are typical for the "well-behaved" materials like 
copper. In more complicated materials the degree of dislocation structure regularity is lower. See, for example, the PSB in 
low-carbon steel presented in Fig. 6. It does not change anything on the above given definition of the PSB. 

Despite some minor discrepancies between experimental results concerning the details of PSB structure, there is 
agreement on the following points (Ref 28, 38, 39):  

• PSBS LIE ALONG THE SLIP PLANE, AND THEIR STRUCTURE IS DIFFERENT FROM THE 
SURROUNDING MATRIX.  

• THERE ARE CERTAIN STRESS AND STRAIN REQUIREMENTS FOR PSB FORMATION. PSBS 
HAVE NEVER BEEN OBSERVED BELOW A THRESHOLD VALUE OF THE PLASTIC STRAIN 
AMPLITUDE. THIS THRESHOLD IS TYPICALLY OF THE ORDER OF 10-5. FOR SOME 



MATERIALS IT IS SLIGHTLY HIGHER, BUT IT DOES NOT EXCEED 2 × 10-4. THE 
CORRESPONDING THRESHOLD VALUES OF THE STRESS AMPLITUDE DEPEND VERY 
STRONGLY ON THE MATERIAL, IN CONTRAST TO THE PLASTIC STRAIN AMPLITUDE. 
THESE TWO VALUES (THRESHOLDS OF THE STRESS AND STRAIN) ARE CONNECTED 
DIRECTLY THROUGH THE CYCLIC STRESS-STRAIN CURVE.  

• IN POLYCRYSTALLINE MATERIALS, PSBS ARE CONFINED MAINLY TO THE SURFACE 
GRAINS. IN SINGLE CRYSTALS, THEIR VOLUME FRACTION INCREASES WITH BOTH THE 
NUMBER OF CYCLES AND THE LOADING AMPLITUDE. AFTER A SUFFICIENTLY HIGH 
NUMBER OF LOADING CYCLES, THE ENTIRE CRYSTAL IS FILLED WITH PSBS.  

• THE PLASTIC STRAIN AMPLITUDE IN PSBS IS HIGHER THAN IN THE MATRIX. FOR 
EXAMPLE, FROM THE CYCLIC STRESS-STRAIN CURVE FOR COPPER SINGLE CRYSTAL 
(REF 29), IT CAN BE DEDUCED THAT THE SHEAR PLASTIC STRAIN AMPLITUDE IN THE 
PSBS IS ABOUT 7.5 × 10-3 (END OF THE PLATEAU), WHILE ITS MATRIX VALUE IS ONLY 
ABOUT 6 × 10-5 (BEGINNING OF THE PLATEAU). THUS, THE LOCAL PLASTIC STRAIN 
AMPLITUDE IN THE PSBS IS HIGHER BY A FACTOR OF ABOUT 100 THAN THE PLASTIC 
STRAIN AMPLITUDE IN THE SURROUNDING MATRIX.  

In the region of easy-cross-slip metals cycled at low amplitudes, the surface relief is two-stage: (1) a fine slip, with traces 
observed on the surface between the PSBs (Ref 16, 40, 41); and (2) a coarse slip, that is, PSBs with strong extrusions and 
intrusions. Fine slip lines are formed during fatigue hardening, and coarse slip markings (i.e., PSBs) appear on the surface 
at saturation. The PSBs cannot be detected metallographically on the specimen surface right from the onset of cycling, but 
rather only at the end of hardening/softening process when the interior structure is already formed. Therefore, PSBs are 
probably formed by transferring the matrix structure into the PSB structure. This process certainly requires cross-slip, and 
that is probably why no PSBs are formed in very difficult-cross-slip materials. 

Some experimental findings show that the interior dislocation structure is on the boundary of stability. Basinski et al. (Ref 
41) observed that during the early stages of fatigue of copper single crystals cycled with constant plastic strain amplitude, 
a very slight increase in strain amplitude resulted in quick formation of intensive slip markings on the surface. Neumann 
(Ref 42) cycled single crystals with linearly increasing stress amplitude. The plastic strain amplitude showed very strong 
maxima during testing; these peaks have been called strain bursts since that time. Holzwarth and Essmann (Ref 43) used 
transmission electron microscopy to prove the transformation of matrix structure into PSB structure on copper single 
crystals. All these results have shown that matrix structure is not stable with respect to slight variations of stress or strain 
amplitude. 

The formation of PSBs can be approximated as follows: During the early stages of cycling, the interior structure is 
formed, and simultaneously fine slip lines appear on the specimen surface because dislocations are escaping to the free 
surface. Near the surface, the stress conditions are a little different from those at greater depths, because of the factors 
discussed above. Therefore, at or near the surface, the stress in localized places can exceed average. Because of the 
instability of the interior structure, described above, the dislocation structure in such places must respond to the increased 
stress. In easy-cross-slip materials, this response can be very quick (in a few loading cycles), and it results in the 
formation of a new type of structure, the PSB structure. The cyclic plastic strain within these PSBs leads to formation of 
surface intrusions and extrusions, which in turn give rise to stress concentration and thus enhance the process of PSBs 
broadening and growing to greater depths. A model for this cyclic plastic strain, based on the idea of low-energy 
dislocation configurations, has been proposed by Kuhlmann-Wilsdorf and Laird (Ref 44). 

Prenucleation Stage Prior to Microcrack Nucleation. To give a concise picture of the prenucleation stage, the 
outline of the kinetics of PSB formation must be complemented by a more detailed explanation of the processes that lead 
to the formation of the surface relief. Several models have been proposed to explain the formation of surface extrusions 
and intrusions due to the processes within the PSBs. These models are based on the slip processes, on the formation and 
migration of point defects, or on a combination of both. 

It seems plausible to correlate the formation of surface intrusions and extrusions with the processes within the whole PSB, 
not with processes taking place near the surface only (as some earlier models proposed). A qualitative model accounting 
for these phenomena in terms of slip processes was best formulated by Finney and Laird (Ref 45). In the interior of the 
specimen, primary-edge dislocation segments bow out from the walls comprising the PSB structure until they become 
incorporated in the opposite wall. As this is taking place, the stress imbalance causes a segment in the opposite wall to 



become active, producing a cascading effect that channels numerous dislocations down the PSB. Upon reverse loading, 
the same or similar segments travel in the opposite direction, and by this means reversibility occurs. However, the 
segments that emerge at the surface are not completely reversible. Thus, the formation of surface intrusions and 
extrusions is due to dislocation motion within the whole PSB. 

The model by Essmann et al. (Ref 46) is based on the role of vacancies and their agglomerates, produced by 
nonconservative jog dragging and opposite-edge dislocation annihilation. These vacancies lead to the deposition of edge 
dislocations at the PSB-matrix interfaces, as shown in Fig. 11(a). These interface dislocations correspond to a multipolar 
array built up of interstitial-type dipoles. The number of atoms contained in the extra atomic planes is equivalent to the 
number of vacancies that prevail in the PSBs. Under the action of the applied stress, interface dislocations glide out of the 
crystal at A and A' during the tensile phases of cycling and at B and B' during the compressive phases, respectively. This 
process leads to the formation of extrusions on both sides of the PSBs, as shown in Fig. 11(b). This extrusion does not 
remain smooth; the random irreversible slip leads to the development of surface roughness. 

 

FIG. 11 MODEL BY ESSMANN ET AL. (REF 46) FOR FORMATION OF EXTRUSIONS. (A) ARRANGEMENT OF 
INTERFACE DISLOCATIONS CORRESPONDING TO AN INTERSTITIAL-TYPE DISLOCATION-DIPOLE LAYER. (B) 
EXTRUSIONS FORMED BY EMERGENCE OF INTERFACE DISLOCATIONS. B, BURGERS VECTOR; M, MATRIX; PSB, 
PERSISTENT SLIP BAND 

A model by Polák (Ref 47) specifies the flux of vacancies in the PSBs (Fig. 12). Vacancies are formed both in the walls 
and in the channel areas between the walls in the PSBs. The densities of dislocations in the walls and in the channels 
differ considerably. Because edge dislocations serve as sinks for vacancies, the excess vacancy concentration also differs. 
The excess vacancy concentration and vacancy fluxes are shown in Fig. 12. The flux of vacancies in one direction is 
equivalent to the flow of atoms in the opposite direction. This results in the accumulation of mass in two directions 
perpendicular to the direction of flow. Thus, the material is extruded from the crystal along the channels and is intruded 
into the crystal along the walls. 



 

FIG. 12 MODEL BY POLÁK (REF 47) FOR SURFACE RELIEF FORMATION. A SINGLE PERSISTENT SLIP BAND IS 
SHOWN WITH VACANCY CONCENTRATIONS IN THE X- AND Y-DIRECTIONS (VACANCY FLUXES ARE DENOTED 
BY ARROWS). B, BURGERS VECTOR; CV, VACANCY CONCENTRATION; M, MATRIX; PSB, PERSISTENT SLIP 
BAND 

The models of surface relief formation based on vacancies imply temperature dependence of PSB profile geometry on the 
mobility of vacancies. Basinski and Basinski (Ref 48, 49) observed formation of expressive surface relief over the PSBs 
also at temperatures where vacancies are immobile. The existence of immobile vacancies limits the applicability of 
vacancy-based models to the temperature range where vacancies can migrate. In summary, the formation of the surface 
relief connected with the PSBs results both from the slip processes and from the production and migration of point 
defects. 

The coarse slip markings on the surface are not always related to the zones of specific dislocation structure that differ 
from the structure of the surrounding matrix. For example, Bretschneider et al. (Ref 50) found no characteristic 
arrangements of dislocations that could be correlated with the extrusions on the surface of nickel single crystals cycled at 
low amplitudes at 77 K. Thus, zones with specific dislocation structures are not prerequisites for the formation of surface 
coarse slip bands and for subsequent microcrack nucleation. 

Easy-Cross-Slip Metals (High-Amplitude Cycling). High-amplitude cycling of easy-cross-slip materials has been 
found to form the cell structure both in the interior and the surface layer of specimens (Ref 28). No clear differences have 
been found between interior and near-surface cell structures. On the other hand, the finer parameters of the cell structure 
in the surface layer, such as disorientation and the Burgers vectors of dislocations in the walls, have never been measured. 
Therefore, differences between interior and near-surface cell structure in these finer parameters is a remaining question. 



Figure 13 (Ref 28) shows the surface relief and the underlying dislocation structure in a copper single crystal cycled by a 
high strain amplitude. The foil parallel to the (1 2 1) plane (see Fig. 10) was prepared by the method of "electroplated 
samples" described above (see text to Fig. 9). Very marked surface relief can be seen; the surface extrusions and 
intrusions can be described as valleys and hills that lie predominantly along the intersection lines of the slip plane with the 
surface of the specimen. As in the previous case, formation of the notch-peak topography must be related to the collective 
motion of dislocations within the whole layer of cells lying along the slip plane. Again, the basic mechanism probably lies 
in bowing-out dislocation segments from cell walls that reach the nearest wall and cause an avalanche along the whole 
layer of cells. On reverse load, the process is repeated in the opposite direction, but the surface steps produced by 
dislocations emerging at the surface are not completely reversible, again because of cross slip. Contrary to the low-
amplitude case, the interaction of slip activity of different systems must be taken into account in future detailed 
explanations. 

 

FIG. 13 SURFACE RELIEF MICROCRACKS AND DISLOCATION STRUCTURE IN SURFACE LAYER. SECTION 
PERPENDICULAR TO THE SPECIMEN SURFACE AND THE PRIMARY SLIP PLANE IN COPPER SINGLE CRYSTAL. D, 
ELECTRODEPOSITED LAYER; S, SPECIMEN; M, MICROCRACKS 

Figure 13 also shows the first microcracks (denoted M) that start from sharp surface intrusions. In both high-amplitude 
and low-amplitude cases, the first microcracks are connected with sharp intrusions. The microcracks shown in Fig. 13 
follow the trace of the primary slip plane, which proves that they lie along the primary slip plane. 

Difficult-Cross-Slip Metals. In the case of materials with very low stacking-fault energies, interior and near-surface 
structures were similar and described as planar arrays of dislocations. However, near-surface structure differs from 
interior structure in a minor way: the dislocation density is lower by a factor of 2 to 3 (Ref 22). 

An example of the planar array of dislocations is shown in Fig. 14 (Ref 52). The foil was taken from the interior of a Cu-
22Zn single crystal cycled at a low strain amplitude; the notation of the crystallographic planes and directions is shown in 
Fig. 10. The dislocations on the active primary slip planes (111) appear as thin bands in this (1 2 1) section. The 
dislocation density within some of these bands obviously exceeds the dislocation density in the others. Cycling at higher 
amplitudes results in a higher number of these dense bands (Ref 22). The same type of dislocation structure was found in 
polycrystalline planar slip alloys after cycling (Ref 53, 54, 55, 56). Laird et al. (Ref 23, 57, 58, 59, 60) call the slabs of 
activated primary slip planes (the dense bands in Fig. 14) "persistent Lüder's bands" (PLBs). These bands are assumed to 
represent zones of localized cyclic slip. Contrary to the PSBs in wavy-slip metals, PLBs are not permanent and do not 
represent zones of dislocation structure that are distinctly different from surrounding matrix. PLBs are not stable; the 
localized strain moves around the gage length, and the active life of the slip band is short. 



 

FIG. 14 DISLOCATION STRUCTURE IN CU-22WT%ZN SINGLE CRYSTALS 

One example of the near-surface planar-slip structure is shown in Fig. 15, a TEM section of a Cu-31Zn single crystal (Ref 
28). The sample was electroplated after cycling, and the foil was prepared in such a way that it contains the interface 
between the specimen and the (hkl) surface (see Fig. 10). The roughness profile on the specimen surface can be seen 
simultaneously with the underlying dislocation structure. The relation between the hill-and-valley surface topography and 
the slabs of the planar arrays of dislocations is obvious. 

 

FIG. 15 SURFACE RELIEF AND UNDERLYING DISLOCATION STRUCTURE IN A SECTION PERPENDICULAR TO 
THE SPECIMEN SURFACE AND THE PRIMARY SLIP PLANE IN α-BRASS SINGLE CRYSTAL (CU-31WT%ZN). D, 
ELECTRODEPOSITED LAYER; S, SPECIMEN 

The surface morphology in planar-slip alloys is different from that in wavy-slip metals. The surface slip relief in wavy-
slip metals is related to the slip activity of PSBs. In many cases a one-to-one correspondence between a ladder-like PSB 
and a coarse slip band on the surface can be proved (see Fig. 9). In planar-slip crystals, a more or less regular hill-and-
valley surface morphology is often found after a sufficiently high number of loading cycles. This, together with the fact 
that PLBs do not represent zones of distinctly different dislocation structures, leads to the conclusion that surface relief 
forms because homogeneous cyclic slip takes place simultaneously and with the same intensity over the whole gage 
length. 

A quantitative approach to the homogeneous type of surface roughness formation, based on computer simulation of 
random slip and on slip irreversibility at the surface (Ref 12), led to reasonable agreement with the experimentally 
observed surface roughness profile of the type shown in Fig. 15. 



Careful experiments performed by Hong and Laird (Ref 23, 59, 61) on Cu-16at.%Al crystals offer a different 
interpretation of the kinetics of surface morphology formation. Hong and Laird found that the fraction of the gage length 
occupied by slip bands (in the sense of surface markings) increases with an increasing number of cycles, so that surface 
relief is not formed simultaneously over the whole gage length. Most important is that the active slip bands repeatedly 
move around the gage length (i.e., the slip bands can cease their activity and be reactivated again). In fact, the final result 
of this process is also a regular and rather homogeneous hill-and-valley surface morphology. The cracks are observed 
after the whole gage length becomes completely filled with slip bands (Ref 60). This confirms again that the prerequisites 
for microcrack nucleation are a sufficient notch-peak topography, hardening at nucleation sites, and local concentration of 
cyclic plastic deformation. The way that these necessary conditions are achieved seems to be of less importance. 
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Damage in Nucleation Stage 

Microcrack nucleation is always preceded by cyclic slip localization. The magnitude of the local cyclic plastic strain 
amplitude is a key parameter governing crack nucleation. The fatigue damage in the prenucleation stage is related to the 
local cyclic plastic strain, but this fact is of almost no practical use, because the local cyclic plastic strain amplitude at the 
nucleation sites cannot be measured. Microcracks start from the surface intrusions (i.e., from surface micronotches 
formed by cyclic plastic deformation). The other, related possibility in polycrystals is grain-boundary nucleation due to 
the interaction of PSBs with the grain boundaries, which also leads to the formation of surface micronotches. Crack 
nucleation on the PSBs and in the grain boundaries often occurs concurrently. The relative density of these two nucleation 
sites depends on the amplitude and the environment (Ref 67). 

As mentioned above, a number of experiments have shown that removal of the surface layer prior to nucleation 
considerably increases fatigue life. Electropolishing removes the surface roughness produced by cyclic plastic 
deformation, but it does not change the dislocation structure. Experiments of this type have led to the conclusion that the 
surface layer as a whole, and the surface stress raisers especially, are the principal sources of fatigue damage. More 



specifically, the damage can be related primarily to the sharpness and density of the surface notches and, to a lesser 
extent, to the state of the dislocation structure surrounding them. 

The term fatigue damage can be defined precisely during the stage of stable crack propagation (i.e., stage II). At this 
stage, fatigue damage is proportional to crack length. To define fatigue damage during nucleation (stage I), it would be 
necessary to find a quantitative characteristic of the acuity of the surface relief. Generally, the expressiveness of the 
surface relief (i.e., the height of extrusions and the depth of intrusions) increases with the number of cycles (Ref 69, 70) 
and with increasing local plastic strain amplitude in the nucleation sites. It seems plausible that this local plastic strain 
amplitude increases with increasing overall plastic strain amplitude, and thus that fatigue damage in the prenucleation 
stage is an increasing function of the plastic strain amplitude and the number of cycles. Irrespective of the mechanism of 
microcrack initiation, the first microcracks in flaw-free materials nucleate simultaneously in many places on the surface. 
Thus, the initiation process should be understood as a formation of the whole system of microcracks, not as an isolated 
event concerning just one nucleation site. The interaction of the particular microcrack with the surrounding system of 
other microcracks cannot be generally neglected. 

For all materials, the population and size distribution of microcracks are strong functions of the stress or strain amplitude 
and the number of cycles (Ref 10, 62, 63, 64). Moreover, these quantities depend strongly on the type of material. We 
shall discuss here two examples: an Al-Cu-Mg alloy exhibiting a relatively low microcrack density (Fig. 4); and α-iron 
exhibiting a high density of microcracks (Fig. 16). The degree of mutual interaction among the microcracks varies 
accordingly. 

 

FIG. 16 MICROCRACK DENSITY IN DEPENDENCE ON RELATIVE NUMBER OF CYCLES IN α-IRON FOR TWO 
STRAIN AMPLITUDES. εA, STRAIN AMPLITUDE; N, NUMBER OF CYCLES; NF, NUMBER OF CYCLES TO FRACTURE 

Figure 4 shows the dependence of microcrack density on the relative number of cycles in an Al-Cu-Mg alloy for two 
stress amplitudes (Ref 10), both greater than the endurance limit. A high number of microcracks are formed during the 
first 20 to 30% of total fatigue life. With continued cycling, some of the nucleated microcracks grow, and practically no 
new ones are nucleated. In addition, the microcracks do not coalesce and the microcrack density does not decrease. Thus 
the mutual interaction is weak. The microcracks emanate from cracked or debonded intermetallic particles, and their 
shape is roughly semicircular. After the whole family of microcracks nucleated, their density undergoes only minor 
change. The same holds for the size of these microcracks. The mean depth of the microcracks is about 6 μm for the lower 
amplitude and about 9 m for the higher amplitude. This implies that only a few microcracks can grow after they have 
reached a critical size, which is obviously strongly stress dependent. 



Figure 16 shows the effect of strain amplitude and number of cycles on the density of microcracks for α-iron (Ref 63). 
There are two clear differences from Al-Cu-Mg alloy: the density of microcracks in α-iron is considerably higher (for 
comparable fatigue lives); and the density increases with the number of cycles, reaches a maximum, and then decreases. 
The average crack length on the surface corresponding to the maxima is about 20 μm for the lower amplitude and about 
80 m for the higher amplitude. The curves prior to N/Nf = 0.5 represent a continuing nucleation of new microcracks. At 
the beginning portion of fatigue life (at low values of cycles, N), microcracks nucleate and grow independently. With 
increased N, additional microcracks nucleate and existing cracks grow. With crack growth eventually there are 
interactions between microcracks, the local stress is relieved, and microcrack nucleation ceases. For N/Nf >0.5, crack 
growth and coalescence dominate and the total number of cracks decrease. The subsequent coalescence of the 
microcracks is the reason for the decrease in microcrack density. 

The strain redistribution due to microcrack growth was considered by Ma and Laird (Ref 65) to determine the behavior of 
the whole system of nucleated microcracks. The strain redistribution leads to the result that shallower cracks stop 
growing, while a few deeper ones grow faster and become the fatal cracks. This suggests that once the microcrack mean 
spacing reaches a certain critical value, the fatigue life preceding macrocrack propagation must be close to exhaustion. 

Figures 4 and 16 concern the population of freshly nucleated microcracks at stress or strain levels above the fatigue limit. 
There is now enough experimental evidence to show that microcracks are nucleated and propagated up to the critical size, 
even at stress or strain levels at or slightly below the fatigue limit. At stress levels at or below the fatigue limit, 
propagation of nucleated microcracks stops. This is in contrast to stress levels above the fatigue limit, where some 
microcracks continue to propagate. Thus, the fatigue limit can be understood as the stress (or strain) level that represents 
the threshold for propagation of critical microcracks. At the fatigue limit, the largest microcrack of the whole population 
is more important than the mean value of the overall population of microcrack sizes. 

The extent of damage due to an array of microcracks depends primarily on the mean spacing between the microcracks. 
For large mean spacing (i.e., mutual interaction of microcracks is insignificant), the damage can be best defined as the 
crack length of the dominant crack. This interpretation can probably be applied to all materials subjected to cycling at 
levels near the fatigue limit. For higher stress or strain levels, this definition can be used only for materials with low 
microcrack density, such as Al-Cu-Mg (see Fig. 4). Otherwise, in high stress or strain amplitude cycling, the microcrack 
density should be used as the basis for the definition of damage. For example, Hua and Socie (Ref 66) defined the damage 
as weighted crack density, taking into account the fact that cracks forming late in the life should not be as damaging as 
cracks that form earlier. 
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Mechanisms of Microcrack Nucleation 



A large number of models have been proposed for nucleation of microcracks. In light of the experimental results 
considered above, it is clear that the proposed mechanisms may operate only in nucleation sites (i.e., at the root of 
intrusions in fatigue slip bands, in the vicinity of an inclusion, or near grain boundaries). 

In order to model crack nucleation, the difference between sharp intrusions and the microcracks must be defined. For 
example, on the basis of experimental data obtained mainly on copper single crystals, Neumann states (Ref 68) that 
"intrusion formation and crack nucleation are two different processes." Basinski and Basinski conclude (Ref 69), also on 
the basis of experimental observation of cycled copper single crystals, that intrusions continue to grow with an increasing 
number of cycles, so that near to failure there is a large population of cracks. The different observations with respect to 
the transition between intrusions and microcracks leads to different models. Some of the models consider the process of 
crack nucleation to be indistinguishable from the process of intrusion formation. Other models distinguish intrusions from 
microcracks, and they require qualitatively different processes for intrusion formation and microcrack formation. None of 
the proposed models can be experimentally verified to the full extent, so all are more or less hypothetical. 

The proposed mechanisms of microcrack nucleation can be roughly divided into five groups, described below. The basis 
for the division here is the mechanism of the critical event leading to a loss of cohesion, i.e. to the microcrack formation. 
All of the models have merits and have been justified by experimental findings. None of them has been worked out 
quantitatively, which would make it possible to express the influence of both external and internal parameters on the rate 
of nucleation. 

Models That Do Not Distinguish between Intrusions and Microcracks. In some models, microcrack formation is 
identical with continuous growth of intrusions. Growth may occur by repeated slip on one or more slip systems. The basic 
idea for the one-slip system is the relative motion of parallel "cards" (Fig. 17). Wood (Ref 71) assumes that intrusions act 
as a stress raiser and promote further slip just in the "notch root." May (Ref 72) showed theoretically on the basis of 
statistical formalism that with continued cycling, progressively deeper intrusions would result from random slip. Lin et al. 
(Ref 73, 74) calculated the relative motion of two non-neighboring "cards" or slices. They showed that the local plastic 
shear strain in both slices (one positive and the other negative) can reach very high values within a relatively short 
number of cycles. These large plastic strains cause the continuous "squeezing out" or "sucking in" of the layer between 
the slices. In other words, in the second case we get a continuously deepening intrusion. 

 

FIG. 17 MODEL OF CARD SLIP IN FATIGUE SLIP BAND 

The model by Lynch (Ref 75), also using the idea of soft layers being extruded or intruded during cycling, yields a similar 
result: the fatigue cracks initiate and grow by a mechanism of intrusion that occurs when soft layers are "sucked in." A 
modern version of the models based on intrusions is represented by computer simulations of random irreversible slip. The 
model by Rosenbloom and Laird (Ref 76) operates by determining the number of active slip planes during each half 
cycle, randomly choosing the corresponding number of slip planes, and then randomly distributing the slip among those 
slip planes after ensuring that each chosen slip plane has received at least one increment of slip. Crack nucleation, defined 
as an intrusion of 4 mm depth, occurred in good agreement with the observed number of cycles. 



Neumann (Ref 42) proposed a model for the formation of cracks by coarse slip on alternating parallel slip planes (Fig. 
18). In this model the crack develops from coarse slip steps. In tension (Fig. 18a), slip plane 1 is activated; excess 
dislocations of one sign remain on this slip plane. The slip step that is produced acts as a stress raiser, which also helps to 
activate slip plane 2 under the same tensile load. This leads to the configuration shown in Fig. 18(b) and to excess 
dislocations of one sign on plane 2. During the next compression, excess dislocations on slip planes 1 and 2 run back, 
leading to the configuration shown in Fig. 18(c). It is assumed that at A in Fig. 18(c) the surfaces are not "rewelded" but 
rather only touch macroscopically. Thus, A in Fig. 18(c) already represents a crack nucleus. Repetition of this process 
takes place on further glide planes of the same slip systems, leading to continuous increase of microcrack length. Note 
that in this model, the crack nucleation is on an average plane which is perpendicular to the maximum tensile stress as 
opposed to parallel to the shear plane as in the case of intrusion formation. 

 

FIG. 18 NEUMANN'S MODEL OF CRACK NUCLEATION. IN PART (C), A REPRESENTS A CRACK NUCLEUS. 
SOURCE: REF 42 

Harvey et al. (Ref 77) proposed a model based on slip band spacing, slip height displacement, and cumulative plastic 
strain. The quantitative treatment is based on two assumptions: that surface displacements are crack-like and that crack-tip 
displacement controls nucleation. The number of cycles to crack initiation is the number of cycles necessary to reach a 



certain critical displacement. The model predicts that the number of cycles to nucleate a crack increases with a decrease in 
grain size, an observation which is consistent with experimental results (see, e.g., Ref 78). 

Crack Nucleation based on Critical Conditions for Local Brittle Fracture. The concept of local brittle fracture 
distinguishes clearly between intrusions and cracks. A trivial example is the cracking of a brittle second-phase particle at 
the site of a stress concentration due to fatigue notch-peak topography. 

There is quite a high probability that the critical conditions for local brittle fracture can be reached also in very ductile 
materials like copper. Figure 13 shows microcracks starting from the surface intrusions. The appearance of the 
microcracks distinguishes them clearly from intrusions. Thus the mechanism of continuous growth of intrusions does not 
come into question. Much more acceptable is the explanation that the stress concentration and the stress triaxiality due to 
the intrusions reach their critical values at or ahead of the tips of the intrusions. The dislocations cannot anymore relax the 
local stress concentration and the microcracks are formed by local brittle fracture. The role of dislocations in this type of 
microcrack formation is thus only indirect, through the building up of the surface relief and the hardening of the crystal 
around the intrusions. 

Condensation of Vacancies (Ref 82). Cyclic deformation produces a higher number of vacancies than monotonic 
loading. This may be due mainly to the to-and-fro motion of dislocations with jogs. As PSBs exhibit higher plastic strain 
amplitude, it is probable that the vacancies generated could condense to form voids, thus nucleating a crack. This model 
implicitly requires diffusion of vacancies, which is strongly temperature dependent. There are papers which show that the 
fatigue processes (crack nucleation and propagation) take place even at cryogenic temperatures (Ref 35), that is, 
temperatures where practically no diffusion is possible. This limits the applicability of the vacancy model to high 
temperatures, where creep phenomena and diffusion play critical roles. 

Loss of Coherency across a Slip Plane due to Accumulation of Defects. The basic idea of loss-of-coherency 
models is the formation of dislocation configurations in critical sites, which leads to local increases in stress or energy 
sufficient to destroy crystal coherency in small regions (of the order of nanometers and less). 

Fujita (Ref 79) showed theoretically that a dislocation dipole with a small separation of the two components of the dipole 
may lead to crack nucleation via annihilation. His model is shown in Fig. 19. On two parallel slip planes, the pileup 
configurations of opposite signs are formed during cycling, where h is the separation of the planes. The calculation shows 
that as a function of h, one of two events can happen: for h > 1 nm, the two sets of pileups pass each other; or for h < 1 
nm, the leading dislocations annihilate, even though they do not lie in the same slip plane. By this process a small area 
with destroyed coherency is formed. If not only the leading dislocations annihilate, but also n dislocations from each 
pileup (Fig. 19b), then coherency is lost in a region of length nb (where b is the Burgers vector) and height h, and a 
microcrack is formed. This mechanism can operate when each pileup consists of at least a few tens of dislocations. 

 

FIG. 19 FUJITA'S MODEL OF CRACK NUCLEATION. SEE TEXT FOR DEFINITIONS OF SYMBOLS. SOURCE: REF 
79 



The model of Oding (Ref 80) is based on the assumption that the multipole dislocation configuration of the type shown in 
Fig. 20 is built up during cycling. The distances among the particular dislocations continuously decrease with increasing 
number of cycles. The elastic energy, having its peak values at points b1 to b4, increases with decreasing distances among 
the dislocations. After these distances reach the values shown in Fig. 20, the peak values of the elastic energy are 
comparable with the latent melting heat. This is considered by Oding to be equivalent to the destruction of the coherency 
at the critical points. The area with lost coherency is, in turn, identical with the microcrack. The formation of the 
dislocation configuration in Fig. 20 again requires high local stress concentration. One of its sources, also in the model of 
Fujita, is a set of pileup dislocations, but a sharp surface micronotch could, in principle, also produce the required stress. 

 

FIG. 20 ODING'S MODEL OF CRACK NUCLEATION. B, BURGERS VECTOR. SOURCE REF 80 

Dislocation configurations of the type shown in Fig. 19 have never been observed in cycled metals, and therefore the 
mechanism by Fujita in its original formulation is not applicable. However, its more sophisticated modifications by Mura 
(Ref 81) seems quite realistic. Mura considers two adjacent planes where positive and negative dislocations are 
accumulated. The dislocation dipoles are increased by each cycle of loading. Thus, the elastic strain energy increases with 
the number of cycles. Mura has shown that there exists a critical number of cycles beyond which the dislocation dipole 
accumulation becomes energetically unstable. The dislocation dipoles are annihilated to form a microvoid (crack). 

Nucleation of Cracks in Grain Boundaries. Basically, two kinds of models for nucleation in grain boundaries have 
been proposed, one based on plastic instability (Ref 83) and one that takes into account the interaction of slip within the 
grain with the grain boundary (Ref 11, 12). 

The first kind of model assumes a very high degree of homogenous cyclic plastic strain across the whole surface layer of 
surface grains. Because the boundary hinders plastic deformation (the displacement perpendicular to the surface is 
negligible at the boundary), the plastic instability can occur on a microscale in such a way that the depth of a crease at a 



grain boundary deepens with an increasing number of cycles, until the strain concentration of the crease becomes so large 
that it constitutes a microcrack. 

From models based on slip band interaction with grain boundaries, the model by Mughrabi et al. (Ref 12) is worked out in 
a semiquantitative way. This model represents an extension of the model by Essmann et al. (Fig. 11) (Ref 46), proposed 
for the growth of surface extrusions above PSBs in single crystals. In polycrystals, the interaction between the PSB and 
the grain boundary leads to a stress concentration that can ultimately cause a decohesion along the grain boundary. 

In fcc metals, twin boundaries have often been found to be nucleation sites (Ref 84, 85). Twin boundaries can promote 
microcrack nucleation in two ways: PSBs form preferentially in highly stressed region near the twin boundary; and in the 
stress concentrations, twinning dislocations move along the boundary, which is effectively equivalent to a motion of the 
twin boundary. The region over which the boundary moves undergoes a high cyclic strain that promotes nucleation. 
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End of the Nucleation Stage 

Several interpretations have been used to define the end of the nucleation stage, all of which are based on a characteristic 
crack size and spacing. Each interpretation of them has its experimental justification. From the section "Damage in the 
Nucleation Stage" in this article, it does not seem plausible to relate the end of nucleation with the appearance of the first 
detectable microcracks. The transition from nucleation to propagation is rather the transition from the system of 
microcracks governed by cyclic plastic strain to crack propagation governed by fracture mechanics. 

In cases in which there is substantial interaction among microcracks, the idea of a critical degree of strain relaxation, 
discussed above (Ref 65), is a good basis for the definition of the end of the nucleation process. When a critical degree of 
mean microcrack spacing is reached by crack multiplication, strain relaxation effectively hinders nucleation of new 
microcracks, and the strain redistribution accelerates stage II crack growth. Nevertheless, it is difficult to formulate this 
definition quantitatively. 

Va ek and Polák (Ref 63) adopted a similar point of view. They assumed every nucleated microcrack leads to strain 
relaxation in its vicinity. The total area of the surface, at which the strain is relaxed below the value needed for nucleation, 
increases with an increasing number and size of microcracks. When the number and size of microcracks reach critical 
values, no new nucleation is possible, and further material degradation is caused by growth of the largest cracks. Va ek 
and Polák identify the number of cycles that correspond to the maximum of microcrack density in Fig. 16 with the 
transition from the nucleation stage to the crack propagation stage. The corresponding representative microcrack length 
strongly depends on strain amplitude, being considerably lower for the low amplitude (20 μm) than for the high amplitude 
(80 μm). The fraction of cycles spent in the nucleation stage is independent of the strain amplitude, namely about 50% of 
the total life. This contradicts the generally accepted view that the nucleation process at high amplitudes is completed 
within a negligible fraction of total life. Thus the assumption that the end of nucleation is given by the position of the 
maximum in Fig. 16 is obviously not correct. It is probably another characteristic of the family of nucleated microcracks, 
which characterizes the end of nucleation stage. 

A long period of cycling at stress equal to or slightly lower than the fatigue limit produces nonpropagating microcracks 
with a size comparable to the grain size (Ref 86, 87). It follows that the fatigue limit is the threshold for small cracks that 
nucleated (at the same stress level), grew to a critical size, and then ceased to grow (Ref 88). The existence of such a 
critical crack size implies another possible definition for the end of the nucleation stage: as the number of loading cycles 
needed to produce a crack of a critical size. 

The short crack threshold can be conveniently described by means of the Kitagawa-Takahashi plot (Ref 89), which relates 
the short threshold stress amplitude with crack size (Fig. 21). The Kitagawa-Takahashi plot introduces a "demarcation 
line" below, which the cracks cannot propagate. This threshold presentation in terms of the threshold stress amplitude 
automatically involves the fact that the highest possible short crack threshold stress amplitude is the fatigue limit of 
smooth specimens. Figure 21 (Ref 90) is an experimentally determined Kitagawa-Takahashi diagram for two R-ratios. Up 
to a critical size, the cracks are nondamaging. This critical size is about 0.1 mm for both the R-ratios, which corresponds 
approximately to the prior-austenite grain size. The threshold stress amplitudes at the horizontal parts of the curves (i.e., 
the threshold stresses for cracks up to the critical size) are identical with the independently determined fatigue limits. 



 

FIG. 21 KITAGAWA-TAKAHASHI DIAGRAM FOR NATURAL SURFACE CRACKS IN LOW-CARBON STEEL AT 
STRESS RATIOS OF R = -1 AND R = 0 

Many years ago, French (Ref 91) proposed the "critical-damage curve." The determination of this damage curve, also 
called French's curve for a material of known S-N curve, can be performed by the following procedure. A specimen is 
cycled at a chosen stress level for a chosen number of cycles; then the stress is decreased to the level of fatigue limit and 
the cycling is continued. If the specimen fractures after a (high) number of further cycles, the original stress level lies 
above French's curve. If the specimen does not fracture, even after a high number of cycles, the original stress level lies 
below French's curve. A repetition of this procedure for a number of specimens enables the investigator to locate the 
position of French's curve quite exactly. 

An example of the experimentally determined French's curve is presented in Fig. 22 (Ref 92). In agreement with the 
definition of French's curve, each specimen was cycled for a chosen number of cycles at a chosen stress level. The stress 
level was then decreased to the fatigue limit and the cycling was continued. Points marked by upward arrows denote 
specimens that fractured; points marked by downward arrows denote specimens that did not fracture during the course of 
107 loading cycles. Experimentally, it was found for low-carbon steel that at French's curve the PSBs contain cracks 
extending from grain boundary to grain boundary, in some cases even across two or three grains. This is independent of 
the stress level. Thus, French's curve represents the curve of constant crack size. It is important that the crack size 
corresponding to French's curve (Fig. 22) be roughly equal to the critical crack size determined from the Kitagawa-
Takahashi diagram (Fig. 21). 



 

FIG. 22 S/N CURVE AND FRENCH'S CURVE FOR LOW-CARBON STEEL 

In summary, two concepts can be used to define the end of the nucleation stage. One is based on the relaxation of strain 
around microcracks, and the other is based on the size of the largest crack that cannot propagate below the fatigue limit. 
The latter definition gives considerably larger cracks at the end of nucleation than the former definition. In a way, the 
transition from microstructurally small cracks to physically small cracks is well compatible with the latter definition. At 
present, there is no physically sound basis for a particular choice of definition of the end of the nucleation stage. 
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Factors That Influence Crack Nucleation 

There is no clearcut demarcation between nucleation and early-stage propagation, so it is difficult to define the end of the 
nucleation stage (see the previous section). For practical purposes, however, such a definition is often necessary. The only 
possibility is either a convention based on the density of microcracks and their depth and length along the surface, or a 
convention based on the dimensions of the largest crack. Let us denote the number of loading cycles necessary to 
complete the nucleation stage as N0 (for an arbitrarily chosen definition of the end of nucleation) and the number of cycles 
to fracture as Nf. Then the ratio N0/Nf is a measure of the length of the nucleation stage in terms of the relative fatigue life. 

The relative number of cycles N0/Nf depends mainly on the amplitude and asymmetry of cycling, the shape of the 
specimen or engineering component, the material parameters, the environment, the temperature, and the surface layer. 

Cycling Amplitude and Asymmetry. The value of N0/Nf decreases with increasing amplitude. In the low-amplitude 
region, N0 can represent a significant percent of the total fatigue life. For very high amplitudes, the nucleation is very 
quick, N0 is negligible with respect to Nf, and essentially the whole fatigue life is spent in crack propagation. Nucleation is 
also strongly influenced by the stress cycle asymmetry. For example, in an extreme case of repeated compression, no 
cracks at all were found on the surface of cycled single crystals of copper (Ref 93). 

Specimen Shape. Notches generally significantly reduce the value of N0/Nf. For very sharp notches and especially for 
crack defects, the nucleation stage is almost completely missing and the whole fatigue life is given by the crack 
propagation stage. 

Environment has a strong effect on crack initiation (Ref 94). Ample experimental data show that the fatigue life of all 
materials tested in vacuum is considerably longer than the fatigue life in any other environment. A part of the increase in 
fatigue life in vacuum is due to the fact that the growth rate of cracks (especially of small cracks) is smaller in vacuum 
that in air or other environment. Another substantial part of this increase is due to the inhibited crack initiation. For 
example, crack initiation in copper single crystals tested in vacuum has been found to be 1 to 2 orders of magnitude 
slower than that in air (Ref 68). This can be explained by rewelding of newly formed slip steps on slip reversion in 
vacuum. In air, every slip step is covered by adsorbed atoms or molecules from the environment. After slip reversion, this 
adsorption layer prevents annihilation of the newly formed surface of the slip step. 

Temperature decreases lead to an increase in N0/Nf for stress-cycled metals exhibiting crack nucleation in fatigue slip 
bands. For materials in which cracks nucleate at surface inclusions, the decrease in temperature should result in a decrease 
in N0/Nf. At higher temperatures, nucleation in slip bands may be by nucleation at grain boundaries. 

The surface layer has a very strong effect on fatigue life. The nature of this strong dependence lies mainly in the 
influence on crack nucleation. Surface treatment of any type leads to one or more of these effects: 

Surface Roughness. The surface topography, especially surface scratches, act as stress concentrators and thus shorten 
the nucleation stage. 

Residual Stresses. Macroscopic residual stresses can be detected on the surface after almost all types of surface 
treatment. Tensile residual stresses are detrimental (they enhance nucleation), whereas compressive residual stresses are 
beneficial (they inhibit nucleation). The essence of the explanation lies in the superposition of the external stress with the 
residual stress: the higher the tensile mean stress, the lower the number of cycles necessary for nucleation. This is justified 
by the above-mentioned experimental result that cracks do not nucleate in the compressive stress cycle. 

Phase and Chemical Composition. The effect of phase and chemical composition either is deliberate (as in surface 
quenching, carbonitriding, coating, ion implantation, laser hardening, etc.) or occurs as a side effect of heat treatment 
(e.g., decarburization of the surface layer). The phase and chemical composition may influence the nucleation both 
beneficially and detrimentally, depending on the resistance of the surface layer to cyclic plastic deformation. 



Work hardening of the surface layer inevitably occurs as a result of machining and finishing the surface 
simultaneously, due to the occurrence of residual stress. Cyclic loading removes or reduces work hardening during fatigue 
softening. 

A corrosive environment generally shortens the nucleation stage. The effect of gaseous environments on fatigue crack 
initiation is a controversial subject. If there is any influence at all, it is probably not strong. However, aqueous 
environments have been found to significantly shorten the nucleation stage, perhaps without exception. Theories 
explaining this strong effect can be divided into the following categories:  

• PITTING: LOCAL ETCHING, EITHER SELECTIVELY AT PLACES OF HIGHER SLIP ACTIVITY 
(I.E., AT FATIGUE SLIP BANDS) OR NONSELECTIVELY AT ANY PLACE ON THE SURFACE, 
PRODUCES PITS THAT ACT AS STRESS RAISERS. PROBABLY MORE IMPORTANT IS THE 
PITTING OR PREFERENTIAL DISSOLUTION AT AREAS OF HIGHER SLIP ACTIVITY, 
WHERE SLIGHT DIFFERENCES IN ELECTROCHEMICAL POTENTIAL INSIDE AND OUTSIDE 
SLIP BANDS ENHANCE THE PROCESS OF STRESS RAISER FORMATION.  

• DESTRUCTION OF PROTECTIVE OXIDE FILMS: THE SURFACE OF A METAL EXPOSED TO 
AN AQUEOUS ENVIRONMENT IS COVERED BY A THIN OXIDE FILM THAT IS CATHODIC 
WITH RESPECT TO THE METAL. SLIP PROCESSES CAN EASILY DESTROY THE OXIDE 
FILM LOCALLY, ESPECIALLY IN PLACES OF HIGH SLIP ACTIVITY, AT THE FATIGUE SLIP 
BANDS. THE ELECTROCHEMICAL CELL (THE SMALL ANODIC REGION AT THE SITE OF 
OXIDE LAYER DESTRUCTION) FORMED AS A RESULT CAN THEN VERY EFFECTIVELY 
SPEED UP LOCAL DISSOLUTION AT THE SLIP BAND AND THUS PRODUCE 
MICRONOTCHES.  

• REDUCTION OF SURFACE ENERGY BY ADSORPTION: THE DECREASE IN SURFACE ENERGY 
BY AN ADSORBING SPECIES IN AN AQUEOUS ENVIRONMENT FACILITATES THE 
PROCESS OF SURFACE SLIP FORMATION. THUS, THE FORMATION OF FATIGUE SLIP 
BANDS AND, CONSEQUENTLY, NUCLEATION ARE EASIER.  

Common to all of these explanations is the idea that a corrosive environment promotes slip activity in the surface layer of 
cycled metal. The mechanism of microcrack nucleation is probably the same as in the absence of environment. 
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Summary 

A basic understanding of the fatigue process on a submicroscopial level is important in safe design against fatigue. 
Fatigue crack nucleation is perhaps the most difficult stage of the fatigue process to study. This is due mainly to the fact 
that the microcrack nucleation is a highly localized event taking place in a very small part of the total volume. At present, 
the sites of microcrack nucleation are relatively well known both in the model materials and in the engineering materials. 
The basic features of the microscopic mechanisms of the nucleation are partly understood on the qualitative level. No 
quantitative description of the nucleation mechanisms covering explicit expressions for all critical parameters is available. 



Thus it is not surprising that the present-day research on the mechanisms of fatigue crack nucleation aims to the 
quantification of the knowledge gathered over years. 

The aim of this article is to give an overview on the fatigue crack nucleation from the point of view of the material 
microstructure and its evolution during cycling. The article describes the sites of microcrack nucleation at the free 
surfaces, discusses the relation of dislocation structures and surface relief and offers a review of the current mechanisms 
of crack nucleation. Moreover the meaning of the "damage" of material due to crack nucleation, the extent (in terms of the 
number of cycles) of the nucleation stage and the factors influencing crack nucleation are covered. The experimental 
findings discussed in the article concern mainly relatively simple model materials. Further data on crack nucleation in 
complicated engineering materials can be found in the "Selected References List of Crack Nucleation in Structural 
Alloys."  
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Introduction 

FATIGUE is a practical problem for all kinds of structures subjected to a spectrum of many load cycles under normal 
service utilization conditions. A single load application need not be harmful, but a repetition of many load cycles can 
initiate a fatigue crack. The crack will grow until collapse of the structure, unless it is found by inspection. The variety of 
practical fatigue problems is large because of the many types of structures, materials, load spectra, and other design 
variables. 

Fatigue failures can have significant consequences in practice, which can be highly undesirable for reasons of economy. 
Fatigue failures in expensive structures built in small numbers are practically unacceptable. Another important argument 
is safety. Disastrous fatigue failures occurred in the past with fatalities, serious damage to the environment, and liability 
problems afterwards. As a consequence, the concept of designing against fatigue has attracted much attention from 
industry, research institutes, universities, and the authorities responsible for safety regulations to protect society against 
fatal accidents. The economic and social impact of fatigue failures will not be discussed here, but designing against 
fatigue obviously is a matter of concern. It encompasses various design options, and needless to say, experience and 
engineering judgment are essential. Fatigue predictions are then necessary to quantify the fatigue problem in terms of 
fatigue life and crack growth. 

A general survey of a fatigue prediction scenario is given in Fig. 1. It illustrates that design includes choosing among 
various options (first column). The second column includes data on material fatigue properties and calculations, basically 
stress analysis problems. The third column includes information on the fatigue loads in service, the dynamic response of 
the structure, and the environment. All aspects of the input information have to be used for predictions on fatigue life and 
crack growth. A pertinent question then is: Do we have reliable prediction models? If so, do we obtain accurate 
indications of the fatigue behavior of a structure in service? Is it desirable to verify the predictions by fatigue 
experiments? If that is necessary, how are we going to simulate the reality of service conditions in a fatigue test? An 
evaluation of these questions requires a fundamental understanding of the fatigue mechanisms occurring in structural 
materials under conditions applicable to the real structure. 



 

FIG. 1 DIAGRAM OF THE FATIGUE PREDICTION PROBLEM IN PRACTICAL APPLICATIONS. DOTTED ARROWS 
INDICATE FEEDBACK. 

This paper summarizes fatigue phenomena in metallic materials, discusses fatigue under variable-amplitude (VA) 
loading, where the emphasis is on crack growth, and presents prediction models. Its aim is to survey the state of the art. It 
should be useful for further research, but at the same time, it should indicate possibilities and limitations of fatigue 
predictions in a practical engineering environment. 
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Fatigue Phenomena in Metallic Materials 

It is useful to consider the fatigue life as consisting of two periods:  

• THE CRACK INITIATION PERIOD, INCLUDING CRACK NUCLEATION AND MICROCRACK 
GROWTH  

• THE CRACK GROWTH PERIOD, COVERING THE GROWTH OF A VISIBLE CRACK (FIG. 2)  

There is an obvious question of defining the transition from the initiation period to the crack growth period, but that will 
be addressed later. 

 

FIG. 2 DIFFERENT PHASES OF FATIGUE LIFE AND RELEVANT FACTORS 

In a fatigue curve (S-N curve, Wöhler curve), the fatigue life (N) until failure is plotted as a function of the stress 
amplitude (Sa). Such curves apply to so-called constant-amplitude (CA) loading, that is, cyclic loading with a constant 
amplitude, but also a constant mean load. Quite often the fatigue curve turns out to be approximately linear in a double 
logarithmic plot (see Fig. 3, the Basquin relation). However, there are two cutoffs (i.e., two horizontal asymptotes). The 
upper one is associated with static failure, because the maximum load of the fatigue cycle exceeds the static strength. The 
lower one is usually referred to as the fatigue limit (Sf). For amplitudes below the fatigue limit, failure no longer occurs, 
even after a very high number of cycles. The fatigue limit is often defined as the stress amplitude for which the fatigue 
life becomes infinite, or as the maximum stress amplitude for which failure does not occur. A better definition is that the 
fatigue limit is the minimum stress amplitude that can still nucleate a crack that grows until failure. It does not imply that 
a microcrack cannot be initiated below the fatigue limit, but it does not grow into macrocracks. Apparently, the 
microcrack is arrested at some microstructural barrier. 



 

FIG. 3 S-N CURVE WITH EXTRAPOLATIONS BELOW THE FATIGUE LIMIT 

Cyclic Plasticity, Microcrack Initiation, and Microcrack Growth. Fatigue cracks generally start at the material 
surface, for practical and fundamental reasons:  

• PRACTICAL REASONS: HIGHER STRESS LEVEL, KT ALWAYS >1; AND SECONDLY 
SURFACE ROUGHNESS AND OTHER SMALL-SCALE STRESS CONCENTRATIONS  

• FUNDAMENTAL REASONS: LOWER RESTRAINT ON CYCLIC PLASTICITY, AND IN 
ADDITION ENVIRONMENTAL EFFECTS  

Of course there are notorious exceptions, such as subsurface crack nucleations associated with inside material defects, 
inhomogeneous residual stress distributions, and a more fatigue-resistant material structure at the surface (shot peened 
surface layer, nitriding, etc.). The fundamental reasons are given more attention below, because they are significant for 
considering threshold problems and the relevance of applications of fracture mechanics to fatigue, also in relation to VA 
loading. 

Grains at the material surface are not supported by other grains at one side (i.e., the side of the environment). As a 
consequence, cyclic slip can occur more easily than it does inside the material, where slip is more restrained by the 
surrounding material. Because of the lower restraint on slip in a surface grain, it can occur at a lower stress level. It is one 
of the reasons why crack nucleation generally starts in surface grains, or slightly subsurface (e.g., at an inclusion). There 
are different theories on microcrack nucleation, which will not be surveyed here. They explain how cyclic slip in just a 
few cycles can lead to a physical microcrack at the surface. In several materials the initial microcrack is growing in a 
slipband. The microshear stress concentration in a slip band depends on the crystal lattice orientations and grain shapes. 
Due to slip during uploading, the reversed shear stress during unloading will again be high in the same slip band. Cyclic 
slip and the initial microcrack growth will thus concentrate in slip bands. Cyclic slip is not a reversible phenomenon (if it 
were, material fatigue would not be a problem), partly because of strain hardening, but also because of the environmental 
interaction with slip steps and cracked material. In air it implies strongly adhering oxide monolayers. Aggressive 
environments promote the initiation of microcracks in cyclic slip bands. 

As long as the size of the microcrack is still on the order of a single grain, there is a microcrack in an elastically 
anisotropic material with a crystalline structure and a number of different slip systems. The microcrack causes an 
inhomogeneous stress distribution on a microlevel, with a stress concentration at the tip of the microcrack. If that 
activates more than one slip system, the microcrack growth direction can deviate from the initial slip band orientation. 
Cracks then tend to grow perpendicular to the loading direction (Fig. 4). Microcrack growth depends on the material 
structure, crystallography, possible slip systems, the ease of cross-slip (stacking fault energy), the grain lattice orientation 



(texture), and the grain size. As a result, crack nucleation and the first microcrack growth cannot be expected to be similar 
phenomena for different materials. As an example, Al alloys usually have small grains, the elastic anisotropy is low, and 
cross-slip is relatively easy. For Ni alloys, grains can be large, the elastic anisotropy is much larger, and cross-slip is 
relatively difficult. 

 

FIG. 4 CROSS SECTION OF A MICROCRACK 

In general, a large number of grains at the material surface are nominally loaded to the same cyclic stress level, even if we 
consider a notched specimen. An obvious question then is why microcracks are not nucleated in all grains. Actually, if the 
strain amplitude at the surface is large, microscopic investigations have shown that there will be a high number of 
microcracks in Al alloys (Ref 1, 2, 3). Due to the low elastic anisotropy of aluminum, the stress level from grain to grain 
does not change much, and as a consequence, there will be many grains with a high local stress level. Microcracks can 
coalesce after some growth and continue to grow as a single crack. Macroscopic fractography usually shows only one or a 
few dominant fatigue crack nuclei. The number of visible nuclei depends on the fatigue load. At a stress level close to the 
fatigue limit, only one crack nucleus is observed. This appears to be logical, because the fatigue limit is a threshold stress 
level. Only one crack nucleus will be successful in growing until final failure. Statisticians call it the weakest link in the 
material. 

Because microcrack growth depends on cyclic plasticity, barriers to slip can imply a threshold for crack growth. This has 
indeed been observed. Illustrative results were published by Blom et al. (Ref 4) for an aluminum alloy (Fig. 5). The crack 
rate decreases when the crack tip approaches a grain boundary. After passing a third grain boundary, the microcrack 
continues to grow with a steadily increasing crack growth rate. Reinitiation in a second (subsurface) grain has been shown 
by fractographic work of Lankford (Ref 5). In low-carbon steel it has been shown that pearlite colonies considerably 
hamper fast microcrack growth in the ferrite matrix (Ref 6). In the literature there are several observations on initially 
inhomogeneous microcrack growth, starting with a relatively high crack rate, which is slowed down or even stopped by 
material structural barriers. Suresh (Ref 7) introduced the term microstructurally short cracks for this behavior. 



 

FIG. 5 GRAIN BOUNDARY (GB) EFFECT ON MICROCRACK GROWTH IN AN AL ALLOY. SOURCE: REF 4 

If the growth rate of microcracks is plotted as a function of ∆K together with results of large cracks, a confusing picture 
can result (Fig. 6). The apparent paradox is that large macrocracks do not grow if ∆K < ∆Kth, whereas microcracks in 
surface grains can grow in a low-∆K regime. It appears to be a paradox, but as pointed out above, cyclic slip can occur 
relatively easily close to the material surface. It allows an initially fast development of a microcrack at the surface. Also, a 
microcrack initiated at a subsurface inclusion can attain an initially high crack rate during breakthrough to the material 
surface (Fig. 7). Moreover, it should be realized that ∆K for a microcrack at the material surface is a nominally calculated 
∆K. It is not necessarily a meaningful concept for small microcracks. Basically, the stress-intensity factor is meaningful 
for a crack in a homogeneous material for the stress distribution in close proximity to the crack tip, as long as the plastic 
zone is very small compared to the crack length. These conditions are simply not satisfied for microcracks with a size of 1 
or 2 grain diameters. The literature on small cracks and crack growth at ∆K values below ∆Kth is rather extensive (Ref 10, 
11). 



 

FIG. 6 GROWTH RATES OF SMALL AND LARGE CRACKS PLOTTED TOGETHER AS A FUNCTION OF ∆K. CA, 
CONSTANT AMPLITUDE. SOURCE: REPLOTTED IN REF 8 FROM AGARD REPORT NO. 732, 1988 

 

FIG. 7 SUBSURFACE CRACK NUCLEATION AT INCLUSION, ERRONEOUSLY SUGGESTING INITIAL FAST CRACK 
GROWTH. SOURCE: REF 9 



The crack front of larger cracks passes through a number of grains, as schematically shown in Fig. 8. Because the crack 
front must remain a coherent crack front, the crack cannot grow in each grain in an arbitrary direction and at any growth 
rate independent of crack growth in adjacent grains. This coherence prevents significant gradients of the crack growth rate 
along the crack front. As soon as the number of grains along the crack front becomes sufficiently large, the local crack 
growth rate can be considered to be well approximated by local averages. Crack growth will occur as a more or less 
continuous process. The crack front can be approximated by a simple continuous line (e.g., semielliptical curve). How 
fast the crack will grow depends on the crack-growth resistance of the material, which then is considered to be a bulk 
property of the material. (The fatigue crack growth resistance for the long transverse direction can differ from the 
resistance for the short transverse direction.) The applicability of fracture mechanics may become relevant as soon as the 
crack extension of a fatigue crack nucleus is controlled by the balance between the crack driving force along the crack 
front and the material crack growth resistance. 

 

FIG. 8 TOP VIEW OF CRACK WITH CRACK FRONT THROUGH MANY GRAINS 

The previous discussion leads to two important conclusions:  

• MICROCRACK INITIATION IS A SURFACE PHENOMENON  
• CONTINUED CRACK GROWTH IS CONTROLLED BY BULK PROPERTIES OF THE 

MATERIAL  

The microcrack initiation life time primarily depends on the surface conditions of the material. It thus can be sensitive to a 
large scatter if the surface conditions do not represent a constant surface quality. Continued crack growth occurs away 
from the material surface; it does not depend on the material surface quality. As a consequence, it does not exhibit the 
large sensitivity to scatter of crack initiation. The previous discussion also implies that the applicability of fracture 
mechanics to small microcracks is questionable, but that it can be a useful tool for describing macrocrack growth. 



Growth of Macrofatigue Cracks. In this article, fatigue cracks are referred to as macrocracks if crack growth has 
become a regular growth process along the entire crack front. Macrocracks can still be rather small, and they are not 
necessarily visible cracks. According to this definition, the transition from the microcrack growth period to the 
macrocrack growth period depends on the type of material. It can occur in an Al alloy at a short crack length (100 to 200 

m) (Ref 12), whereas in certain Ni alloys the transition may occur at a much longer crack length. In any event, the 
transition will not be a very sharply defined crack length. The transition crack length is a function of material structure 
and structural dimensions. 

A characteristic observation on the growth of macrocracks is the occurrence of striations on the fatigue fracture surface 
(Fig. 9). The correlation between the cyclic load (10 small cycles + 1 larger cycle, repeated) and the striation pattern 
strongly suggests that crack extension occurs in every cycle. The striations are supposed to be remainders of microplastic 
deformations, but the mechanism need not be the same for all materials. Moreover, striations are not observed in all 
materials, at least not equally clearly. The visibility of striations also depends on the severity of the load cycle. 
Furthermore, microscopic fractography of a macrocrack has shown that the crack front is not a simple straight line and 
that the crack tip is not necessarily a very sharp crack. New information on the geometry of the crack front in aluminum 
alloys became available when Bowles (Ref 13, 14) carried out vacuum infiltration experiments. A plastic casting of the 
crack tip with the crack front was obtained and could be observed in the SEM (Fig. 10). There are interesting observations 
to be made in this figure:  

• THE CRACK FRONT IS NOT A STRAIGHT LINE.  
• THE CRACK TIP IS ROUNDED.  
• STRIATIONS APPEAR ON THE UPPER AND THE LOWER SIDE OF THE CRACK TIP CASTING 

(I.E., STRIATIONS FROM BOTH SIDES OF THE FATIGUE CRACK APPEAR IN ONE PICTURE). 

These observations were made for visible macrocracks. Apparently, the geometry of the macrocrack on a microscopic 
level does not agree with the classical concept of a crack in elementary fracture mechanics (perfectly flat, straight, or 
elliptical crack front). However, for these cracks, fracture mechanics applications have been proven to be possible. 

 

FIG. 9 STRIATION PATTERN CORRESPONDING TO PERIODIC VARIABLE-AMPLITUDE LOAD SEQUENCE. 
FATIGUE CRACK IN 2024-T3 SHEET. COURTESY OF THE NATIONAL AEROSPACE LABORATORY NLR, 
AMSTERDAM 



 

FIG. 10 PLASTIC CASTING OF FATIGUE CRACK IN 2024-T3. NOTE THE STRIATIONS, WAVY CRACK FRONT, 
AND ROUNDED CRACK TIP. SOURCE: REF 13 

The observation of cycle-by-cycle crack extension has stimulated various prediction models on fatigue crack growth. It is 
a basic concept for models on crack growth under VA loading. Another important concept used in these models is crack 
closure. Plasticity-induced crack closure was discovered by Elber (Ref 15, 16) in 1968. It implies that fatigue cracks can 
be fully or partly closed while the material is still under tension. It occurs as a consequence of plastic deformation left in 
the wake of the crack along the crack flanks. The plastic deformation remains from crack-tip plasticity of previous load 
cycles. As long as the crack tip is still closed, there is no stress singularity at the physical crack tip. During cycling, the 
crack opening stress level, Sop, can be between Smin and Smax. The crack tip is fully open if S ≥ Sop. Elber defined an 
effective stress range ∆Seff = Smax - Sop, and similarly an effective ∆K value by:  

∆KEFF = β∆SEFF aπ   (EQ 1) 

where β is the geometry correction factor. According to Elber:  

∆KEFF/∆K = U(R)  (EQ 2) 

where U(R) is a function of the stress ratio R = Smin/Smax. Several U(R) relations have been proposed in the literature (Ref 
17), partly based on fatigue tests results, and for another part supported by finite-element calculations. It turned out that 
empirical U(R) relations could describe the effect of the R-ratio on crack growth under CA loading by using ∆Keff. 
Plasticity-induced crack closure has significantly contributed to our understanding of fatigue crack growth under VA 
loading. Other mechanisms for crack closure have been proposed in the literature, such as roughness-induced crack 
closure (Ref 18), but they are not considered here for the problem of VA loading. 

The literature on VA fatigue investigations has steadily increased through the years and is extensive now. Many test 
programs were carried out to check the famous Miner rule (Σn/N = 1), which Miner published in 1945 (Ref 19). The rule 
was published earlier by Pålmgren in 1924 (Ref 20). Another noteworthy publication came from Langer in 1937 (Ref 21). 
He divided the fatigue life into an initiation period and a crack growth period, then postulated that Σn/N = 1 is valid for 
each of the two periods, where N had to be Ninitiation and Ncrack growth life for the two periods, respectively. Langer did not tell 
how Ninitiation had to be obtained. 

Numerous test series found that the Miner rule was unreliable. Σn/N values much smaller and much larger than one were 
obtained. In spite of this negative result, a certain understanding of fatigue damage accumulation emerged. Illustrative 
results are summarized in this article. 

VA Load Sequences 

The increased complexity of load histories applied in VA fatigue tests became possible by the development of modern 
fatigue machines (closed-loop computerized load control). A survey of different types of fatigue tests is given in Table 1, 
which illustrates the increasing complexity of load histories. It also indicates that the number of variables is large, even 
for simple tests, as will be shown by the test results. Examples of test load sequences are presented in Fig. 11 and 12 for 



simple and more complex load sequences, respectively. The most simple but elementary sequences are A1, A2, B1, and 
B2 (Fig. 11). These sequences are labeled as Hi-Lo and Lo-Hi (Hi-Lo if a high-amplitude block of cycles is followed by a 
low one, and Lo-Hi for the reversed sequence). 

TABLE 1 TYPES OF VARIABLE-AMPLITUDE TESTS AND MAIN VARIABLES 

TYPE OF TEST  MAIN VARIABLES  
SIMPLE TESTS  
CONSTANT AMPLITUDE 
WITH OL  

• SINGLE OL  
• REPEATED OLS  
• BLOCKS OF OLS  
• MAGNITUDE OF OLS (INCLUDING R-EFFECTS)  
• SEQUENCE IN OL CYCLES  

 
BLOCK TESTS  • 2 BLOCKS, HI-LO AND LO-HI SEQUENCE  

• REPEATED BLOCKS  
• MAGNITUDE OF STEPS (INCLUDING R-EFFECTS)  

 
MODERATE COMPLEXITY  
PROGRAM TESTS  • SEQUENCE OF AMPLITUDES  

• SIZE OF PERIOD OF BLOCKS  
• DISTRIBUTION FUNCTION OF AMPLITUDES  

 
COMPLEX TESTS  
RANDOM LOAD TESTS  • SPECTRAL DENSITY FUNCTION (NARROW BAND OR 

BROAD BAND)  
• CREST FACTOR (CLIPPING RATIO)  
• IRREGULARITY FACTOR  

 
SERVICE SIMULATION 
TESTS  

• VARIABLE OF SERVICE LOAD HISTORY TO BE 
SIMULATED  

 

OL, overload 



 

FIG. 11 SIMPLE VARIABLE-AMPLITUDE LOAD SEQUENCES. SOURCE: REF 22 



 

FIG. 12 EXAMPLES OF MORE COMPLEX VARIABLE-AMPLITUDE LOAD HISTORIES FOR FATIGUE TESTS. (A) 
PROGRAM LOADING WITH LO-HI-LO SEQUENCE OF SA' (B) RANDOMIZED BLOCK LOADING. (C) NARROW-BAND 
RANDOM LOADING. (D) BROAD-BAND RANDOM LOADING. (E) SIMPLE FLIGHT SIMULATION LOADING. ALL 
FLIGHTS ARE EQUAL. TWO BLOCKS WITH DIFFERENT SA. (F) COMPLEX FLIGHT SIMULATION LOADING. 
SOURCE: REF 22 

The program test was introduced by Gassner in 1939 (Ref 23) as a first attempt to simulate a VA load spectrum in a test 
(Fig. 12a). At that time, fatigue machines could not yet simulate more realistic load sequences. The Lo-Hi-Lo sequence of 
the program test was replaced later by a randomized sequence (Fig. 12b; see, e.g., Ref 24). However, in each block the 
number of cycles is still large. In general, such a test cannot be considered a realistic simulation of a service load history. 



Many loads in service have a random character, although there are different types of randomness. A structure with a 
predominant resonance frequency response is quite often vibrating in a narrow random mode (Fig. 12c). If resonance is 
less significant, the load history can be a broad-band random load (Fig. 12d). These sequences can now be applied in 
fatigue tests. 

For aircraft it was recognized in the 1950s that the service load history is a mixture of random loads and deterministic 
loads (non-random loads, e.g., ground-air-ground transition loads or maneuvers). Initially both types of loads were 
applied in fatigue tests, with the random loads reduced to one or two amplitudes (Fig. 12e) for reasons of simplicity. This 
reduction was done by a Miner calculation, with the aim being that the CA cycles of the test should have the same fatigue 
damage as the random spectrum. Unfortunately, the Miner rule is fully unreliable for this purpose. In tests on aircraft 
structures and components, as well as on other types of structures, it is now recognized that a realistic simulation of the 
service load sequence is essential to obtain a similar fatigue damage accumulation (Fig. 12f). Although it looks quite 
simple to adopt a simulation of service load histories as a basis for realistic fatigue tests, actually, there are a few inherent 
problems:  

• THE SERVICE LOAD HISTORY MUST BE KNOWN. BY SO-CALLED MISSION ANALYSIS 
(REF 25), DETERMINISTIC FATIGUE LOADS MAY BE OBTAINED. RANDOM LOADS, 
HOWEVER, IN THE BEST CASE ARE KNOWN BY STATISTICAL DISTRIBUTION 
FUNCTIONS ONLY.  

The sequence of random loads is by nature unknown. Fortunately, techniques for measuring fatigue loads in service have 
developed considerably. Equipment for that purpose is commercially available, the size is small and it can sample load 
histories for a long time as standalone equipment (Ref 26). If we wish, we can be well informed about loads in service by 
relatively easy measurement programs.  

• A FATIGUE TEST WITH A SERVICE SIMULATION LOAD HISTORY IS IN THEORY VALID 
ONLY FOR THE LOAD HISTORY APPLIED IN THE TEST. LOAD HISTORIES ADOPTED IN 
SUCH TESTS ARE USUALLY SELECTED TO BE CONSERVATIVE IN ORDER TO COVER 
SEVERE SERVICE.  

• A WELL-KNOWN AND EASILY RECOGNIZED PROBLEM OF SERVICE SIMULATION 
FATIGUE TESTS IS THAT THEY MUST BE COMPLETED IN A LIMITED TIME PERIOD. AS A 
CONSEQUENCE, THE SERVICE SIMULATION FATIGUE TEST IS AN ACCELERATED 
FATIGUE TEST. IF THERE ARE TIME-DEPENDENT EFFECTS IN FATIGUE, WE HAVE A 
PROBLEM. THE CLASSICAL ONE IS FATIGUE IN A CORROSIVE ENVIRONMENT. THIS 
OBVIOUSLY APPLIES TO WELDED OFFSHORE STRUCTURES IN SALT WATER. FOR 
AIRCRAFT STRUCTURES THE SITUATION IS LESS DRAMATIC, AS BRIEFLY REPORTED 
BELOW.  

Figure 13 shows the principle of a flight simulation fatigue test for problems related to the tension skin structure of an 
aircraft wing. In Fig. 13(a), the top curve shows the deterministic load, which can be obtained by calculation. The bottom 
curve shows the superposition of two types of random loads, turbulence (gust loads) and taxiing loads. At cruising 
altitude, gust loads are generally negligible. During landing and takeoff taxiing, loads occur as a result of runway 
roughness. Turbulence is a matter of weather conditions, so gust severity is different from flight to flight. It is usual to 
simulate some eight to ten different weather conditions in a flight simulation fatigue test. A sample load record is shown 
in Fig. 14 (Ref 28). In view of the time scale (flight duration in service in terms of hours), such a load profile cannot be 
used in a fatigue test. Acceleration occurs by leaving out the time that the load does not vary. Small taxiing loads, if they 
may be supposed to be nondamaging, are also omitted. Finally, in a fatigue test the load variations are applied at a higher 
loading rate than in service. As a consequence, a simulated flight in a full-scale test occurs in a few minutes, while it 
occurs in a laboratory fatigue test on specimens at a rate on the order of 10 flights per minute. 



 

FIG. 13 FLIGHT SIMULATION LOAD HISTORY OF A SINGLE FLIGHT. (A) THE TOP CURVE SHOWS THE 
DETERMINISTIC LOAD, AND THE BOTTOM CURVE SHOWS THE SUPERPOSITION OF TWO TYPES OF RANDOM 
LOADS. (B) TIME-COMPRESSED FLIGHT SIMULATION. SAME SMIN AS FOR THE BOTTOM CURVE IN PART (A). 
SOURCE: REF 27 



 

FIG. 14 SAMPLES OF A LOAD HISTORY APPLIED IN FLIGHT SIMULATION TESTS ACCORDING TO THE FOKKER 
F-28 WING LOAD SPECTRUM. SOURCE: REF 28 

It now can be questioned whether such accelerated tests can still give reliable information. The time scale has been 
considerably modified. Actually, what is left is the simulation of going from peak load to peak load, from maximum to 
minimum to maximum, and so on. For the process as related to microplasticity, these load turning points are indeed the 
decisive events. However, if time-dependent effects (and thus frequency-dependent effects) on fatigue crack extension are 
significant, the compression of the time scale should have an influence on the test result. For fatigue of Al alloys in air 
and in other gaseous environments the water vapor content (absolute humidity) has a significant influence on fatigue (Ref 
29, 30, 31), whereas oxygen is not important. Under normal humidity, cyclic loads with frequencies of about 10 Hz and 
lower give the same maximum environmental contribution to fatigue crack growth. However, an experimental proof is 
not easy. Flight simulation tests have been carried out on 2024-T3 and 7075-T6 sheet specimens with test frequencies of 
10 Hz, 1 Hz, and 0.1 Hz (Ref 32). Especially the latter frequency leads to very long testing times. The results have 
confirmed that the same crack growth rates are found for the three frequencies. This limited experimental verification 
indicates that time-dependent effects may not be significant, because under both low- and high-frequency load histories, 
there is sufficient time for the same environmental damage contribution to crack growth. 

The situation can be quite different for other materials and other environments. As an example, for fatigue of steel in salt 
water, a systematic frequency effect was clearly observed long ago (Ref 33). A detrimental salt water effect has also been 
found in random-load fatigue tests on steel for off-shore structures tested under a sea wave spectrum (Ref 34). For 
accurate predictions this is a rather unpleasant problem, which is pragmatically solved by applying empirical life 
reduction factors. 

In the last two decades, several standardized service-simulation load histories have been developed. A survey is given in 
Table 2. The load spectra are supposed to be characteristic for the structures mentioned in the table. The sequences of 
loads in these standardized load histories are fully defined in a numerical format. The load scale can still be selected. A 



major problem in arriving at some of the standards was the omission of numerous small cycles. If these cycles were 
included, tests with some standardized sequences could still take a very long time. The main goal of the standardized load 
histories is the application in general fatigue research programs, where specific variables are studied (usually comparative 
tests in view of material selection, joint design, surface treatments, etc.). 

TABLE 2 SURVEY OF STANDARDIZED SERVICE SIMULATION LOAD HISTORIES 

YEAR  NAME  LOAD HISTORY FOR:  
1973  TWIST  TRANSPORT AIRCRAFT LOWER WING SKIN  
1976  FALSTAFF  FIGHTER AIRCRAFT LOWER WING SKIN  
1977  GAUSSIAN  RANDOM LOADING  
1979  MINITWIST  SHORTENED TWIST  
1983  HELIX/FELIX  HELICOPTER MAIN ROTOR BLADES  
1987  ENSTAFF  TACTICAL AIRCRAFT COMPOSITE WING SKIN  
1987  COLD TURBISTAN  FIGHTER AIRCRAFT ENGINE, COLD ENGINE DISKS  
1990  HOT TURBISTAN  FIGHTER AIRCRAFT ENGINE, HOT ENGINE DISKS  
1990  WASH  OFFSHORE STRUCTURES  
1990  CARLOS  CAR COMPONENTS  
19XX  WALZ  STEEL MILL DRIVE  
1991  WISPER/WISPERX  HORIZONTAL AXIS WIND TURBINE BLADES  

Source: Ref 35, 36 
Results of Simple VA Fatigue Tests 

Crack Initiation Life. VA tests results strictly on the crack initiation period are rare. However, numerous VA test series 
until failure have been carried out on unnotched specimens and simple notched specimens. In such specimens the crack 
growth period is relatively short, and the total fatigue life thus gives approximate information on the initiation period. 

Test results for the VA load sequences B1, B2, and B3 (sequences in Fig. 11) are presented in Fig. 15 (Ref 37). The most 
noticeable results are obtained for the notched specimens. In the Hi-Lo sequence, Σn/N is much larger than 1. The cycles 
at the high amplitude in the first block increase the fatigue life at the low amplitude in the second block approximately 
five times. This large effect is considered to be due to residual compressive stress at the notch root introduced by the first 
block of cycles. 



 

FIG. 15 SEQUENCE EFFECTS IN UNNOTCHED AND NOTCHED SPECIMENS OF 2024-T3. SOURCE: REF 37 

Another illustrative example, the load sequence A1 (Hi-Lo), is presented in Fig. 16 (Ref 38). It shows results of 2024-T3 
Al alloy specimens notched by two holes and tested at zero mean stress. Plastic deformation occurs at the root of the 
notches. The first block of cycles is followed by a block with a much lower amplitude. However, there is a small but 
essential difference between the two load programs in Fig. 16(b) and 16(c). In Fig. 16(b), the transition from the first 
block to the second block occurs after a positive peak load of the high-load cycles, whereas in Fig. 16(c) it occurs after a 
negative load cycle of the first block. In Fig. 16(b) the last positive peak load leaves a residual compressive stress field at 
the root of the notch, which is favorable for fatigue in the second block. In Fig. 16(c) the last negative peak load leaves a 
residual tensile stress field at the notch root, which is unfavorable for fatigue in the second block. As a result, the fatigue 
life in Fig. 16(b) is significantly longer than predicted by the Miner rule, whereas in Fig. 16(c) it is (slightly) shorter than 
the Miner prediction. In the latter case there is a kind of damage accelerating effect. After the first block, small cracks 
must have been present in both types of tests, but the crack length was still much smaller than the hole radius. As a 
consequence, the plastic deformation was still largely controlled by the geometry of the notch. It does affect the initial 
growth of a small crack. 

 



FIG. 16 HI-LO TESTS ON NOTCHED AL ALLOY SPECIMENS. NOTE THE EFFECTS OF COMPRESSIVE OR TENSILE 
RESIDUAL STRESS AT THE NOTCH ROOT. (A) TWO-HOLE SPECIMEN. (B) ΣN/N = 2.04 (C) ΣN/N = 0.90. 
SOURCE: REF 38 

Similar indications of the effect of residual stresses at the root of notches were obtained by Heywood (Ref 39) in tests 
with high preloads (C1 in Fig. 11). Figure 17 shows results obtained for a variety of notched elements. The magnitude of 
the preload along the vertical axis is presented as the ratio of the preload stress and the 0.1% yield stress. The horizontal 
axis of the figure gives the life improvement factor (i.e., the ratio of the fatigue life after preloading and the life without 
preloading). The results clearly demonstrate the large and favorable effect of a positive preload, which induces favorable 
compressive residual stresses. Fatigue lives were increased up to more than 100×. The smaller number of tests with a 
negative preload (compression) confirm that the tensile residual stresses do reduce the fatigue life, and this effect can be 
large. 

 

FIG. 17 EFFECT OF POSITIVE AND NEGATIVE PRELOADS ON THE FATIGUE LIFE OF NOTCHED ELEMENTS. 
SOURCE: REF 39 

These tests were carried out after the Comet accidents. Part of the Comet fuselage had been fatigue tested before the 
accidents, which gave a life until cracking on the order of 15 times the life in service until the accidents. However, that 
part of the fuselage had been statically tested until the ultimate design load before the fatigue test. Due to this high 
preload, a highly unconservative test result was unfortunately obtained (Ref 40). 

Heywood's results were confirmed by Boissonat in tests on notched specimens and joints (Al alloys, Ti alloy, and low-
alloy steel) (Ref 41). Boissonat also observed that a periodical repeating of a high load was much more effective than a 
single preload. 



Crack Growth and Overload (OL) Cycles. Simple load sequences have also been adopted in many test series on 
macrocrack growth (e.g., Ref 42). Figure 18 shows crack growth curves as recorded under CA loading and under CA 
loading interrupted by a single OL cycle applied at a = 10 mm. The OL cycle starting with the minimum peak, followed 
by the maximum peak (+/- OL cycle) caused a very large retardation of the fatigue crack growth. The maximum peak 
load caused a large plastic zone at the crack tip, which left compressive residual stresses in this zone. That will retard 
subsequent crack growth when a crack grows through this zone. The explanation can also be formulated in terms of the 
plasticity-induced crack closure phenomenon (Elber mechanism). Due to the plastic deformation of the OL, more crack 
closure will occur after the OL has been applied. Sop is increased and ∆Seff is reduced. 

 

FIG. 18 EFFECT OF TWO DIFFERENT OVERLOAD CYCLES ON FATIGUE CRACK GROWTH IN 2024-T3. BASELINE 
CYCLE: SA = 25 MPA, SM = 80 MPA. OVERLOAD CYCLE: SA = 120 MPA. CA, CONSTANT AMPLITUDE. SOURCE: 
REF 43 

In the experiments with the reversed OL cycle (+/- OL cycle), a relatively small crack growth delay was observed. The 
positive peak load again produced a large crack-tip plastic zone. However, the positive peak load was followed by a 
negative peak load. That will lead to significant reversed plastic deformation, also because the crack was opened and 
blunted by the preceding positive peak load. The remaining tensile plastic strain was considerably reduced, and the 
remaining residual stress field was much less intensive. As a consequence, there was less crack closure and a modest 
crack growth delay was found. 

It is easily recognized that macrocracks are closed under a compression load, but due to plasticity in the wake of the 
crack, that occurs already at a positive load. Because a closed crack is no longer a stress raiser, large negative plastic 
strains cannot be introduced. This is a fundamental difference with the hole-notched specimen of Fig. 16. If a notched 
specimen (e.g., with an open hole) is subjected to a high compressive load, there can be significant plastic strains in 
compression with tensile residual stresses at the root of the notch as a result. That will have a considerable effect on 
subsequent microcrack growth in that region. The difference between the behavior of notches and cracks has 
consequences for prediction models on the crack initiation period and the crack growth period under VA loading. 

Some elementary tests on crack closure before and after an OL have been carried out (Ref 44). Crack closure 
measurements were made during a CA test (R = 0.67) with an OL as shown in Fig. 19. The delay caused by the OL can 
easily be observed from the crack growth curve. The crack closure measurements carried out before the application of the 
OL indicated Sop ~62 MPa. Directly after the OL the Sop level was reduced to about 45 MPa. Because the OL opens the 
crack by crack-tip plasticity, such a trend should be expected. Crack closure measurements made after the OL application 
indicated Sop values above Smin of the CA cycles. However, Sop decreased later below Smin. At the moment that Sop = Smin, 
the crack growth delay had finished. This should also be expected because crack closure no longer occurred during the 
CA cycles at R = 0.67. Of course, it must be admitted that accurate crack closure measurements are difficult, but the trend 
of Fig. 19 is considered to be correct. 



 

FIG. 19 CRACK GROWTH DELAY AFTER AN OVERLOAD AND THE INFLUENCE ON SOP IN 2024-T3 SHEET. 
SOURCE: REF 44 

Crack growth retardation after an OL is generally related to the size of the plastic zone, because crack closure results from 
the crack-tip plasticity induced by the OL. Unfortunately, the size of the plastic zone is different for plane strain and for 
plane stress. In a thin sheet the state of stress at the crack tip is predominantly plane stress, whereas in a thick plate it is 
predominantly plane strain. It then should be expected that the retardation effects are different for fatigue cracks in thin 
sheets and thick plates. This is very nicely confirmed by results of Mills and Hertzberg (Ref 45) in Fig. 20. They carried 
out constant-∆K tests and found a constant crack growth rate, da/dN, as expected. The OL cycle then systematically 
reduced the crack growth during a delay period, after which the growth rate returned to its original constant value. The 
delay period (nD cycles) can then be defined in a simple way (see the inset figure in Fig. 20). Two trends are obvious from 
the test results: the delay period is larger for thinner materials (larger plastic zone), and the delay period increases at 
higher stress intensities (also larger plastic zones). Both trends agree with the effect of the plastic zone size on crack 
growth delay. 



 

FIG. 20 EFFECT OF MATERIAL THICKNESS ON CRACK GROWTH DELAY DUE TO AN OVERLOAD CYCLE IN 
CONSTANT-∆K TESTS IN 2024-T3 SOURCE: REF 45 

Another instructive example, shown in Fig. 21, has been obtained by Petrak (Ref 46) for an alloy steel. The material was 
heat treated to three different yield stress levels. Petrak also carried out constant-∆K tests, but he introduced periodic OL 
cycles after each 20,000 cycles. In tests without peak loads, the crack growth rate was larger if the steel was heat treated 
to a higher yield stress. The periodic OL cycles reduced the crack growth rate. The reduction was large for a low-yield-
stress material (larger plastic zone) and much smaller for the high-yield-stress material (small plastic zone). 



 

FIG. 21 EFFECT OF MATERIAL YIELD STRESS ON CRACK GROWTH RETARDATION BY OVERLOAD CYCLES IN 
HP-9NI-4CO-30C (0.34C-7.5NI-1.1CR-1.1MO-4.5CO). T = 9 MM. HEAT TREATED TO THREE DIFFERENT STRESS 
LEVELS (675, 1235, AND 1400 MPA). SOURCE: REF 46 

Crack Growth and OL Blocks, Multiple OLs and Delayed Retardation. As discussed above, one OL cycle can 
considerably delay crack growth. However, it has also been observed that more OL cycles give a larger delay. Illustrative 
results for a carbon steel are presented in Fig. 22. Dahl and Roth (Ref 47) also carried out constant-∆K tests and adopted 
the same delay period definition as Mills and Hertzberg. The test results show that the delay period is larger for higher 
OLs. However, it is noteworthy that larger numbers of OL cycles systematically increased the delay period. The latter 
trend may be explained by considering that crack extension occurs during the OL cycles. More OL cycles then will leave 
more plastic deformation in the wake of the crack behind the crack tip. This is a simple explanation based on the Elber 
crack closure mechanism. 



 

FIG. 22 THE INFLUENCE OF THE NUMBER OF OVERLOAD CYCLES ON THE CRACK GROWTH DELAY PERIOD. 
TESTS ON COMPACT-TENSION SPECIMENS IN 0.2C STEEL. SOURCE: REF 47 

In Fig. 22 the effect of a block of OL cycles is illustrated. A related problem was investigated by Mills and Hertzberg 
(Ref 48). They considered the effect of two OL cycles in constant-∆K tests, with a certain number of cycles between the 
two OLs as a variable (Fig. 23). The second OL cycle can be applied at the moment that the crack growth retardation of 
the first one is still effective. The results indicate that the delay of the second OL cycle is dependent on the interval 
between the two OLs (see the lower graph in Fig. 23). According to Mills and Hertzberg, the maximum interaction 
between the two single OLs is obtained when the crack growth increment between the overloads is about 25% of the 
plastic zone of the first OL. This multiple OL effect was introduced by de Koning in his CORPUS model, discussed 
below. The multiple OL effect has recently been confirmed by Tür and Vardar (Ref 49). They applied periodic OLs in CA 
crack growth tests, with the number of CA cycles (nCA) between the OLs as a variable. Initially the retardation increased 
for increasing nCA, but for a larger nCA it decreased again. 



 

FIG. 23 CRACK GROWTH DELAY AFTER TWO OVERLOAD CYCLES AS AFFECTED BY THE NUMBER OF CYCLES 
BETWEEN THE OVERLOADS. SOURCE: REF 48 

Delayed retardation has been observed by several research workers. The more reliable indications should come from 
observations on striation spacings. Delayed retardation implies that the maximum reduction of the crack growth rate does 
not occur immediately after the OLs. It requires some crack growth before da/dN has reached its minimum (Fig. 24a). 
Illustrative results have been obtained by Ling and Schijve (Ref 50) in tests with periodic blocks of overload cycles (type 
B3 in Fig. 11). In tests with more low-amplitude cycles (100 as compared to 50), delayed crack growth occurred in the 
same way, but the crack rate could be reduced for a longer time to a lower level (Fig. 24). It apparently requires some 
crack growth into the plastic zone of the OL cycles to give the maximum increase of Sop (and the minimum ∆Keff). In Fig. 
24 that point had not yet been reached. 



 

FIG. 24 DELAYED RETARDATION AFTER OVERLOAD AND AFTER A BLOCK OF HIGH-AMPLITUDE CYCLES. (A) 
OVERLOAD EFFECT. (B) DELAYED RETARDATION. SOURCE: REF 50 

Incompatible Crack Front Orientation under VA Loading. Shear lips are well known for Al alloys, but they have 
been observed for several other materials as well (Ref 51, 52, 53). When the crack growth rate increases (CA loading 
assumed), the shear lip width also increases (Fig. 25, 26). It can lead to a full transition from a tensile-mode crack to a 
shear-mode crack, depending on the material thickness and the stress cycle (Ref 53). Under VA loading the transition can 
easily imply incompatible crack front orientations, a topic rarely covered in the literature. A simple example is shown on 
the two fracture surfaces in Fig. 26 (Ref 43). The central cracks in both specimens were already fully in the shear mode 
under high CA loading when a batch of low-amplitude cycles was introduced. It caused a narrow bright band on the 
fracture surface (arrows in Fig. 26). The normal fracture mode of the low-amplitude cycles in CA loading at that crack 
length is the tensile mode (with minute shear lips). This is not compatible with the existing shear mode. There was indeed 
a tendency to grow again in the tensile mode, which gave the band a stepped appearance. The growth rates in the bands of 
the two specimens were 2.5 and 8 times lower than observed in normal CA tests at the same crack length. The 
incompatibility caused a strong retardation effect. 



 

FIG. 25 FATIGUE CRACK GROWTH WITH SHEAR LIPS 

 

FIG. 26 INCOMPATIBLE CRACK FRONT ORIENTATION, WHICH OCCURS IF LOW-AMPLITUDE CYCLES ARE 
APPLIED WHEN THE CRACK FRONT IS ALREADY IN THE SHEAR MODE. SOURCE: REF 43 

The reverse case is perhaps more relevant, that is, when high-amplitude cycles occur between many low-amplitude 
cycles. The fracture surface then can be largely in the tensile mode, whereas the failure mode corresponding to the 
nominal ∆K cycle of the high-amplitude cycle in a CA test may be the shear mode. In elementary tests (Ref 43) such 
cycles produced dark bands on the fracture surface and a growth rate far in excess of the corresponding CA results. In this 
case the incompatible crack front caused an accelerated crack growth. It is interesting to note that five high-amplitude 
cycles produced approximately the same band width as a single high-amplitude cycle. In other words, the major 
contribution came from the first cycle. 

Crack Growth Retardation by Crack Closure and/or Residual Stress in Crack-Tip Plastic Zone. Dahl and Roth 
(Ref 47) have raised the question whether crack growth delay after an OL is due only to crack closure, or whether there is 
also an effect of the residual compressive stress in the plastic zone ahead of the crack tip. The question turns up from time 
to time in discussions. In this respect, interesting experiments were carried out in 1970 by Blazewicz (Ref 54). He made 
ball impressions on 2024-T3 sheet specimens before the crack growth test was started (Fig. 27). As a result there was a 
zone between the impressions with residual compressive stresses, which delayed the crack growth. The delay was small 
during the growth through the zone between the impressions, but it was significant at a later stage. It simply suggests that 



the crack growth retardation should be explained by crack closure only. In terms of crack growth mechanisms, it appears 
logical that the crack must be opened before crack extension can start. The efficiency of creating a crack length increment 
(∆a) depends on the plasticity right at the crack tip (the fracture process zone), not on residual stresses ahead of the crack 
tip. The residual stress in the crack-tip plastic zone can have an indirect effect on the cyclic plasticity at the crack tip, but 
opening the crack tip is the decisive mechanism to have crack extension. 

 

FIG. 27 CRACK GROWTH RETARDATION BY RESIDUAL STRESS IN THE WAKE OF THE CRACK. SOURCE: REF 54 

Blazewicz also made saw cuts along a fatigue crack and removed part of the plastically deformed material in the wake of 
the crack. That eliminated crack closure, and crack growth retardation was effectively removed. This observation also 
confirms the significance of the crack closure contribution to crack growth retardation, rather than residual stresses in the 
crack-tip plastic zone. 

Crack closure has also been removed by heat treatments after OLs (Ref 55, 56), and crack growth retardation is thus 
eliminated. 

More Crack Closure at the Material Surface. At the surface of a material the crack tip is loaded under plane-stress 
conditions. Depending on the material thickness, the state of stress at mid-thickness approaches plane-strain conditions. 
The plastic zone size under plane stress is significantly larger than under plane strain. Irwin plastic zone size estimates are 
rp = 1/(απ)(K/S0.2)2, with σ= 1 for plane stress and σ= 3 for plane strain. It thus should be expected that crack closure will 
be more significant near the material surface and will occur to a lesser degree at mid-thickness. This is confirmed by 
finite-element calculations (Ref 57), but there is also experimental confirmation (Ref 58). McEvily (Ref 59) studied crack 
growth after an OL in Al alloy specimens (6061), which gave a significant crack growth delay. He then reduced the 
thickness of the specimen immediately after the OL and observed a much smaller crack growth delay. Similarly, Ewalds 
and Furnee (Ref 60) measured a lower Sop after removal of surface layers. In the VA crack growth prediction models 
discussed below, an averaged Sop (averaged over the material thickness) is generally adopted. 

Interaction Effects. The observations discussed above are referred to as interaction effects. Interaction effects imply 
that fatigue damage accumulation in a certain load cycle is affected by fatigue in the preceding load cycles of a different 
magnitude. In other words, a fatigue cycle will affect damage accumulation in subsequent load cycles. As an example, the 
crack extension in the OL cycle in Fig. 18, although too small to be visible in the graph, was larger than expected without 
interaction effects. It implies that ∆a in the OL cycle was longer than it would have been in a CA test with OL cycles 
only. The large crack growth retardations induced by OL cycles are a prominent illustration of interaction effects. 

Results of More Complex VA Fatigue Tests 



Crack Initiation Life. As previously noted, few results on the crack initiation life are available, but data for notched 
specimens may be representative, assuming that the crack growth period is relatively short. The total life then gives an 
approximate indication of the crack initiation life. In the past, large numbers of tests were carried out to check the validity 
of the Miner rule. An enormous scatter of Σn/N at failure was observed, which amply confirmed that the Miner rule is far 
from accurate. Surveys can be found in Ref 61 and 62. Schütz (Ref 61) reports values of Σn/N in the range of 0.1 to 3.0, 
which implies that significant interactions must have occurred. In terms of the arguments discussed above, it can be 
understood that low Σn/N values are to be expected for unnotched specimens and for Sm = 0. Large Σn/N values are 
possible for Sm > 0 and notched specimens in view of introducing favorable compressive residual stresses. Some 
illustrative data are presented below. 

Results of a NASA investigation (Ref 24) on edge-notched specimens are presented in Fig. 28. Program tests were carried 
out with three different sequences, and a randomized sequence was also adopted. The number of cycles in one period was 
30,000 to 100,000, while the number of cycles for the eight amplitudes varied from 1 to 82,000 in one block. Two Sm 
levels were used for 7075-T6 specimens (Sm = 0 and Sm = 138 MPa). The fatigue lives (Σn/N values) at the positive Sm are 
about two to four times larger than for Sm = 0. It confirms the effect of favorable residual stresses at the notch root 
mentioned above. The results in Fig. 28 further show a most significant sequence effect. The effect should be attributed to 
variations of the residual stress at the notch root, but it is not a simple question to suggest how the variation did occur in 
detail. 

 

FIG. 28 THE EFFECT OF THE AMPLITUDE BLOCK SEQUENCE ON THE FATIGUE LIFE IN PROGRAM FATIGUE 
TESTS. (A) TESTS ON EDGE-NOTCHED AL ALLOY SPECIMENS. KT = 4. (B) BLOCK SEQUENCE IN ONE PERIOD. 
SOURCE: REF 24 

Another example is given in Fig. 29, test results of flight simulation tests. In such tests it is a rather delicate problem to 
decide whether rarely occurring but very severe fatigue loads with a high amplitude should be included. Such loads can 
extend the fatigue life considerably, as amply demonstrated in many investigations, surveyed in Ref 27. Unfortunately, 
the life enhancement of such loads may give unconservative fatigue life results. As a consequence, truncation of high load 
amplitudes (also called clipping) must be considered (Fig. 30). Test results for three different truncation levels are 
presented in Fig. 29, both for the crack initiation life (until a 2 mm crack) and for the crack growth life. The maximum Sa 
level (truncation level) did systematically affect the crack initiation life (i.e., there were longer fatigue lives if some cycles 
of the spectrum with a higher Smax were introduced). That leads to more favorable residual stresses. A similar trend was 



found for the crack growth period, but it is noteworthy that the effect on the crack growth period is significantly larger 
(Fig. 29). 

 

FIG. 29 EFFECT OF THE TRUNCATION LEVEL (SA,MAX) ON THE CRACK INITIATION PERIOD (UNTIL A = 2 MM) 
AND THE CRACK GROWTH PERIOD. RESULTS OF FLIGHT SIMULATION TESTS ON 2024-T3 SHEET SPECIMENS 
WITH A CENTRAL HOLE. SOURCE: REF 63 

 

FIG. 30 STANDARDIZED GUST SPECTRA TWIST AND MINITWIST WITH TEN AMPLITUDE LEVELS TO SIMULATE 
THE CONTINUOUS SPECTRUM (SGROUND/SMF = 0.5). THE LEVELS I TO V HAVE BEEN USED IN EXPERIMENTAL 
INVESTIGATIONS. 

Crack Growth under Program Loading. Ryan (Ref 64) studied fatigue crack growth in a high-st 
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Fatigue Prediction Models for VA Loading 

In general, prediction models published in the literature employ basic material fatigue data as a reference. Such data can 
be fatigue limits, S-N data, fatigue diagrams, crack growth data, and the fracture toughness for final failure. The data are 
obtained with simple specimens, unnotched specimens for the fatigue data, and simple precracked specimens (center-
cracked tension or compact-type specimens) for the fatigue crack growth data. The fatigue load on the specimens should 
also be of a "fundamental simplicity" (i.e., a cyclic load with a sinusoidal wave shape and a constant Sa and Sm). The data 
are supposed to be characteristic fatigue properties of a material, characterizing the fatigue resistance or the fatigue crack 
growth resistance. These properties are used as the material data in predictions on fatigue under VA load histories. They 
emphasize that fatigue is thought to be primarily a material problem. 

The prediction models in principle adopt a similarity approach (also called similitude): similar stress cycles or similar 
strain cycles should give the same fatigue damage. Also, similar ∆Keff cycles should give similar crack length increments. 
This approach implies that fatigue data for the most simple conditions are extrapolated to more realistic engineering 
conditions. The fatigue model is the frame of the extrapolation procedures, but the extrapolation steps can be quite large. 
As a consequence, prediction models require empirical verifications. However, to judge the reliability of models, a 
physical understanding of a model is essential. Because problems involved with crack initiation and crack growth are 
different, models will be discussed in two categories: models for the crack initiation period and models for fatigue crack 
growth. 

Prediction of Crack Initiation under VA Loading 

In the literature, prediction models are rarely presented as models for the crack initiation period. However, several models 
simply ignore fatigue crack growth. The predicted fatigue life then is the fatigue life until failure. If the macrocrack 
growth period is relatively short, the total life until failure is mainly covered by the fatigue crack initiation period. Under 
such conditions, we may consider the perspectives of prediction models for the initiation period under VA loading. The 
literature covers two approaches: fracture mechanics applied to the initial microcrack growth and models based on stress 
or strain histories, disregarding microcrack growth. 

Fracture mechanics applied to the crack initiation period involves some fundamental problems:  

• CRACK GROWTH LIFE PREDICTIONS BASED ON FRACTURE MECHANICS CONCEPTS 
CANNOT START FROM ZERO CRACK LENGTH, BECAUSE THEN THERE WILL BE NO 
CRACK GROWTH. THEY THUS MUST START FROM SOME INITIAL CRACK LENGTH. THE 
SIZE OF THE INITIAL CRACK LENGTH, A0, MAY BE ASSOCIATED WITH SOME INITIAL 
STRUCTURAL DEFECT, SUCH AS AN INCLUSION. UNFORTUNATELY, THE PREDICTED 
CRACK GROWTH LIFE IS VERY SENSITIVE TO THE SIZE OF SUCH AN INITIAL DEFECT. 
BECAUSE OF THE SMALL SIZE, K-VALUES ARE SMALL AND PREDICTED CRACK 
GROWTH RATES ARE VERY LOW. AS A CONSEQUENCE, A LARGE PART OF THE FATIGUE 
LIFE IS COVERED BY THE INITIAL GROWTH OF A SMALL CRACK. DIFFERENT INITIAL 
SIZES, SAY 10 μM AND 100 μM, CAN IMPLY A LARGE DIFFERENCE OF THE PREDICTED 
LIFE (REF 78). THE CHOICE OF A0 THUS HAS A LARGE EFFECT ON THE PREDICTION 
RESULT.  

• AS DISCUSSED BEFORE, FRACTURE MECHANICS CONCEPTS HAVE A LIMITED 
RELEVANCE TO MICROSTRUCTURALLY SHORT CRACKS. PROBABLY AL ALLOYS OFFER 
THE BEST CONDITIONS FOR PREDICTIONS OF VERY SHORT CRACK LENGTHS. IN 
GENERAL, IT IS STILL HARD TO BELIEVE THAT MICROCRACK GROWTH PREDICTION 
CAN BE MADE WITH SOME REASONABLE ACCURACY FOR VA LOADING. FOR MANY 
LOAD HISTORIES IN TABLE 2, AGARD REPORTS R-732 AND R-767 SHOW 
OVERWHELMING RESULTS IN SMALL-CRACK GROWTH PREDICTION. HOWEVER, 



SURFACE EFFECTS ARE VERY IMPORTANT AND MUST BE CONSIDERED IN FUTURE 
APPLICATIONS OF "SMALL-CRACK THEORY."  

• A THIRD PROBLEM IS A VERY PRACTICAL ONE. IT WAS CONCLUDED ABOVE THAT 
CRACK INITIATION IS A SURFACE PHENOMENON. AS A CONSEQUENCE, THE CRACK 
INITIATION LIFE IS SENSITIVE TO VARIOUS SURFACE CONDITIONS.  

Environmental factors 

Crack initiation life is influenced by several factors such as those listed in Table 4. The influence of these factors on 
fatigue can be large, and several of the effects are not easily accounted for in a strictly rational way. It must then be 
admitted that fracture mechanics predictions of crack initiation life are quite limited. 

TABLE 4 FACTORS INFLUENCING CRACK INITIATION LIFE 

• MATERIAL SURFACE AND PRODUCTION FACTORS:  

O SURFACE ROUGHNESS  
O SURFACE DEFECTS  
O SURFACE TREATMENTS  
O MATERIAL STRUCTURE AT THE SURFACE  
O RESIDUAL STRESS AT THE SURFACE  

  
• GEOMETRICAL FACTORS:  

O NOTCH EFFECT (KT)  
O SIZE EFFECT (ROOT RADIUS ρ)  
O ASPECTS OF JOINTS (E.G., FRETTING IN CLAMPED JOINTS, GEOMETRICAL 

ASPECTS OF WELD TOE, ETC.)  
  

• ENVIRONMENTAL FACTORS  
  

The Miner Approach. Miner published his famous rule (Σn/N = 1) 50 years ago. Initially many test were carried out to 
check the validity of the rule, which was rather frustrating in view of the discrepancies between test results and Miner 
predictions. Some simple arguments can easily prove why the rule cannot be correct:  

• IF A SMALL FATIGUE CRACK IS INITIATED BY LOAD CYCLES WITH SA > SF (WHERE SF = 
FATIGUE LIMIT), LOAD CYCLES WITH SA < SF CAN PROPAGATE THE CRACK AND THUS 
CONTRIBUTE TO FATIGUE DAMAGE. ACCORDING TO THE MINER RULE, THAT SHOULD 
NOT BE TRUE BECAUSE N = ∞ FOR SA < SF.  

• IN A NOTCHED ELEMENT, PLASTIC DEFORMATION AT THE NOTCH ROOT CAN BE 
INDUCED BY A HIGH SMAX. IT INTRODUCES RESIDUAL STRESSES THAT AFFECT THE 
FATIGUE DAMAGE CONTRIBUTION OF LATER CYCLES WITH A LOWER SMAX (SEE FIG. 15, 
16). THIS INTERACTION IS NOT RECOGNIZED BY THE MINER RULE.  

• THE MINER RULE IMPLIES THAT FATIGUE DAMAGE IS FULLY DESCRIBED BY A SINGLE 
PARAMETER, ΣN/N, WHICH CAN VARY BETWEEN 0 (VIRGIN SPECIMEN) AND 1 (FINAL 
FAILURE). FINAL FAILURE SHOULD ALWAYS STAND FOR THE SAME AMOUNT OF 
DAMAGE. HOWEVER, A HIGH SMAX LEADS TO FAILURE AT A SMALL CRACK LENGTH, 
WHEREAS A LOW SMAX REQUIRES A MUCH LARGER CRACK (I.E., A DIFFERENT AMOUNT 
OF DAMAGE). THE MINER RULE PRESUMES THAT AN S-N CURVE IS A LINE OF 



CONSTANT DAMAGE, AND THAT IS SIMPLY NOT TRUE.  

In a certain way, the first objection (damage contributions of cycles with Sa < Sf) can be complied with by extrapolating 
the S-N curve below the fatigue limit (see Fig. 3). Fatigue cycles below the fatigue limit then contribute to fatigue 
damage. This might appear to be a reasonable approach, but it does not imply that accurate predictions will be obtained. 
The second objection was related to notch root plasticity and the introduction of favorable or unfavorable residual stresses 
as a consequence. Quite often, fatigue critical elements carry a positive mean stress. That is one of the reasons why they 
can become fatigue-critical. The probability of introducing residual stresses by the VA load history depends on the shape 
of the load spectrum. However, in general, favorable residual stresses are more likely if the load spectrum is associated 
with a positive mean stress. Although the Miner rule does not account for residual stress variations, it thus may be thought 
that ignoring the residual stresses should not necessarily lead to unconservative life predictions. It must be realized, 
however, that the predictions cannot be accurate. A rough estimate is the best result to be obtained. Another significant 
argument for this conclusion is that the prediction also depends on the reliability of the S-N curve to be used. 

A warning must be made here: the Miner rule is fully unreliable for comparing the severity of different load spectra. As a 
simple illustration, compare a load spectrum to a modification of that spectrum obtained by adding a small number of 
high-load cycles. According to the Miner rule the addition should lead to somewhat shorter fatigue lives, whereas in 
general it leads to significant fatigue life improvements. 

The Strain History Prediction Model. Plastic deformation at the root of a notch is not accounted for in the Miner rule. 
In low-cycle VA fatigue, however, plastic deformation at the root of a notch can occur in every cycle. This has led to 
fatigue predictions based on the strain history at the notch root (Ref 79, 80). This approach was stimulated by two 
developments. Low-cycle fatigue experiments under constant-strain amplitudes have indicated an approximately linear 
relation between log ∆εand log N (the Coffin-Manson relation). Secondly, predictions of the plastic strain at a notch root 
could be made by adopting an analytical relation of Neuber (Ref 81) between K  and K  (concentration factors for stress 
and strain, respectively), that is, Kσ · Kε = 2

tK . The relation was derived for a prismatic notch loaded in shear (mode III), 
but it was assumed to be valid for notches loaded in tension as well. In order to solve the strain at the notch, the cyclic 
stress strain curve was adopted as a second equation. 

Figure 41 schematically shows the procedures to be used for calculation of the strain history at the notch under VA 
loading and for the subsequent life prediction. The prediction model has recently been discussed in detail by Dowling 
(Ref 82). The main steps are mentioned here in order to show the advantages and weaknesses of the approach. Additional 
information on the strain-life method (including the use of total-strain-life and mean-stress rules commonly used for life 
prediction) is also provided in the article "Fundamentals of Modern Fatigue Analysis for Design" in this Volume. 



 

FIG. 41 PRINCIPLES OF THE STRAIN-BASED LIFE PREDICTION MODEL. FAILURE CRITERION: Σ(N∆ε/N∆ε) = 1 
(SEE PARTS C AND D). (A) LOAD HISTORY (LEFT GRAPH) AND STRAIN HISTORY (RIGHT GRAPH). (B) 
MATERIAL RESPONSE. (C) CYCLES AS CLOSED LOOPS. (D) MATERIAL FATIGUE RESISTANCE. SOURCE: REF 80 

In the first step (Fig. 41a), the strain history ε(t) is derived from the load history P(t) by employing the Neuber postulate 
and the cyclic stress-strain curve. In the second step (Fig. 41b), the σ-ε response of the material (at the root of the notch) 
is derived from ε(t). This derivation presumes a certain plastic hysteresis behavior based on the material memory for 
previous plastic deformation. In the third step (Fig. 41c), the cyclic hysteresis history is decomposed into closed 



hysteresis loops. Each loop represents a full strain cycle. In the last step (Fig. 41d), the ∆ε-N∆ε curve (adjusted for mean 
stress with a mean stress rule) is used as the material property characterizing the material resistance against low-cycle 
fatigue. The Miner rule is then adopted as the failure criterion. 

The material properties required for the strain-history model are the cyclic stress-strain curve and the Coffin-Manson 
relation. Both types of data are considered to be unique for a material. This is an advantage over the stress-based S-N 
fatigue data, which depend on mean stress and surface quality. The surface quality is much less important for low-cycle 
fatigue, because the plastic strains are larger and as such depend on the material bulk behavior. It might be said that low-
cycle fatigue is no longer a surface phenomenon as it is for high-cycle fatigue. At the same time, limitations of the strain-
history model are easily recognized. The failure criterion is again the Miner rule, for which physical arguments can hardly 
be mentioned. Secondly, crack initiation and crack growth are fully ignored. Moreover, the model is restricted to notched 
elements, for which a theoretical stress concentration factor has a realistic meaning. As a consequence, application to 
joints is generally impossible. It was emphasized by Dowling (Ref 82) that the merits of the model should be looked for 
in low-cycle VA problems. Actually verification experiments are still rather limited. 

There is a noteworthy comment to be made on the decomposition in Fig. 41(c). The individual cycles obtained are the 
same as the cycles obtained with the rainflow count method. This implies that this counting method finds some 
justification in the material memory for previous plastic deformation. 

Prediction of Crack Growth under VA Loading 

The literature on prediction models for fatigue crack growth under VA loading is extensive. Observations on crack 
growth retardation after OLs and the occurrence of crack closure have stimulated the development of several prediction 
models on crack growth under VA loading. Most literature sources on prediction models give verification test data of 
crack growth in Al alloy sheet and plate material, mainly because VA loading and fatigue crack growth are important for 
aircraft structures. Acceleration and retardation must also both be considered. Predictive models that do not address 
acceleration do not appear effective (Chang and Hudson in ASTM STP 748). 

Simple Approach to Crack Growth under VA Loading (Noninteraction). The most simple VA load sequence 
consists of two blocks of load cycles, where the second block is continued until a final crack length a = af is reached (Fig. 
42a). The sequence may be Hi-Lo (as in Fig. 42a) or Lo-Hi. The simplest prediction model is obtained if all possible 
interaction effects are ignored. Crack growth then follows the growth curve applicable to the load cycle in the first block 
(Fig. 42b). After the stress level is changed, crack growth continues along the curve valid for the load cycle of the second 
block. There is a simple noninteraction transition from one crack growth curve to the other one. The predicted life is Np = 
n1 + n2. 



 

FIG. 42 NONINTERACTION FATIGUE CRACK GROWTH AND FATIGUE DAMAGE IN HI-LO AND LO-HI TESTS. D = 
(A - A0) / (AF - A0). (A) HI-LO. (B) HI-LO. NPREDICTED = N1 + N2. (C) HI-LO. ΣN/N < 1. (D) LO-HI. ΣN/N > 1. 

The two curves in Fig. 42(b) can also be presented as a function of n/N. The beginning and the end of the two curves then 
coincide at n/N = 0 and n/N = 1, respectively. The fatigue damage, D, represented by the crack length a in Fig. 42(b), is 
converted to the crack increment (a - a0) relative to the total crack increment to be covered (af - a0). It is a kind of damage 
parameter defined by:  
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(EQ 3) 

where D varies from 0 (a = a0) to 1 (a = af). Considering crack growth along the two curves in Fig. 42(c), it is obvious 
that it leads to Σn/N < 1. For the reversed block sequence (Lo-Hi), it leads to Σn/N > 1 (Fig. 42d). This suggests that there 
is a sequence effect, although interaction effects are disregarded. 

An elementary statement can now be made (Ref 83): If fatigue damage is fully characterized by a single damage 
parameter, interaction effects are impossible. The reverse statement can also be made: If interaction effects do occur, 
fatigue damage cannot be fully described by one single damage parameter. 

There is another interesting observation. If the two curves in Fig. 42(c) and 42(d) coincide, crack growth leads 
straightforwardly to Σn/N = 1. More generally, if the same damage curves apply to any cyclic stress level, and if 
interaction effects do not occur, then the Miner rule is valid for any load sequence (Ref 83). In other words, if a damage 
function can be written as:  
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which is valid for any cyclic stress level, it leads to the Miner rule, independent of the shape of the function. (As 
discussed in Ref 83, the function f(n/N) should be a monotonously increasing function in order that D has a unique value 
for any n/N.) According to Miner, f(n/N) is a linear function, but nonlinear functions have been proposed in the literature 
(e.g., Ref 84). 

Interaction Models for Prediction of Fatigue Crack Growth under VA Loading. The most well-known prediction 
models for fatigue crack growth under VA can be characterized by whether crack closure is involved and whether that is 
done in an empirical way or by calculation. Three categories are listed in Table 5. 

TABLE 5 THREE CATEGORIES OF CRACK GROWTH PREDICTION MODELS 

TYPE OF MODEL  CRACK CLOSURE USED?  CRACK CLOSURE RELATION  
YIELD ZONE MODELS  NO  . . .  
CRACK CLOSURE MODELS  YES  EMPIRICAL  
STRIP YIELD MODELS  YES  CALCULATED   

The models were developed in the order shown in the table. It was thought that the crack closure models were an 
improvement of the more primitive yield zone models, and strip yield models were considered superior to the initial crack 
closure models. As stated above, the models were primarily verified for through-cracks in Al alloy sheet and plate 
specimens, but experiments on other materials were done. In all models, plastic zone sizes are significant, whereas 
relaxation of residual stress and plastic shakedown are not included. It appears that the models are considered applicable 
for high-strength alloys with a limited ductility. Actually, these materials are the most fatigue-critical materials. Due to its 
special yielding behavior and its high ductility, mild steel is a class of materials of its own. However, fatigue crack growth 
in low-carbon steel under VA loading is becoming an increasingly relevant problem in welded structures. 

Yield Zone Models. The models of Willenborg et al. (Ref 85) and Wheeler (Ref 86) were proposed to explain crack 
growth delays caused by OLs. The models consider the plastic zone sizes indicated in Fig. 43, but the concepts are 
different. In both models it was recognized that new plastic zones are created inside the large plastic zone of the OL. 
Moreover, the possibility was considered that these new plastic zones could be large enough to grow outside the OL 
plastic zone. 



 

FIG. 43 PLASTIC ZONE SIZE CONCEPTS IN THE MODELS OF WILLENBORG (REF 85) AND WHEELER (REF 86) 

The Willenborg model starts from a strange assumption that the delay is due to a reduction of Kmax instead of a reduction 
of ∆Keff. This is physically incorrect. Crack closure in the model is supposed to occur only if Kmin < 0. From a mechanistic 
point of view, the Willenborg model does not agree with the present understanding of crack closure. Wheeler introduced a 
retardation factor β, defined by:  

  
(EQ 5) 

The factor β is supposed to be a power function of the ratio rpi/λi:  

β= (RP,I/λ)M  (EQ 6) 

The empirical "constant" m is not a material constant, because it depends on the type of the VA load history. Both models 
can predict crack growth retardation only (β < 1), not acceleration. After an OL the maximum retardation occurs 
immediately. Delayed retardation is not predicted. A more extensive summary is given in Ref 87. 

Modifications of the two models have been proposed in the literature, which leads to more empirical constants. Crack 
closure, however, is not included. As a consequence, the models lack a background in sufficient agreement with the 
present understanding. 

Crack Closure Models for Predicting Crack Growth under VA Loading. The crack closure models are based on the 
phenomenon of plasticity-induced crack closure. The Elber crack closure concept is used (i.e., there is an Sop in each cycle 
and the effective stress range is ∆Seff = Smax - Sop). A cycle-by-cycle variation of Sop has to be predicted (Fig. 44). The 
cycle-minus-by-cycle calculations then follow apparently simple equations:  

A = A0 + Σ∆AI  (EQ 7) 



∆AI = (DA/DN)I = F(∆KEFF,I)  (EQ 8) 

∆KEFF,I = CI (SMAX,I - SOP,I)   (EQ 9) 

 

FIG. 44 VARIABLE-AMPLITUDE LOAD WITH CYCLE-BY-CYCLE VARIATION OF SOP 

The crack extension ∆ai in cycle i is supposed to be a function of ∆Keff in that cycle, while ∆Keff,i is a function of Smax,i and 
the predicted Sop,i for cycle i. The geometry factor Ci depends on the crack size, ai. The crack opening stress level Sop,i 
depends on the previous load history, but Smax,i is part of the imposed load history (i.e., input data). In the models to be 
discussed below, the Paris relation is used for Eq 8:  

DA/DN = C   (EQ 10) 

Another relation (e.g., interpolation in a table) can also be used. 

Four models are briefly discussed below:  

• THE ONERA MODEL (REF 88)  
• THE CORPUS MODEL (REF 73)  
• THE MODIFIED CORPUS MODEL (REF 87)  
• THE PREFFAS MODEL (REF 89)  

The models were developed primarily for applications to flight simulation load histories. They all calculate a variation of 
Sop during the flight simulation load history. The variation depends on the previous load history. It implies that 
information characteristic of the previous load history must be stored in a memory. The characteristic information is 
associated with the larger positive and negative peak loads. These loads either have introduced significant plastic zones 
for the determination of Sop or have reduced Sop, respectively. There are also significant differences between the models, 
which will not be discussed here in detail. The PREFFAS model is the simplest; the CORPUS model is the most detailed 
and also presents the most explicit picture about crack closure between the crack flanks. The differences between the 
models are associated with the assumptions made for the plane-strain/plane-stress transition during crack growth, the 
calculation of the plastic zone sizes, the empirical equations for calculating Sop (Elber-type relations), the decay of Sop 
during crack growth, the multiple OL effect, and in general the method of deriving Sop from the previous load history. 

An analysis and comparison of the models has been made by Padmadinata (Ref 87) with extensive verifications, primarily 
for realistic flight simulation load histories and test results of two Al alloys, 2024-T3 and 7075-T6. However, simplified 
flight simulation tests were also included. As an example, comparative results for a realistic load spectrum are presented 
in Fig. 45. The test variables include the stress level, characterized by the mean stress in flight (Smf), the gust spectrum 
severity, and the downward severity of the ground load during landing. Noninteraction predictions are also shown in this 
figure. Unfortunately, this is not always done in model verifications, but differences between noninteraction predictions 



and predictions of improved models are part of the motivation for the new models. Moreover, these differences indicate 
whether significant interaction effects have occurred in the test. The results in Fig. 45 clearly show that the noninteraction 
predictions did systematically underestimate the crack growth life in the tests to a large extent. The test life on the average 
was 5.3 times longer. The predictions of all models were significantly superior to the noninteraction prediction. Some 
comments on the results can be made:  

• THE PREFFAS MODEL DOES NOT PREDICT ANY EFFECT OF THE GROUND STRESS LEVEL. 
THAT IS A CONSEQUENCE OF CLIPPING NEGATIVE LOADS IN THIS MODEL TO ZERO.  

• THE PREDICTIONS OF THE CORPUS MODEL AND THE ONERA MODEL ARE FAIRLY 
CLOSE TO THE TEST RESULTS. THE TEST RESULTS INDICATE A SIGNIFICANT 
REDUCTION OF THE CRACK GROWTH LIFE FOR A MORE SEVERE GROUND STRESS 
LEVEL. THIS TREND IS NOT ALWAYS PREDICTED BY THE CORPUS MODEL, ESPECIALLY 
IF THE GUST SPECTRUM IS MORE SEVERE. THE MAXIMUM DOWNWARD GUST LOAD 
OCCURS ONLY ONCE IN A LARGE NUMBER OF FLIGHTS (2500 FLIGHTS IN FIG. 45). 
HOWEVER, THE GROUND LOAD OCCURS IN EVERY FLIGHT. IN CORPUS ITS EFFECT IS 
SMALL IF THE MOST NEGATIVE GUST IS MORE SEVERE DOWNWARD. THAT 
OVERRULES THE GROUND STRESS LEVEL. THIS WAS THE REASON THAT THE CORPUS 
MODEL WAS MODIFIED. THE MODIFIED MODEL IS STILL LARGELY THE SAME AS THE 
ORIGINAL, BUT DUE TO A MODIFIED MEMORY EFFECT FOR DOWNWARD LOADS THE 
MODIFIED CORPUS MODEL GIVES A BETTER PREDICTION FOR THE ABOVE-MENTIONED 
CONDITIONS (REF 87, 90).  

 

FIG. 45 COMPARISON BETWEEN TEST RESULTS AND PREDICTIONS OF FATIGUE CRACK GROWTH LIFE UNDER 
FLIGHT SIMULATION LOADING IN 2024-T3 (T = 2 MM). S, SEVERE; N NORMAL; L, LIGHT. SOURCE: REF 87 

It may now be asked if all observations listed in Table 3 are covered to some extent by the basic assumptions on which 
the crack closure models are based. It then turns out that:  

• CRACK GROWTH RETARDATION AFTER OLS IS PREDICTED, BUT DELAYED 
RETARDATION IS NOT. THE RETARDATION STARTS IMMEDIATELY AFTER THE 



OVERLOAD.  
• PLANE-STRAIN/PLANE-STRESS TRANSITION IS INCLUDED IN THE CORPUS AND ONERA 

MODELS, ALTHOUGH NOT IN THE SAME WAY. IT LEADS TO A THICKNESS EFFECT, BUT 
VARIATIONS ALONG THE CRACK FRONT ARE AVERAGED OUT. THE TRANSITION IS NOT 
INCLUDED IN THE PREFFAS MODEL, BUT THE MODEL REQUIRES EMPIRICAL DATA FOR 
THE OL EFFECT REPRESENTATIVE OF THE THICKNESS CONSIDERED.  

• MULTIPLE OL EFFECTS DO OCCUR ACCORDING TO THE CORPUS AND THE ONERA 
MODELS, ALTHOUGH THEY ARE NOT MODELED IN THE SAME WAY. THE CORPUS 
MODEL PREDICTS AN INCREASING SOP DURING STATIONARY FLIGHT SIMULATION 
LOADING, WHICH IS NECESSARY TO PREDICT THE INITIALLY DECREASING CRACK 
GROWTH RATE (FIG. 35).  

• THE DIFFERENT CRACK GROWTH MECHANISMS FOR PRIMARY AND SECONDARY 
CRACK-TIP PLASTIC ZONES ARE NOT INCLUDED.  

• INCOMPATIBLE CRACK FRONT ORIENTATIONS AND RELATED PHENOMENA ARE NOT 
COVERED.  

Some comments should be made here on the verification of models. In Fig. 45 a comparison is made between predicted 
and experimental crack growth lives. This is a primitive comparison, and if the crack growth lives do agree, a 
disagreement between crack growth curves is still possible (Fig. 46). In Fig. 46(a) the agreement between Npredicted and 
Ntest is satisfactory, but that is not true for the crack growth curves or for the crack growth rate development during the 
crack growth lives. Even if the predicted and the measured crack growth curves do match quite well, that is not 
necessarily true for the crack rate in small batches of individual cycles. This question has been studied for crack growth 
under flight simulation loading (Ref 87, 91). The crack extension in the more severe flights has been determined by 
fractographic analysis. As shown by the results in Fig. 47 (Ref 91), the crack extension in the more severe flights was 
considerably larger than predicted by the modified CORPUS model, although the agreement for the macroscopic crack 
growth curve was quite good. This is not strange, because the number of the most severe flights in a flight simulation test 
is small. Incorrect predictions for the severe flights thus have a minor effect on the general behavior. There are two 
possible explanations for the discrepancy for the severe flights: the larger ∆a for primary plastic deformation (Fig. 37) and 
incompatible crack front orientation. The discrepancy indicates that the model is not reliable in all details. A real 
verification of a prediction model also requires a comparison on a microscopic level. Without such observations delayed 
retardation cannot really be documented. 

 



FIG. 46 TWO COMPARISONS BETWEEN TEST RESULTS AND PREDICTIONS FOR THE SAME DATA 

 

FIG. 47 ∆A IN THE MOST SEVERE FLIGHTS OF A FLIGT SIMULATION TEST IN 2024-T3 (T = 2 MM). ∆A IS 
LARGER THAN THE CRACK LENGTH INCREMENTS PREDICTED BY THE MODIFIED CORPUS MODEL. SOURCE: 
REF 91 

Strip Yield Models. The empirical crack closure models discussed above are based on the occurrence of crack closure in 
the wake of the crack. Assumptions are made to account for crack closure under VA loading, but plastic deformation in 
the wake of the crack is not calculated. This was done in some finite-element modeling studies (Ref 92, 93), which 
confirmed the occurrence of crack closure and simple interaction effects in qualitative agreement with empirical 
observations. Such calculations cannot be made for many cycles, so the Dugdale model was adopted and extended to 
arrive at a crack growth model that leaves plastic deformation in the wake of the crack. This type of work was started by 
Führing and Seeger (Ref 94, 95). In the Dugdale plastic zone model, plastic deformation occurs in a thin strip with a rigid 
perfectly plastic material behavior. Because the crack grows into the plastic zone, a plastic wake field is created, which 
can induce crack closure at positive stress levels. 

Quantitative strip yield models have been proposed by Dill et al. (Ref 96, 97), Newman (Ref 98), DeKoning et al. (Ref 
99), and Wang and Blom (Ref 100). The models are rather complex, which is a consequence of the nonlinear material 
behavior and the changing geometry (crack closure and crack opening). Reversed plastic deformation in the wake field 
can occur when the crack is closed and locally under compression. Iterative solution procedures are to be used, which 
require significant computer capacity for a cycle-by-cycle calculation. They also require a number of plastic elements in 
the plastic zone and in the wake of the crack (Fig. 48). Newman has introduced local averages of Sop to avoid excessive 
computer time. Plane-strain/plane-stress transitions are included by changing the yield stress used in the Dugdale model. 
This has led to a so-called plastic constraint factor α, developed by Newman and defined by him as the ratio of normal 
stresses in the plastic zone to the flow stress under tension. A separate α factor is defined by Newman for compression. 
DeKoning's interpretation of Newman's α factor is the ratio between the yield stress in tension and the yield stress in 
compression. Several predictions are reported for both simple tests with overload/underload cycles and flight simulation 
tests. In general, good agreement is reported. 



 

FIG. 48 A STRIP YIELD MODEL WITH DISCRETE PLASTICALLY STRETCHED PARTS AHEAD OF THE PHYSICAL 
CRACK TIP AND IN THE WAKE OF THE CRACK. SOURCE: REP 101 

The models cannot be discussed here in any detail. However, in comparison to the crack closure models, the 
improvements appear to be that:  

• EMPIRICAL EQUATIONS FOR CRACK CLOSURE LEVELS ARE REPLACED BY THE 
CALCULATION OF SOP AS A FUNCTION OF THE HISTORY OF PREVIOUS PLASTIC 
DEFORMATIONS. ELBER'S ASSUMPTION THAT U(R) IS INDEPENDENT OF THE CRACK 
LENGTH IS NO LONGER NECESSARY.  

• DELAYED RETARDATION IS PREDICTED (REF 101).  
• IN THE STRIP YIELD MODEL OF DE KONING, THE CONCEPT OF PRIMARY AND 

SECONDARY PLASTIC ZONES IS INTRODUCED, WHICH ACCOUNTS FOR LARGE ∆A 
VALUES OF PEAK LOADS (PREDICTION VERIFICATION IN REF 99).  

• MULTIPLE OL EFFECTS ARE PREDICTED BY THE STRIP YIELD MODEL IF THE MODELING 
IS SUFFICIENTLY REFINED (SEE ASTM STP 761, 1982, FOR EXAMPLE).  

• THE PLANE-STRAIN/PLANE-STRESS TRANSITION IS STILL COVERED BY ASSUMPTIONS.  
• INCOMPATIBLE CRACK FRONT INTERACTIONS ARE NOT COVERED.  

Strip yield models are superior to the crack closure models because the physical concept has been improved. In general 
terms, the calculation of the crack driving force, ∆Keff, is based on calculations of the history of the plastic deformations 
in the crack-tip zone and in the wake of the crack. However, it still may be questioned whether the models are sufficiently 
realistic from a mechanistic point of view (Table 3) in order to arrive at accurate predictions. There is a lot of verification 
work to be done. 
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Engineering Applications 

As a result of many experimental investigations, we have obtained a reasonably detailed picture about fatigue in metallic 
materials under variable amplitude loading. The understanding should lead us to the question whether it is possible to aim 
at accurate and reliable prediction models for engineering purposes. That is a problem schematically surveyed in Fig. 1 
about designing against fatigue. The alternative to making predictions is to carry out experiments for specific fatigue 
questions when they arise. Unfortunately, testing is not always possible. Moreover, it is not at all easy to accomplish 
experimental fatigue conditions that will give a relevant answer to our question. In many cases Miner calculations are 
made as a first life estimate, but as discussed above, they can lead to conservative estimates if a realistic S-N curve is 
extrapolated below the fatigue limit. Also, a noninteraction fatigue crack growth prediction can certainly lead to a 
conservative prediction (although even then it is a recommended practice to extrapolate the da/dN-∆K relation below 
∆Kth), but for macrocracks the noninteraction approach might well lead to overconservative predictions. In other words, 
there are still good arguments to continue our efforts for improved fatigue prediction methods. An extensive verification 
of a new model must be recommended to cover all possible conditions associated with engineering applications. The 
physical understanding to see whether a model is feasible is necessary, but verification of the accuracy is essential in 
order to be confident that the application can be justified. More comments on practical aspects of Fig. 1 are made in Ref 
102. 

A final comment should be made on types of material. As stated above, most information on fatigue under VA loading 
has been obtained in research on aircraft materials. However, mild steel is abundantly used in many welded structures, 
and fatigue and crack growth are highly relevant issues for this type of material. Mild steel differs from many high-
strength structural materials because of its own characteristic plastic yielding behavior. Plastic zone shapes are different 
for mild steel and high-strength alloys. For mild steel, Dugdale (Ref 103) observed that the shape is a narrow slit in line 
with the crack. The Dugdale concept for calculating the plastic zone shape for mild steel has been adopted in the VA strip 
yield models. Ironically, the plastic zone shape observed in high-strength alloys agrees better with the butterfly shape that 
is obtained in elastic-plastic finite-element calculations. 



 
References cited in this section 

102. J. SCHIJVE, PREDICTIONS ON FATIGUE LIFE AND CRACK GROWTH AS AN ENGINEERING 
PROBLEM: A STATE OF THE ART SURVEY, FATIGUE 96, ELSEVIER, TO BE PUBLISHED 

103. D.S. DUGDALE, YIELDING OF STEEL SHEETS CONTAINING SLITS, J. MECH. PHYS. SOLIDS, 
VOL 8, 1960, P 100-104 

Fatigue Crack Growth under Variable-Amplitude Loading 

J. Schijve, Delft University of Technology 

 

References 

1. W.L. MORRIS, O. BUCK, AND H.L. MARCUS, FATIGUE CRACK INITIATION AND EARLY 
PROPAGATION IN AL 2219-T851, MET. TRANS. A, VOL 7, 1976, P 1161-1165 

2. C.Y. KUNG AND M.E. FINE, FATIGUE CRACK INITIATION AND MICROCRACK GROWTH IN 
2024-T4 AND 2124-T4 ALUMINUM ALLOYS, MET. TRANS. A, VOL 10, 1979, P 603-610 

3. D. SIGLER, M.C. MONTPETIT, AND W.L. HAWORTH, METALLOGRAPHY OF FATIGUE CRACK 
INITIATION IN AN OVERAGED HIGH-STRENGTH ALUMINUM ALLOY, MET. TRANS. A, VOL 
14, 1983, P 931-938 

4. A.E. BLOM, A. HEDLUND, A.W. ZHAO, A. FATHALLA, B. WEISS, AND R. STICKLER, SHORT 
FATIGUE CRACK GROWTH IN AL 2024 AND AL 7475, BEHAVIOUR OF SHORT FATIGUE 
CRACKS, K.J. MILLER AND E.R. DE LOS RIOS, ED., EGF 1, MECHANICAL ENGINEERING 
PUBLICATIONS, 1986 

5. J. LANKFORD, THE GROWTH OF SMALL FATIGUE CRACKS IN 7075-T6 ALUMINUM, 
FATIGUE FRACT. ENGNG. MATER. STRUCT., VOL 5, 1982, P 233-248 

6. D. CRAIG, F. ELLYIN, AND D. KUJAWSKI, THE BEHAVIOUR OF SMALL CORNER CRACKS IN 
A FERRITIC/PEARLITIC STEEL: EXPERIMENTS AND ANALYSIS, FATIGUE FRACT. ENGNG. 
MATER. STRUCT., VOL 18, 1995, P 861-873 

7. S. SURESH, FATIGUE OF MATERIALS, CAMBRIDGE UNIVERSITY PRESS, 1991 
8. R.J.H. WANHILL, DURABILITY ANALYSIS USING SHORT AND LONG FATIGUE CRACK 

GROWTH DATA, AIRCRAFT DAMAGE ASSESSMENT AND REPAIR, INST. OF ENG. AUSTRALIA, 
BARTON, AUSTRALIA, 1991, P 100-104 

9. J. SCHIJVE, THE PRACTICAL AND THEORETICAL SIGNIFICANCE OF SMALL CRACKS: AN 
EVALUATION, FATIGUE 84, C.J. BEEVERS, ED., EMAS, WARLEY, U.K., 1984, P 751-771 

10. K.J. MILLER, THE BEHAVIOUR OF SHORT FATIGUE CRACKS AND THEIR INITIATION, PART 
I: A REVIEW OF TWO RECENT BOOKS; PART II: A GENERAL SURVEY, FATIGUE FRACT. 
ENGNG. MATER. STRUCT., VOL 10, 1987, P 57-91, 93-113 

11. K.J. MILLER, THE TWO THRESHOLDS OF FATIGUE BEHAVIOUR, FATIGUE FRACT. ENGNG. 
MATER. STRUCT., VOL 16, 1993, P 931-939 

12. J. SCHIJVE, DIFFERENCE BETWEEN THE GROWTH OF SMALL AND LARGE FATIGUE 
CRACKS: THE RELATION TO THRESHOLD K-VALUES, FATIGUE THRESHOLDS, 
FUNDAMENTALS AND ENGINEERING APPLICATIONS, J. BÄCKLUND ET AL., ED., EMAS, 
WARLEY, U.K., 1982, P 881-908 

13. C.Q. BOWLES, "THE ROLE OF ENVIRONMENT, FREQUENCY AND WAVE SHAPE DURING 
FATIGUE CRACK GROWTH IN ALUMINUM ALLOYS," PH.D. DISSERTATION, DELFT 
UNIVERSITY OF TECHNOLOGY, 1978 

14. C.Q. BOWLES AND J. SCHIJVE, CRACK TIP GEOMETRY FOR FATIGUE CRACKS GROWN IN 



AIR AND VACUUM, ADVANCES IN QUANTITATIVE MEASUREMENT OF PHYSICAL DAMAGE, J. 
LANKFORD ET AL., ED., STP 811, ASTM, 1983, P 400-426 

15. W. ELBER, "FATIGUE CRACK PROPAGATION," PH.D. DISSERTATION, UNIVERSITY OF NEW 
SOUTH WALES, AUSTRALIA, 1968 

16. W. ELBER, THE SIGNIFICANCE OF FATIGUE CRACK CLOSURE, DAMAGE TOLERANCE IN 
AIRCRAFT STRUCTURES, STP 486, ASTM, 1971, P 230-242 

17. R. KUMAR, REVIEW ON CRACK CLOSURE FOR CONSTANT AMPLITUDE LOADING IN 
FATIGUE, ENG.FRACT. MECH., VOL 42, 1992, P 389-400 

18. R.O. RITCHIE AND S. SURESH, MECHANICS AND PHYSICS OF THE GROWTH OF SMALL 
CRACKS, BEHAVIOUR OF SHORT CRACKS IN AIRFRAME COMPONENTS, AGARD CP-328, 1983 

19. M.A. MINER, CUMULATIVE DAMAGE IN FATIGUE, J. APPL. MECH., VOL 12, 1945, P A159-
A164 

20. A. PÅLMGREN, DIE LEBENSDAUER VON KUGELLAGERN, Z. VER. DEUT. ING., VOL 68, 1924, P 
339-341 

21. B.F. LANGER, FATIGUE FAILURE FROM STRESS CYCLES OF VARYING AMPLITUDE, J. APPL. 
MECH., VOL 4, 1937, P A160-A162 

22. J. SCHIJVE, THE ACCUMULATION OF FATIGUE DAMAGE IN AIRCRAFT MATERIALS AND 
STRUCTURES, AGARDOGRAPH 157, 1972 

23. E. GASSNER, STRENGTH EXPERIMENTS UNDER CYCLIC LOADING IN AIRCRAFT 
STRUCTURES, LUFTWISSEN, VOL 6, 1939, P 61-64 (IN GERMAN) 

24. E.C. NAUMANN, H.R. HARDRATH, AND E.C. GUTHRIE, "AXIAL LOAD FATIGUE TESTS OF 
2024-T3 AND 7075-T6 ALUMINUM ALLOY SHEET SPECIMENS UNDER CONSTANT- AND 
VARIABLE-AMPLITUDE LOADS," REPORT TN D-212, NASA, 1959 

25. J.B. DE JONGE, ASSESSMENT OF SERVICE LOAD EXPERIENCE, AERONAUTICAL FATIGUE IN 
THE ELECTRONIC ERA, A. BERKOVITS, ED., EMAS, WARLEY, U.K., 1989, P 1-42 

26. J.B. DE JONGE, NATIONAL AEROSPACE LABORATORY, AMSTERDAM, PRIVATE 
COMMUNICATION, 1995 

27. J. SCHIJVE, THE SIGNIFICANCE OF FLIGHT SIMULATION FATIGUE TESTS, DURABILITY AND 
DAMAGE TOLERANCE IN AIRCRAFT DESIGN, A. SALVETTI AND G. CAVALLINI, ED., EMAS, 
WARLEY, U.K., 1985, P 71-170 

28. J. SCHIJVE, F.A. JACOBS, AND P.J. TROMP, "FATIGUE CRACK GROWTH IN ALUMINIUM 
ALLOY SHEET MATERIAL UNDER FLIGHT-SIMULATION LOADING: EFFECT OF DESIGN 
STRESS LEVEL AND LOADING FREQUENCY," REPORT TR 72018, NATIONAL AEROSPACE 
LABORATORY, AMSTERDAM, 1972 

29. A. HARTMAN, ON THE EFFECT OF OXYGEN AND WATER VAPOUR ON THE PROPAGATION 
OF FATIGUE CRACKS IN 2024-T3 ALCLAD SHEET, INT. J. FRACT. MECH., VOL 1, 1965, P 167 

30. F.J. BRADSHAW AND C. WHEELER, THE EFFECT OF GASEOUS ENVIRONMENT AND 
FATIGUE FREQUENCY ON THE GROWTH OF FATIGUE CRACKS IN SOME ALUMINIUM 
ALLOYS, INT. J. FRACT. MECH., VOL 6, 1969, P 225 

31. D. BROEK, "FATIGUE CRACK GROWTH AND RESIDUAL STRENGTH OF ALUMINIUM SHEET 
AT LOW TEMPERATURE," REPORT TR 72096, NATIONAL AEROSPACE LABORATORY, 
AMSTERDAM, 1972 

32. J. SCHIJVE, EFFECTS OF TEST FREQUENCY ON FATIGUE CRACK PROPAGATION UNDER 
FLIGHT-SIMULATION LOADING, SYMP. ON RANDOM LOAD FATIGUE, AGARD CP 118, 1972 

33. K. ENDO AND Y. MIYAO, EFFECTS OF CYCLIC FREQUENCY ON THE CORROSION FATIGUE 
STRENGTH, BULLETIN JAPAN. SOC. MECH. ENGINEERS, VOL 1, 1958, P 374-380 

34. J.C.P. KAM, RECENT DEVELOPMENT IN THE FAST CORROSION FATIGUE ANALYSIS OF 
OFFSHORE STRUCTURES SUBJECT TO RANDOM WAVE LOADING, INT. J. FATIGUE, VOL 12, 
1990, P 458-468 

35. W. SCHÜTZ, STANDARDIZED STRESS-TIME HISTORIES: AN OVERVIEW, DEVELOPMENT OF 



FATIGUE LOAD SPECTRA, STP 1006, ASTM, 1989, P 3-16 
36. A.A. TEN HAVE, "WISPER AND WISPERX: A SUMMARY PAPER DESCRIBING THEIR 

BACKGROUND, DERIVATION AND STATISTICS," REPORT TP 92410, NATIONAL AEROSPACE 
LABORATORY, AMSTERDAM, 1992 

37. J. SCHIJVE AND F.A. JACOBS, "FATIGUE TESTS ON NOTCHED AND UNNOTCHED CLAD 24 S-
T SHEET SPECIMENS TO VERIFY THE CUMULATIVE DAMAGE HYPOTHESIS," REPORT M, 
1982, NATIONAL AEROSPACE LABORATORY, AMSTERDAM, 1955 

38. G. WÅLLGREN, REVIEW OF SOME SWEDISH INVESTIGATIONS ON FATIGUE DURING THE 
PERIOD JUNE 1959 TO APRIL 1961, REPORT FFA-TN-HE 879, FFA, STOCKHOLM, 1961 

39. R.B. HEYWOOD, THE EFFECT OF HIGH LOADS ON FATIGUE, COLLOQUIUM ON FATIGUE, W. 
WEIBULL AND F.K.G. ODQUIST, ED., SPRINGER VERLAG, 1956, P 92-102 

40. C.M. SHARP, D.H.--AN OUTLINE OF DE HAVILLAND HISTORY, FABER AND FABER, LONDON, 
1960 

41. J. BOISSONAT, EXPERIMENTAL RESEARCH ON THE EFFECTS OF A STATIC PRELOADING 
ON THE FATIGUE LIFE OF STRUCTURAL COMPONENTS, FATIGUE OF AIRCRAFT 
STRUCTURES, W. BARROIS AND E. RIPLEY, ED., PERGAMON PRESS, 1963, P 97-113 

42. FATIGUE CRACK GROWTH UNDER SPECTRUM LOADS, STP 595, ASTM, 1976 
43. J. SCHIJVE, FATIGUE DAMAGE ACCUMULATION AND INCOMPATIBLE CRACK FRONT 

ORIENTATION, ENG.FRACT. MECH., VOL 6, 1974, P 245-252 
44. J. SCHIJVE, OBSERVATIONS ON THE PREDICTION OF FATIGUE CRACK PROPAGATION 

UNDER VARIABLE-AMPLITUDE LOADING, FATIGUE CRACK GROWTH UNDER SPECTRUM 
LOADS, STP 595, ASTM, 1976, P 3-23 

45. W.J. MILLS AND R.W. HERTZBERG, THE EFFECT OF SHEET THICKNESS ON FATIGUE CRACK 
RETARDATION IN 2024-T3 ALUMINUM ALLOY, ENG. FRACT. MECH., VOL 7, 1975, P 705-711 

46. G.S. PETRAK, STRENGTH LEVEL EFFECTS ON FATIGUE CRACK GROWTH AND 
RETARDATION, ENG. FRACT. MECH., VOL 6, 1974, P 725-733 

47. W. DAHL AND G. ROTH, "ON THE INFLUENCE OF OVERLOADS ON FATIGUE CRACK 
PROPAGATION IN STRUCTURAL STEELS," TECH. UN. AACHEN, 1979 

48. W.J. MILLS AND R.W. HERTZBERG, LOAD INTERACTION EFFECTS ON FATIGUE CRACK 
PROPAGATION IN 2024-T3 ALUMINUM ALLOY, ENG. FRACT. MECH., VOL 8, 1976, P 657-667 

49. Y.K. TÜR AND Ö. VARDAR, PERIODIC TENSILE OVERLOADS IN 2024-T3 AL-ALLOY, ENG. 
FRACT. MECH., VOL 53, 1996, P 69-77 

50. M.R. LING AND J. SCHIJVE, FRACTOGRAPHIC ANALYSIS OF CRACK GROWTH AND SHEAR 
LIP DEVELOPMENT UNDER SIMPLE VARIABLE-AMPLITUDE LOADING, FATIGUE FRACT. 
ENGNG. MATER. STRUCT., VOL 13, 1990, P 443-456 

51. T.C. LINDLEY AND C.E. RICHARDS, THE RELEVANCE OF CRACK CLOSURE TO FATIGUE 
CRACK PROPAGATION, MATER. SCI. ENG., VOL 14, 1974, P 281-293 

52. F.A. VEER, "THE EFFECT OF SHEAR LIPS, LOADING TRANSITIONS AND TEST FREQUENCY 
ON CONSTANT ∆K AND CONSTANT LOAD AMPLITUDE FATIGUE TESTS," PH.D. 
DISSERTATION, DELFT UNIVERSITY OF TECHNOLOGY, 1993 

53. J. ZUIDEMA, "SQUARE AND SLANT FATIGUE CRACK GROWTH," PH.D. DISSERTATION, 
DELFT UNIVERSITY OF TECHNOLOGY, 1995 

54. J. SCHIJVE, FOUR LECTURES ON FATIGUE CRACK GROWTH, ENG. FRACT. MECH., VOL 11, 
1979, P 176-221 

55. M.R. LING AND J. SCHIJVE, THE EFFECT OF INTERMEDIATE HEAT TREATMENTS AND 
OVERLOAD INDUCED RETARDATIONS DURING FATIGUE CRACK GROWTH IN AN AL-
ALLOY, FATIGUE FRACT. ENGNG. MATER. STRUCT., VOL 15, 1992, P 421-430 

56. P.J. BERNARD, T.C. LINDLEY, AND C.E. RICHARDS, MECHANISMS OF OVERLOAD 
RETARDATION DURING FATIGUE CRACK PROPAGATION, FATIGUE CRACK GROWTH 
UNDER SPECTRUM LOADING, STP 595, ASTM, 1976, P 78-96 



57. R.G. CHERMAHINI, K.N. SHIVAKUMAR, AND J.C. NEWMAN, JR., THREE DIMENSIONAL 
FINITE-ELEMENT SIMULATION OF FATIGUE-CRACK GROWTH AND CLOSURE, MECHANICS 
OF FATIGUE CRACK CLOSURE, J.C. NEWMAN, JR. AND W. ELBER, ED., STP 982, ASTM, 1988, P 
398-413 

58. A.F. GRANDT, "THREE-DIMENSIONAL MEASUREMENTS OF FATIGUE CRACK CLOSURE," 
REPORT CR-175366, NASA, 1984 

59. A.J. MCEVILY, "CURRENT ASPECTS OF FATIGUE: APPENDIX--OVERLOAD EXPERIMENTS," 
PAPER PRESENTED AT FATIGUE 1977, UNIVERSITY OF CAMBRIDGE 

60. H.L. EWALDS AND R.T. FURNEE, CRACK CLOSURE MEASUREMENTS ALONG THE CRACK 
FRONT IN CENTER CRACKED SPECIMENS, INT. J. FRACT., VOL 14, 1978, P R53 

61. W. SCHÜTZ, THE PREDICTION OF FATIGUE LIFE IN THE CRACK INITIATION AND 
PROPAGATION STAGES: A STATE OF THE ART SURVEY, ENG. FRACT. MECH., VOL 11, 1979, 
P 405-421 

62. P. HEULER AND W. SCHÜTZ, FATIGUE LIFE PREDICTION IN THE CRACK INITIATION AND 
CRACK PROPAGATION STAGES, DURABILITY AND DAMAGE TOLERANCE IN AIRCRAFT 
DESIGN, A. SALVETTI AND G. CAVALLINI, ED., EMAS, WARLEY, U.K., 1985, P 33-69 

63. J. SCHIJVE, CUMULATIVE DAMAGE PROBLEMS IN AIRCRAFT STRUCTURES AND 
MATERIALS, AERO. J., VOL 74, 1970, P 517-532 

64. N.E. RYAN, "THE INFLUENCE OF STRESS INTENSITY HISTORY ON FATIGUE-CRACK 
GROWTH," REPORT ARL/MET. 92, AEROSPACE RESEARCH LABORATORY, MELBOURNE, 
AUSTRALIA, 1973 

65. J. SCHIJVE, EFFECT OF LOAD SEQUENCES ON CRACK PROPAGATION UNDER RANDOM 
AND PROGRAM LOADING, ENG. FRACT. MECH., VOL 5, 1973, P 269-280 

66. J.B. DE JONGE, D. SCHÜTZ, H. LOWAK, AND J. SCHIJVE, "A STANDARDIZED LOAD 
SEQUENCE FOR FLIGHT SIMULATION TESTS ON TRANSPORT AIRCRAFT WING 
STRUCTURES," REPORT TR-73029, NATIONAL AEROSPACE LABORATORY, AMSTERDAM, 
1973 

67. J. SCHIJVE, A.M. VLUTTERS, S.P. ICHSAN, AND J.C. PROVOKLUIT, CRACK GROWTH IN 
ALUMINIUM ALLOY SHEET MATERIAL UNDER FLIGHT-SIMULATION LOADING, INT. J. 
FATIGUE, VOL 7, 1985, P 127-136 

68. C.R. SAFF AND D.R. HOLLOWAY, EVALUATION OF CRACK GROWTH GAGES FOR SERVICE 
LIFE TRACKING, FRACT. MECH., R. ROBERTS, ED., STP 743, ASTM, 1981, P 623-640 

69. J. SCHIJVE, F.A. JACOBS, AND P.J. TROMP, "CRACK PROPAGATION IN ALUMINIUM ALLOY 
SHEET MATERIALS UNDER FLIGHT-SIMULATION LOADING," REPORT TR 68117, NATIONAL 
AEROSPACE LABORATORY, AMSTERDAM, 1968 

70. R.J.H. WANHILL, "THE INFLUENCE OF STARTER NOTCHES ON FLIGHT SIMULATION 
FATIGUE CRACK GROWTH," REPORT MP 95127, NATIONAL AEROSPACE LABORATORY, 
AMSTERDAM, 1995 

71. D. BROEK, ELEMENTARY ENGINEERING FRACTURE MECHANICS, 4TH ED., MARTINUS 
NIJHOFF PUBLISHERS, THE HAGUE, 1985 

72. J. SCHIJVE, F.A. JACOBS, AND P.J. TROMP, "FLIGHT-SIMULATION TESTS ON NOTCHED 
ELEMENTS," REPORT TR 74033, NATIONAL AEROSPACE LABORATORY, AMSTERDAM, 1974 

73. A.U. DE KONING, A SIMPLE CRACK CLOSURE MODEL FOR PREDICTION OF FATIGUE 
CRACK GROWTH RATES UNDER VARIABLE-AMPLITUDE LOADING, FRACTURE 
MECHANICS, R. ROBERTS, ED., STP 743, ASTM, 1981, P 63 

74. A.U. DE KONING AND D.J. DOUGHERTY, PREDICTION OF LOW AND HIGH CRACK GROWTH 
RATES UNDER CONSTANT AND VARIABLE AMPLITUDE LOADING, FATIGUE CRACK 
GROWTH UNDER VARIABLE AMPLITUDE LOADING, J. PETIT ET AL., ED., ELSEVIER, 1989, P 
208-217 

75. J. SCHIJVE, FUNDAMENTAL ASPECTS OF PREDICTIONS ON FATIGUE CRACK GROWTH 



UNDER VARIABLE-AMPLITUDE LOADING, THEORETICAL CONCEPTS AND NUMERICAL 
ANALYSIS OF FATIGUE, A.F. BLOM AND C.J. BEEVERS, ED., EMAS, WARLEY, U.K., 1992, P 
111-130 

76. S.P. ICHSAN, "FATIGUE CRACK GROWTH PREDICTIONS OF SURFACE CRACKS UNDER 
CONSTANT-AMPLITUDE AND VARIABLE-AMPLITUDE LOADING," PH.D. DISSERTATION, 
DELFT UNIVERSITY OF TECHNOLOGY, 1994 

77. J. SCHIJVE AND P. DE RIJK, "THE CRACK PROPAGATION IN TWO ALUMINIUM ALLOYS IN 
AN INDOOR AND OUTDOOR ENVIRONMENT UNDER RANDOM AND PROGRAMMED LOAD 
SEQUENCES," REPORT TR M.2156, NATIONAL AEROSPACE LABORATORY, AMSTERDAM, 
1965 

78. E.P. PHILLIPS AND J.C. NEWMAN, JR., IMPACT OF SMALL-CRACK EFFECTS ON DESIGN-LIFE 
CALCULATIONS, EXP. MECH., JUNE 1989, P 221-224 

79. J.F. MARTIN, T.H. TOPPER, AND G.M. SINCLAIR, COMPUTER BASED SIMULATION OF 
CYCLIC STRESS-STRAIN BEHAVIOR WITH APPLICATIONS TO FATIGUE, MAT.RES. STAND., 
VOL 11, 1971, P 23-28, 50 

80. R.M. WETZEL, ED., FATIGUE UNDER COMPLEX LOADING: ANALYSIS AND EXPERIMENTS, VOL 
7, ADVANCES IN ENGINEERING, SAE, 1977 

81. H. NEUBER, THEORY OF STRESS CONCENTRATION FOR SHEAR STRAINED PRISMATICAL 
BODIES WITH ARBITRARY NONLINEAR STRESS-STRAIN LAW, J. APPLIED MECH., VOL 28, 
1961, P 544-550 

82. N.E. DOWLING, MECHANICAL BEHAVIOR OF MATERIALS: ENGINEERING METHODS FOR 
DEFORMATION, FRACTURE, AND FATIGUE, PRENTICE-HALL, 1993 

83. J. SCHIJVE, SOME REMARKS ON THE CUMULATIVE DAMAGE, MINUTES FOURTH ICAF 
CONF., 1956 

84. F.R. SHANLEY, A PROPOSED MECHANISM OF FATIGUE FAILURE, COLLOQUIUM ON 
FATIGUE, W. WEIBULL AND F.K.G. ODQUIST, ED., SPRINGER VERLAG, 1956, P 251-259 

85. J. WILLENBORG, R.M. ENGLE, AND H.A. WOOD, "A CRACK GROWTH RETARDATION 
MODEL USING AN EFFECTIVE STRESS CONCEPT," REPORT TR71-1, AIR FORCE FLIGHT 
DYNAMIC LABORATORY, WRIGHT-PATTERSON AIR FORCE BASE, 1971 

86. O.E. WHEELER, SPECTRUM LOADING AND CRACK GROWTH,J. BASIC ENG., VOL 94, 1972, P 
181-186 

87. U.H. PADMADINATA, "INVESTIGATION OF CRACK-CLOSURE PREDICTION MODELS FOR 
FATIGUE IN ALUMINUM SHEET UNDER FLIGHT-SIMULATION LOADING," PH.D. 
DISSERTATION, DELFT UNIVERSITY OF TECHNOLOGY, 1990 

88. G. BAUDIN AND M. ROBERT, CRACK GROWTH LIFE TIME PREDICTION UNDER 
AERONAUTICAL TYPE LOADING, PROC. FIFTH EUROPEAN CONF. ON FRACTURE, 1984, P 779 

89. D. ALIAGA, A. DAVY, AND H. SCHAFF, A SIMPLE CRACK CLOSURE MODEL FOR 
PREDICTING FATIGUE CRACK GROWTH UNDER FLIGHT SIMULATION LOADING, 
DURABILITY AND DAMAGE TOLERANCE IN AIRCRAFT DESIGN, A. SALVETTI AND G. 
CAVALLINI, ED., EMAS, WARLEY, U.K., 1985, P 605-630 

90. U.H. PADMADINATA AND J. SCHIJVE, PREDICTION OF FATIGUE CRACK GROWTH UNDER 
FLIGHT-SIMULATION LOADING WITH THE MODIFIED CORPUS MODEL, ADVANCED 
STRUCTURAL INTEGRITY METHODS FOR AIRFRAME DURABILITY AND DAMAGE TOLERANCE, 
C.E. HARRIS, ED., CONF. PUBLICATION 3274, NASA, 1994, P 547-562 

91. J. SIEGL, J. SCHIJVE, AND U.H. PADMADINATA, FRACTOGRAPHIC OBSERVATIONS AND 
PREDICTIONS ON FATIGUE CRACK GROWTH IN AN ALUMINIUM ALLOY UNDER 
MINITWIST FLIGHT-SIMULATION LOADING, INT. J. FATIGUE, VOL 13, 1991, P 139-147 

92. J.C. NEWMAN AND H. ARMEN, ELASTIC-PLASTIC ANALYSIS OF A PROPAGATING CRACK 
UNDER CYCLIC LOADING, AIAA J., VOL 13, 1975, P 1017-1023 

93. K. OHJI, K. OGURA, AND Y. OHKUBO, CYCLIC ANALYSIS OF A PROPAGATING CRACK AND 



ITS CORRELATION WITH FATIGUE CRACK GROWTH, ENG. FRACT. MECH., VOL 7, 1975, P 
457-463 

94. H. FÜHRING AND T. SEEGER, STRUCTURAL MEMORY OF CRACKED COMPONENTS UNDER 
IRREGULAR LOADING, FRACTURE MECHANICS, C.W. SMITH, ED., STP 677, ASTM, 1979, P 
1144-1167 

95. H. FÜHRING AND T. SEEGER, DUGDALE CRACK CLOSURE ANALYSIS OF FATIGUE CRACKS 
UNDER CONSTANT AMPLITUDE LOADING, ENG. FRACT. MECH., VOL 11, 1979, P 99-122 

96. H.D. DILL AND C.R. SAFF, SPECTRUM CRACK GROWTH PREDICTION METHOD BASED ON 
CRACK SURFACE DISPLACEMENT AND CONTACT ANALYSIS, FATIGUE CRACK GROWTH 
UNDER SPECTRUM LOADS, STP 595, ASTM, 1976, P 306-319 

97. H.D. DILL, C.R. SAFF, AND J.M. POTTER, EFFECTS OF FIGHTER ATTACK SPECTRUM AND 
CRACK GROWTH, EFFECTS OF LOAD SPECTRUM VARIABLES ON FATIGUE CRACK INITIATION 
AND PROPAGATION, D.F. BRYAN AND J.M. POTTER, ED., STP 714, ASTM, 1980, P 205-217 

98. J.C. NEWMAN, JR., A CRACK-CLOSURE MODEL FOR PREDICTING FATIGUE CRACK 
GROWTH UNDER AIRCRAFT SPECTRUM LOADING, METHODS AND MODELS FOR 
PREDICTING FATIGUE CRACK GROWTH UNDER RANDOM LOADING, J.B. CHANG AND C.M. 
HUDSON, ED., STP 748, ASTM, 1981, P 53-84 

99. D.J. DOUGHERTY, A.U. DE KONING, AND B.M. HILLBERRY, MODELLING HIGH CRACK 
GROWTH RATES UNDER VARIABLE AMPLITUDE LOADING, ADVANCES IN FATIGUE 
LIFETIME PREDICTIVE TECHNIQUES, STP 1122, ASTM, 1992, P 214-233 

100. G.S. WANG AND A.F. BLOM, A STRIP MODEL FOR FATIGUE CRACK GROWTH PREDICTIONS 
UNDER GENERAL LOAD CONDITIONS, ENG. FRACT. MECH., VOL 40, 1991, P 507-533 

101. A.U. DE KONING AND G. LIEFTING, ANALYSIS OF CRACK OPENING BEHAVIOR BY 
APPLICATION OF A DISCRETIZED STRIP YIELD MODEL, MECHANICS OF FATIGUE CRACK 
CLOSURE, J.C. NEWMAN, JR. AND W. ELBER, ED., STP 982, ASTM, 1988, P 437-458 

102. J. SCHIJVE, PREDICTIONS ON FATIGUE LIFE AND CRACK GROWTH AS AN ENGINEERING 
PROBLEM: A STATE OF THE ART SURVEY, FATIGUE 96, ELSEVIER, TO BE PUBLISHED 

103. D.S. DUGDALE, YIELDING OF STEEL SHEETS CONTAINING SLITS, J. MECH. PHYS. SOLIDS, 
VOL 8, 1960, P 100-104 

 

Fatigue Crack Thresholds 

A.J. McEvily, University of Connecticut 

 

Introduction 

THE FATIGUE CRACK THRESHOLD is a function of a number of variables, including the material, the test conditions, 
the R-ratio, and the environment. ASTM E 647 defines the fatigue crack growth threshold, ∆Kth, as that asymptotic value 
of ∆K at which da/dN approaches zero. For most materials an operational, although arbitrary, definition of ∆Kth is given 
as that ∆K which corresponds to a fatigue crack growth rate of 10-10 m/cycle. 

Figure 1 (Ref 1) depicts the form of the da/dN versus ∆K plot, where a is the crack length, N is the number of cycles, and 
∆K is the range of the stress-intensity factor in a loading cycle. The curve shown is bounded by two limits, the upper limit 
being the fracture toughness of the material and the lower limit being the threshold. 



 

FIG. 1 SCHEMATIC ILLUSTRATION OF THE DIFFERENT REGIMES OF STABLE FATIGUE CRACK PROPAGATION. 
SOURCE: REF 1 

It is appropriate to review some background information before dealing specifically with the topic of thresholds. For 
example, although the subject of fatigue has been investigated since the mid-nineteenth century, attention was not focused 
on the fatigue crack growth aspect of the fatigue process until the 1950s. Several events occurred in this latter period that 
led to increased interest in concern about fatigue crack growth. One of these was the investigation of the crashes of the 
Comet jet-aircraft, which raised awareness of the importance of fatigue crack growth. A second development was the 
emergence of the field of fracture mechanics, which permitted the quantitative analysis of fatigue crack growth. The third 
major development was the advent of the transmission electron microscope and a bit later the scanning electron 
microscope, which permitted detailed analysis of the fractographic features associated with fatigue crack growth. 

Some of the early studies that relate to what we now refer to as the threshold were carried out by Frost and Dugdale (Ref 
2). They observed that under certain loading conditions, nonpropagating cracks formed at notch roots, and Fig. 2 is an 
example of the type of plot they developed. The plot shows three regions. In one region, the stress amplitude was 
sufficient to result in complete fracture. In a second region, where the stress amplitude was smaller than the endurance 
limit divided by KT, the theoretical stress concentration factor, no cracks formed. In a third region, nonpropagating cracks 
formed. These cracks exhibited a decreasing rate of growth with increase in crack length before reaching a growth rate of 
zero, over many millions of cycles, at a crack length of the order of a millimeter. 



 

FIG. 2 FROST AND DUGDALE PLOT OF NOMINAL ALTERNATING STRESS VERSUS KT FOR REVERSED DIRECT 
STRESS MILD STEEL SPECIMENS HAVING NOTCHES 5 MM DEEP. SOURCE: REF 2 

Frost (Ref 3) also determined an empirical relationship between crack length and the stress necessary for crack growth. 
Notched test specimens were cycled to introduce fatigue cracks, then reprofiled to remove the notches. The specimens 
were then stress relieved to minimize any residual stresses introduced during the precracking. The fatigue-cracked 
specimens were then subjected to fully reversed cycling, and the subsequent fatigue crack growth behavior was noted. 
Tests in which a crack did not grow were continued for at least 50 × 106 cycles. The fatigue limit for cracked specimens is 
shown in Fig. 3 as a function of crack length for copper plates. Frost observed that the equation 3

aσ  a = C, where σa is the 
stress amplitude, a is the crack length, and C is a constant, described the fatigue limit for such precracked specimens. At 
the shortest fatigue crack lengths, the plain fatigue strength is plotted as an upper limit to the stress amplitude, an 
indication that Frost realized that there was a transition from crack length control of the fatigue limit to material control in 
the very short crack length region. Further mention of this transition is made below. Fatigue-limit data of this nature were 
later analyzed by Frost et al. (Ref 4) in terms of the fracture mechanics parameter ∆K, with ∆K taken to be equal to 1.1 × 

σa (πa) 
1
2 . Table 1 gives both the constant C as well as the corresponding ∆Kth values. The ∆Kth values decrease with 

decrease in crack length, and this may be associated with crack closure, as discussed below. 

TABLE 1 FATIGUE CRACK THRESHOLDS COMPARED WITH THE CONSTANT C = ( 3
aσ ) · A 

MATERIAL  STRESS 
RELIEVED 1 
H AT:  

TENSILE 
STRENGTH, 
MPA  

PLAIN 
FATIGUE 
STRENGTH, 50 
× 106 
CYCLES, MPA  

C (MPA)3 
· M  

∆KTH 
(CRACK 
LENGTH 
0.5-5 MM), 
MPA m   

∆KTH 
(CRACK 
LENGTH 
0.025-0.25 
MM) 
MPA m   

INCONEL  600 °C IN 
VACUUM  

655  ±220  750  6.4  . . .  

NICKEL  500 °C IN 
VACUUM  

455  ±140  700  5.9  . . .  

18/8 AUSTENITIC 600 °C IN 685  ±360  540  6.0  . . .  



STEEL  VACUUM  
LOW-ALLOY STEEL  570 °C IN 

VACUUM  
835  ±460  510  6.3  . . .  

MILD STEEL  650 °C IN 
VACUUM  

530  ±200  510  6.4  4.2  

NICKEL-CHROMIUM 
ALLOY STEEL  

570 °C IN 
VACUUM  

925  ±500  510  6.4  3.3  

MONEL  500 °C IN 
VACUUM  

525  ±240  360  5.6  . . .  

PHOSPHOR BRONZE  500 °C IN AIR  325  ±130  160  3.7  . . .  
60/40 BRASS  550 °C IN AIR  330  ±105  94  3.1  . . .  
COPPER  600 °C IN 

VACUUM  
225  ±62  56  2.7  1.6  

4.5CU-AL  . . .  450  ±140  19  2.1  1.2  
ALUMINUM  320 °C IN 

VACUUM  
77  ±27  4  1.02  . . .  

 

 

FIG. 3 FATIGUE LIMIT OF CRACKED COPPER PLATE. SOURCE: REF 3 

Frost and Greenan (Ref 5) also determined the critical stress for growth of a fatigue crack as a function of R, where R is 
the ratio of the minimum to maximum stress in a loading cycle. Table 2 gives their results. As R increases, the value of 
∆Kth decreases. 

TABLE 2 CRITICAL STRESS REQUIRED TO CAUSE A CRACK TO GROW 

MATERIAL 
STRESS-RELIEVED 1 H AT:  

TENSILE 
STRENGTH, 
MPA  

STRESS 
RATIO, R  

C, 
MPA · M  

∆KTH 
(CRACK LENGTH 
0.5-5 MM), 
MPA m   

0.13  56  6.6  
0.35  37  5.2  
0.49  17  4.3  

MILD STEEL 650 °C IN VACUUM  430  

0.64  14  3.2  



  0.75  15  3.8  
0   65  6.0  
0.33  37  5.9  
0.62  22  4.6  

18/8 AUSTENITIC STEEL 4 H AT 500 °C IN VACUUM  665  

0.74  18  4.1  
0   0.93  1.7  
0.33  0.75  1.4  

ALUMINUM 320 °C IN VACUUM  77  

0.53  0.56  1.2  
0   2.8  2.1  
0.33  1.9  1.7  
0.5  1.2  1.5  

4.5CU-AL (BS L65)  495  

0.67  0.6  1.2  
0   4.7  2.5  
0.33  1.9  1.8  
0.56  1.4  1.5  
0.69  1.1  1.4  

COPPER 600 °C IN VACUUM  215  

0.80  1.1  1.3  
COMMERCIALLY PURE TITANIUM 700 °C IN VACUUM  540  0.60  3.3  2.2  

0   93  7.9  
0.33  65  6.5  
0.57  28  5.2  

NICKEL 2 H AT 850 °C IN VACUUM  430  

0.71  14  3.6  
0   79  6.6  
0.33  32  5.1  
0.50  19  4.4  

LOW-ALLOY STEEL 650 °C IN VACUUM  680  

0.64  9  3.3  
0   61  7.0  
0.33  39  6.5  
0.50  24  5.2  

MONEL 2 H AT 800 °C IN VACUUM  525  

0.67  12  3.6  
MARAGING STEEL(A)  2000  0.67  4.7  2.7  

0.33  14  4.1  
0.50  11  3.2  

PHOSPHOR BRONZE 550 °C IN AIR  370  

0.74  4  2.4  
0   14  3.5  
0.33  11  3.1  
0.51  4  2.6  

60/40 BRASS 550 °C IN AIR  325  

0.72  3  2.6  
0   93  7.1  
0.57  28  4.7  

INCONEL 2 H AT 800 °C IN VACUUM  650  

0.71  14  4.0   
(A) HEAT TREATED AFTER FATIGUE CRACKING: 1 H AT 820 °C, AIR COOLED, 3 H AT 480 °C  

Paris et al. (Ref 6) were the first to determine the threshold value, ∆Kth, at crack growth rates of the order of 2.5 × 10-11 
m/cycle. Paris was concerned about the situation where existing material flaws are small and lightly stressed but are 
subjected to a large number of cycles over a lifetime. It was therefore of interest to examine slow rates of growth of 
fatigue cracks as well as the secondary variables that may affect these rates, such as mean stress, environment, and 
temperature. In these studies, compact tension specimens and a load shedding technique were used to approach threshold. 
Figure 4 shows the results for an A533 B-1 steel tested at R = 0.1. 



 

FIG. 4 PARIS DATA FOR FATIGUE CRACK PROPAGATION OF ASTM A533 B-1 STEEL, R = 0.10, AMBIENT ROOM 
AIR, 75 °F. SOURCE: REF 6 

Interest in fatigue testing at low fatigue crack growth rates grew during the 1970s to the extent that an international 
symposium on fatigue thresholds was held in Stockholm in 1981. This was followed in 1983 by a second symposium on 
fatigue crack growth threshold concepts. Since that time, research has increased considerably. 

Two other developments have played an important role in explaining fatigue crack behavior at the threshold level. One of 
these is crack closure, a phenomenon discovered by Elber (Ref 7). The other development is modelling of short crack 
behavior. 



Crack closure can occur during the unloading portion of a fatigue cycle and is defined as the contacting of the opposing 
surfaces of a crack before the minimum of the loading cycle is reached. The crack opening load is that particular load 
level during the loading portion of a cycle at which the crack surfaces become fully separated. Usually the crack opening 
process is viewed in a continuum sense as an unzippering process, in which contact between the opposing crack surfaces 
is first lost at some distance behind the crack tip, then progressively closer to the crack tip until all contact is lost at the 
opening level. Only that portion of a loading cycle above the opening level is considered to be effective in propagating the 
fatigue crack (i.e., ∆Keff = Kmax - Kop). The rate of fatigue crack growth then becomes a function of ∆Keff, provided that the 
nature of the cracking process at the crack tip is similar (i.e., we are not comparing branched cracks with nonbranched 
cracks). ASTM STP 982 provides a comprehensive review of this subject. 

To illustrate the importance of crack closure on the propagation or nonpropagation of fatigue cracks, consider the results 
obtained by Pippan with Armco iron (Ref 8). He prepared specimens that contained slightly blunted, closure-free long 
cracks. These specimens were then cyclically loaded at various R values that included compression-compression cycling. 
Pippan observed that the initial fatigue crack growth rate was independent of the R value and was a function only of ∆K, 
which initially was identical to ∆Keff because of the closure-free starting condition. As roughness-induced closure 
developed, the rate of crack growth decreased with decrease in ∆Keff and became sensitive to the R value, with crack 
arrest occurring under compression-compression loading. The conditions of loading, as well as Kop, are shown in Fig. 5. 
For each test the corresponding R and ∆K values are indicated in parentheses. Cracks became nonpropagating if the Kmax 
value did not exceed ∆Kth. Further, the fact that the initial rate was independent of R implies that the cracks were initially 
closing only at Kmin, even for compression-compression loading. This means that even if Kmin is in compression, its value 
is initially significant in defining ∆Keff. The observed behavior can be analyzed with the aid of the following constitutive 
relation:  

  
(EQ 1) 

To allow for the development of crack closure with crack advance, Eq 1 becomes:  

  

(EQ 2) 

For Armco iron, the value of A is 1.8 × 10-10 (MPa)-2, is the length of the crack that develops from the blunted crack, 
and k is a parameter that relates to the rate of crack closure development in the wake of the new crack. For Armco iron it 
has a value of 2 mm-1 with λ measured in millimeters. Figure 6 compares the experimental results with the predicted 
results based upon Eq 2, and the agreement is quite good, illustrating the importance of crack closure in interpreting some 
fatigue crack growth phenomena. Other constitutive relations involving the threshold level have been proposed. For 
example, Ohta et al. (Ref 9) have used the nonlinear equation da/dN = C[(∆K)m - (∆Kth)m] to fit da/dN versus ∆K data by a 
regression method to evaluate the 99% confidence intervals. Experimental results on fatigue crack propagation properties 
of welded joints in several low-alloy steels (SM50B, HT80, SB42, and SPV50) were compared by using these confidence 
intervals. 



 

FIG. 5 PIPPAN LOADING CONDITIONS WITH THE VARIATION OF KTH AND KOP AS A FUNCTION OF KMIN IN 
ARMCO IRON. THE VERTICAL LINES INDICATE THE RANGE OF ∆K USED BY PIPPAN (REF 8) AT EACH R VALUE. 



 

FIG. 6 PIPPAN DATA FOR FATIGUE CRACK GROWTH RATE AS A FUNCTION OF CRACK LENGTH AND R IN 
ARMCO IRON. SOLID LINES REPRESENT THE EXPERIMENTAL FINDINGS OF PIPPAN (REF 8). DASHED LINES 
ARE PREDICTED VALUES (A. MCEVILY AND Z. YANG, MET. TRANS., VOL 22A, 1991, P 1079). (A) ∆K = 16 
MPA m . (B) ∆K = MPA m  

The types of closure mechanisms include plasticity-induced, roughness-induced, oxide-induced, and fretting-debris-
induced. The type of closure mechanism can vary with test condition and material. For example, if an overload is applied 
near threshold, plasticity-induced closure in the plane-stress, surface regions of a specimen may be important (Ref 10). 
More often, roughness-induced closure accompanied by differing degrees of wear in various materials is the important 
type of closure at threshold. Increasing fracture surface roughness tends to correlate with lower fatigue crack growth rates, 
and this has been related to variations in the extent of crack closure (Ref 11). 

There is also an influence of the R level on the extent of roughness. For example, at R = -1, lower thresholds are found 
than at small positive R values. This is due to the development of smoother crack surfaces due to the compressive loads 
and consequently less roughness-induced crack closure (Ref 12). It has been noted by Ohta et al. (Ref 13) that the fracture 



surface appearance can differ significantly at a given growth rate as a function of the R value. Blom (Ref 12) found, in 
studies of near-threshold fatigue crack growth and crack closure in 17-4 PH steel and 2024-T3 aluminum alloy, evidence 
for oxide-induced closure at room temperature. It was definitely a contributing factor to the closure level of steels at 
elevated temperature (Ref 14). Kobayashi et al. (Ref 15) found that crack closure resulting from fretting oxide debris is of 
particular importance to the near-threshold characteristics of A508-3 steel. 

The fracture surface appearance near threshold differs from that in the mid-range of crack growth rates where mode I 
growth dominates and where in ductile materials the fatigue striations typical of a fatigue crack can be found. In the near-
threshold range, mode II growth is often found to dominate (Ref 16), and Fig. 7 (Ref 17) emphasizes this point. 

 

FIG. 7 SCHEMATIC ILLUSTRATION OF MODE I AND II FATIGUE CRACK GROWTH PROCESSES 

An analysis of fatigue crack closure caused by asperities using a modified Dugdale model developed by Newman (Ref 
18) has been presented by Nakamura and Kobayashi (Ref 19). This analysis involved the rigidity of the asperities, the 
asperity length, the asperity thickness, and the distance from the crack tip. However, despite the overwhelming amount of 
data relating to crack closure, a unanimous view as to its significance has not as yet been reached (see, e.g., Ref 20). 

Short-Fatigue-Crack Behavior. In 1973, Pearson (Fig. 8) drew attention to the fact that short fatigue cracks could 
grow at stress intensity levels below the threshold level for macroscopic cracks, a process referred to as anomalous fatigue 
crack growth behavior. Such behavior is now better understood. For example, it has been shown with respect to Fig. 2 
that cracks that are initially closure free can propagate below ∆Kth. Such behavior clearly demonstrates that use of the 
macroscopic threshold level as a design criterion to guard against the growth of fatigue cracks is not applicable in the 
realm of short fatigue cracks. In fact, as a crack under consideration is made smaller and smaller, there is a transition from 
linear elastic fracture mechanics (LEFM) treatment of long cracks at threshold to endurance-limit-dominated behavior of 
short cracks, as shown by Kitagawa and Takahashi for a steel of 725 MPa yield strength tested under R = 0 conditions. 
When the surface crack length, 2a, is larger than 0.5 mm, then a simple conventional fracture mechanics law can be 
applied to calculate the threshold condition, (i.e., ∆Kth is constant). However, below a surface crack length of 0.5 mm, the 
threshold stress range departs gradually from its macroscopic value, and as 2a decreases, ∆σth asymptotically approaches 
a constant stress range level that is approximately equal to the fatigue limit of unnotched smooth specimens of this 
material. The type of diagram depicting this situation, shown in Fig. 9, is referred to as a Kitagawa diagram. 



 

FIG. 8 PERSONAL PLOT OF CRACK GROWTH RATE AS A FUNCTION OF K FOR SHORT SURFACE CRACKS AND 
THROUGH-CRACKS. SOURCE: ENGR. FRACTURE MECH., VOL 7, 1975, P 235-247 

 

FIG. 9 KITAGAWA PLOT OF THE EFFECT OF CRACK LENGTH ON THE THRESHOLD STRESS RANGE FOR FATIGUE 
CRACK GROWTH. SOURCE: 2ND INTL. ON MECH. BEHAVIOR OF MATERIALS, ASM, 1976, 627-631 

Morris and James (Ref 21), in an investigation of the growth threshold for short cracks, observed that the stochastic 
growth rate variations found experimentally were attributable to crack closure and to the reduced stress intensity that 
accompanied irregularities in the crack path. More information on this topic is in the next article "Behavior of Small 
Fatigue Cracks" in this Volume. 



A comprehensive review of threshold data has been provided by Taylor (Ref 22). Liaw (Ref 23) reviewed the 
effects of microstructure, environment, loading condition, and crack size on near-threshold fatigue crack growth rate and 
concluded that the crack closure concept led to the correlation of much fatigue crack growth data. Beevers et al. (Ref 24) 
have discussed crack closure in relation to ∆Kth, and Beevers and Carlson (Ref 25) have considered the significant factors 
controlling fatigue thresholds. In many instances the fatigue cracks are initiated at small defects that originate from 
microstructural or fabrication flaws. The development of these small defects involves, in many instances, stress intensities 
near the threshold regime and fatigue crack growth rates in the range of 10-8 to 10-13 m/cycle. Because most of the 
"lifetime" is spent in this low growth rate regime, variables such as microstructure, stress state, and environment have an 
appreciable influence on ∆Kth. 
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Test Techniques 

In order to establish a valid threshold value experimentally, it is necessary to reduce gradually the applied stress-intensity 
factor range. ASTM 647 recommends that the rate of load shedding with increasing crack length should be gradual 
enough to: (a) preclude anomalous data resulting from reductions in the stress-intensity factor and concomitant transient 
growth rates; and (b) allow the establishment of about five da/dN, ∆K data points of approximately equal spacing per 
decade of crack growth rate. These requirements can be met by limiting the normalized K-gradient, C = (1/K)(dK/da), to a 
value equal to or greater than -0.08 mm-1. The ASTM procedure further recommends that the load ratio, R, and C be 
maintained constant during K-decreasing testing. A procedure for standardizing crack closure levels has been proposed by 
Donald (Ref 26). 

The following procedure, given in ASTM 647, provides an operational definition of the threshold stress-intensity factor 
range for fatigue crack growth, ∆Kth, that is consistent with the general definition. Determine the best-fit straight line from 
a linear regression plot of log da/dN versus log ∆K using a minimum of five da/dN, ∆K data points of approximately 
equal spacing between 10-9 and 10-10 m/cycle. Calculate the ∆K value that corresponds to a growth rate of 10-10 m/cycle 
using the fitted line. This value of ∆K is defined as ∆Kth according to the operational definition of this test method. The 
requirements for obtaining economic fatigue crack growth data in the threshold regime in inert, gaseous, elevated-
temperature, and aqueous environments can be facilitated by the development of remote crack growth monitoring 
techniques (Ref 27). 

Some investigators have checked on the effect of the rate of load shedding on the threshold level. In one case it was 
reported that for type 316 stainless steel in air at 24 °C, load shedding rates greater than the maximum rate recommended 
in the ASTM test procedure were found to have no substantial effect on the threshold behavior. At very low ∆K levels, 
crack growth rates were apparently dependent on environmental effects and the degree of plastic constraint (Ref 28). 
However, it has also been noted that a rapid load reduction can increase the threshold by 10 to 100% in the aluminum 
alloy 2024, and that after a rapid decrease in vacuum the crack may begin to propagate again after 5 × 107 cycles (Ref 29). 

A number of investigators have developed other modes of load shedding, in the attempt to avoid crack closure during the 
load shedding process, by testing at effectively high R values where closure is not a factor, or by maintaining Kmax 
constant and gradually decreasing ∆K so that the R value continually shifts to a higher value as load is shed. The threshold 
determined by such procedures, being free of closure, is designated ∆Keff, a conservative lower bound to long crack 
threshold values. One such method, designated "Pmax constant, ∆K decreasing" was introduced to avoid the closure effect 
in fatigue crack growth testing near the threshold region. It was useful in investigating the effect of the environment, 
because it allowed a direct evaluation of da/dN versus ∆Keff relations (Ref 30). The Kmax constant, decreasing ∆K method 



has been used to determine the threshold level in liquid helium (Ref 31). ∆K-decreasing threshold fatigue crack 
propagation data under conditions of constant maximum stress intensity (Kmax) has been generated by Herman et al. (Ref 
32), by Ohta et al. (Ref 33), and by Matsuoka et al. (Ref 34). The influence of test variables on ∆Kth has been discussed by 
Priddle (Ref 35), and Ref 36 provides a comparison of test methods for the determination of ∆Kth in titanium at elevated 
temperature. 

In addition, crack initiation and growth under cyclic compression has been demonstrated to be a useful method for 
quickly obtaining estimates of fatigue crack growth thresholds while minimizing some of the uncertainties inherent in the 
conventional (load shedding) procedures (Ref 37). 

Even under closure-free conditions, some uncertainties remain. For example, a hysteresis effect on the value of ∆Kth has 
been observed for near-threshold fatigue crack propagation behavior of a high-strength steel investigated in laboratory air 
under closure-free conditions (R = 0.7). Also, the ∆K curves obtained on the same specimen during the ∆K-decreasing and 
the ∆K-increasing tests may not be identical in the threshold regime (Ref 38). 

Other test procedures relating to threshold behavior have also been used. For example, under narrow-band random 
loading, the threshold for fatigue crack growth may be lower than that observed under sinusoidal loading. It has been 
suggested that small, regular overloads under random loading help to keep the crack faces apart, and thereby prevent 
closure and assist in crack growth (Ref 39). On the other hand, in tests carried out in salt water environments, multiple 
overloads produced a much larger increase in ∆Kth than a single overload (Ref 40). The effect of underload cycles on the 
reduction of the threshold level of a structural steel has also been investigated (Ref 41). Debris in salt water solutions has 
been shown to significantly affect the near-threshold growth through its influence on crack closure and the transport 
processes occurring at the crack tip (Ref 42). Also, under fretting conditions the threshold for S45C steel fell to the 
critical threshold value of the order of 1 MPa m  (Ref 43). 

Specialized techniques relating to the threshold studies have also been employed. For example, by using thermometrical 
techniques, the crack opening load and the stress distribution during crack growth near the threshold value can be 
determined (Ref 44). Ultrasonics has been used to investigate the degree of contact of asperities during crack closure, and 
the existence of a threshold has been related to crack closure (Ref 45). 

Ultrasonic fatigue testing involves cyclic stressing of material at frequencies typically in the range of 15 to 25 kHz. The 
major advantage of using ultrasonic fatigue is its ability to provide near-threshold data within a reasonable length of time. 
High-frequency testing also provides rapid evaluation of the high-cycle fatigue limit of engineering materials as described 
in the article "Ultrasonic Fatigue Testing" in Volume 8 of ASM Handbook, formerly 9th edition Metals Handbook.  

Some of the values of ∆Kth and the corresponding minimum crack growth rate are presented in Table 3 for several pure 
metal and alloy systems, from threshold testing at ultrasonic frequencies. The minimum crack growth rates obtained at 
ultrasonic frequency are decades below the value of one lattice parameter per cycle. At these low crack growth rates and 
∆K values, the crack tip plastic size is extremely small. 

 



TABLE 3 THRESHOLD STRESS INTENSITY, ∆KTH, DETERMINED BY ULTRASONIC RESONANCE TEST METHODS 

TEST CONDITIONS  YOUNG'S 
MODULUS  

∆KTH AT DA/DN  MATERIAL  LOADING 
MODE  

R  ENVIRONMENT  TEMPERATURE  MPA  PSI × 
106  

MPA 
m  

KSI 
in  

M/CYCLE  FT/CYCLE  

REMARKS  

AL  AXIAL  -1  AIR  20 °C (68 °F)  69,700-
72,000  

10.1-
10.4  

1.33  1.21  1 × 10-13  3.28 × 10-13  GRAIN SIZE AND 
WORK EFFECTS  

CU  AXIAL  -1  AIR  20 °C (68 °F)  122,000-
126,000 
126,000-
126,500 
138,000-
184,000  

17.7-
18.2 
17.6-
18.3 
20.0-
26.7  

1.4-2.0 
1.4-2.6 
1.6-2.3  

1.3-
1.8 
1.3-
2.3 
1.6-
2.1  

1 × 10-13 
1 × 10-15 
1 × 10-13  

3.28 × 10-13 
3.28 × 10-13 
3.28 × 10-13  

GRAIN SIZE 
EFFECT 
COLD WORK 
EFFECT 
SINGLE CRYSTALS  

LOW-
CARBON 
STEEL  

AXIAL  -1  OIL  293 K  . . .     3.8  3.4  6 × 10-14  1.97 × 10-13  COMPARISON 
WITH NACL 
SOLUTIONS(A)  

AISI 304  AXIAL  -1  OIL  293 K  . . .     7.0  6.4  5 × 10-13  1.64 × 10-12  COMPARISON 
WITH NACL 
SOLUTIONS  

X10CR13  AXIAL  -1  OIL  23 °C (73 °F)  219,600  31.8  6.7  6.1  6 × 10-14  1.97 × 10-13     
34CRMO4  AXIAL  -1  AIR  20 °C (68 °F)  196,200  28.4  2.45  2.2  1 × 10-12  3.28 × 10-12     
P/M MO  AXIAL  -1  AIR  20 °C (68 °F)  322,000  46.7  4.8-5.2  4.4-

4.7  
1 × 10-13  3.28 × 10-13  GRAIN SIZE 

EFFECT  
A 286  AXIAL  -1  AIR  20 °C (68 °F)  . . .     13.0  11.8  3 × 10-12  0.98 × 10-11     
IN-738  AXIAL  -1  AIR  20 °C (68 °F)  200,000  29.0  3.13  2.84  1 × 10-12  3.28 × 10-12     
IN-792  AXIAL  -1  AIR  20 °C (68 °F)  206,600  30.0  4.48  4.07  1 × 10-12  3.28 × 10-12     
IN-600  TRANSVERSE  0.3  AIR  20 °C (68 °F)  . . .     APPROX 

5  
4.5  1 × 10-11  3.28 × 10-11     

Source: R. Stickler and B. Weiss, in Ultrasonic Fatigue, TMS, 1982, p 135 

(A) INCLUDING COMPARISON WITH LOW-FREQUENCY TEST DATA.  



 

Acoustic emission also has potential for determining threshold levels (Ref 46). Testing at 20 KHz has been employed to 
reduce total test time, and crack growth rates between 10-12 < da/dN < 10-9 m/cycle have been measured (Ref 47). 
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Aluminum Alloy Crack Growth Thresholds 

Figure 10(a) shows the ∆Kth values for three aluminum alloys as a function of the load ratio, R, and environment: 
laboratory air (50% relative humidity) versus vacuum (10-5 torr). Figure 10(b) shows the same data after correction for 
crack closure (i.e., ∆Keff(th)). Figure 10 shows that the dependence of the threshold value on R is about the same in air as in 
vacuum, and that ∆Keff(th) is within experimental error independent of R. Threshold data obtained in air in other 
investigations generally show a similar R dependency, whereas the threshold data obtained in vacuum may not. For 
example, Lafarie-Frenot and Gasc (Ref 48) found little effect of R in vacuum on ∆Kth or ∆Keff(th), which means that the 
extent of closure above Kmin had to be the same at R = 0.5 as at R = 0.1, which is unexpected. Beevers (Ref 49) has found 
the threshold level determined in vacuum to be independent of R for high-strength aluminum alloys and En24 steel; 
however, no closure data were obtained. It is usually found that alloys exhibit a higher ∆Keff(th) in vacuum as compared to 
air, but in at least one case the reverse has been reported. Jono (Ref 50) observed that fatigue cracks in aluminum alloys 
grew in vacuum below the ∆Keff(th) for crack growth in air. He attributed this circumstance to the ease of deformation of 
aluminum in vacuum. A review of the near-threshold fatigue crack growth behavior of 7xxx and 2xxx alloys has been 
given by Vasudevan and Bretz (Ref 51). 



 

FIG. 10 KTH AND KEFF(TH) DATA ON THREE ALUMINUM ALLOYS. SOURCE: M. RENAULD, UNIVERSITY OF 
CONNECTICUT 

Bretz et al. (Ref 52) determined the effects of grain size and stress ratio on fatigue crack growth in wrought P/M 7091 
aluminum alloy and found that increasing the grain size by thermomechanical processing can significantly increase near-
threshold fatigue crack growth resistance. A factor of 2 increase in ∆Kth with grain size was measured at both R ratios. 
Bretz et al. concluded that crack closure alone was not responsible for grain size effects on fatigue behavior at a particular 
R ratio, but that crack tip deviation was an important mechanism by which near-threshold fatigue crack growth rates were 
reduced as grain size increased. 

The influences of load ratio, R (at values of -2, -1, 0, 0.33, 0.5, and 0.7), and crack closure on fatigue crack growth 
thresholds in 2024-T3 aluminum alloy have been investigated by Phillips (Ref 53). He found that values of ∆Kth varied 
significantly with R, whereas values of ∆Keff(th) did not. The influence of load ratio on fatigue crack growth in 7090-T6 
and IN9021-T4 P/M aluminum alloys was examined by Minakawa et al. (Ref 54). A principal difference between these 
two alloys was grain size, which was <1 μm for the alloy IN9021 and >5 μm for the alloy 7090. Crack closure was 
observed in the 7090 alloy, and there was also a dependency of the threshold level on R (Fig. 11). No closure was found 
in the fine-grained IN 9021 alloy, nor was there any dependency of ∆Kth on R (Fig. 12). Such results support a ∆Keff(th) 
interpretation of the effect of R on the threshold level. 



 

FIG. 11 FATIGUE-CRACK GROWTH RATE AT VARIOUS R RATIOS. (A) AS A FUNCTION OF ∆K FOR THE P/M 
ALUMINUM ALLOY 7090-T6. GRAIN SIZE 1-20 M. (B) PLOTTED IN TERMS OF ∆KEFF. SOURCE: REF 54 

 

FIG. 12 FATIGUE-CRACK GROWTH RATE AT VARIOUS R RATIOS AS A FUNCTION OF ∆K FOR THE P/M 



ALUMINUM ALLOY IN9021-T4. GRAIN SIZE 0.1-1.0 μM. SOURCE: REF 54 

Park and Fine (Ref 51) studied the near-threshold fracture characteristics of an Al-3%Mg alloy (σy = 52 MPa) and found 
that the shear-mode areal fraction of the fracture surface increased in dry argon as the threshold was approached, with the 
increase greater at R = 0.05 than at R = 0.5. The mechanism for crack closure at low load ratio appeared to be surface 
roughness coupled with shear mode displacements. (In Al-Zn-Mg single crystals, crystallographic cracks propagated in 
vacuum near threshold, even as Keff approached zero and mode II was dominant (Ref 55). Park and Fine also observed 
that the roughness of the fracture surface decreased as the threshold was approached, and that the roughness also 
decreased with decrease in R. Such results suggest that crack-surface wear was responsible for the reduction in roughness. 
This wear, due to rubbing of the mating fracture surfaces, increased with closure level near the threshold, where an 
increasingly large number of cycles is required to advance the crack a given increment. 

Wanhill (Ref 56) compared the low-stress-intensity fatigue crack growth of 2024 aluminum alloy in the naturally aged T3 
and T351 conditions. Particular attention was paid to crack growth curve transitions in the near-threshold regime. These 
transitions corresponded to monotonic or cyclic plane-strain plastic zone dimensions becoming equal to characteristic 
microstructural dimensions, and changes in fracture surface topography were also associated with the transitions. 

Harrison and Martin (Ref 57) studied the effect of dispersoids on near-threshold fatigue crack propagation in an Al-Zn-
Mg alloy and found that manganese-bearing dispersoids lowered ∆Kth. They proposed that manganese-bearing dispersoids 
homogenized the dislocation distribution, which reduced the tendency for slip reversibility. Zinc-bearing dispersoids did 
not homogenize slip, and their effect was to raise ∆Kth without changing the predominantly intergranular fracture mode. It 
was suggested that the action of zinc-bearing dispersoids was to reduce hydrogen embrittlement. Near-threshold fatigue 
crack propagation and crack closure in Al-Mg-Si alloys with varying manganese concentrations have also been 
investigated by Scheffel and Detert (Ref 58). 

Manganese dispersoids were also found to have a deleterious effect on near-threshold fatigue crack growth in 2134 type 
alloys by Jata et al. (Ref 59). They tested the alloy in the under- and overaged conditions as a function of manganese 
additions ranging from 0 to 1.02 wt%. The additions of manganese resulted in a continuous decrease of the nominal 
threshold in both conditions, with the effect more pronounced in the overaged condition. Crack deflections, closure, and 
fractography suggested that roughness-induced crack closure was dominant in all alloys. The fractographic evidence also 
suggested that large manganese particles contributed to local microcrack acceleration, resulting in an intrinsic lowering of 
the fatigue thresholds and faster crack propagation rates as compared to a similarly overaged 2124 alloy. 

Venkateswara et al. (Ref 60) have observed that overaging the Al-Li alloy 2090 led to a decrease in strength and 
toughness, principally through the formation of platelike copper-rich grain boundary precipitates and associated copper-
depleted and ' precipitate-free zones. This overaging also was found to result in increased fatigue crack growth rates, 
except near-threshold rates. Such behavior was related to a diminished role of crack-tip shielding during crack extension 
in overaged microstructures, resulting from less crack deflection and lower roughness-induced crack closure levels 
because of the more linear crack paths. 

Yoder et al. (Ref 61), in a study of the Al-Li alloy 2090 at R = 0.1 in ambient air, observed that the fracture surface 
exhibited an extraordinary tortuosity, with considerable oxide debris attributable to fretting giving rise to a 
macroscopically blackish appearance. Associated with this tortuosity, the fracture surface exhibited asperities of unusual 
height, comprised of adjacent pairs of slip-band facets. This height was a consequence of an extraordinary textural 
intensity and an uncommon propensity for a planar slip mode in Al-Li alloys. Thus, individual, well-defined slip-band 
facets were formed that could traverse multiple grains at a time to give asperities of unusual height, which gave rise to 
high closure levels at stress-intensity ranges much above near-threshold values. Moreover, it was shown that the 
characteristic included angle between an adjacent pair of slip-band facets that comprise an individual asperity was a 
consequence of the texture. 

Welch and Picard (Ref 62) observed an effect of texture on fatigue crack propagation in aluminum alloy 7075. Their 
results showed a small but distinct variation in crack propagation rates for the three orientations, with the effect somewhat 
more marked near the fatigue threshold. 

In the Al-Li alloy Lital-A, Anandan et al. (Ref 63) observed a rough sawtooth-type fracture in both plate and sheet 
material. The material exhibited a higher Kth and lower fracture toughness than 2024, and the stress ratio effect was 
pronounced over the entire growth rate range. 



Fatigue crack propagation behavior has been examined in a commercial 12.7 mm thick plate of Al-Cu-Li-Zr alloy 2090 
by Yu and Ritchie (Ref 64) with specific emphasis on the effect of single compression overload cycles. Based on low-R-
value experiments on cracks arrested at ∆Kth, it was found that crack growth at ∆Kth could be promoted through the 
application of periodic compression cycles of magnitude two times the peak tensile load. Similar to 2124 and 7150 
aluminum alloys, such compression-induced crack growth at the threshold decelerated progressively until the crack 
rearrested, consistent with the reduction and subsequent regeneration of crack closure. The compressive loads required to 
cause such behavior, however, are far smaller in the 2090 alloy. Such diminished resistance of Al-Li alloys to 
compression cycles was discussed in terms of their enhanced "extrinsic" crack growth resistance from crack path 
deflection and resultant crack closure, and the reduction in the closure from the compaction of fracture surface asperities 
by moderate compressive stresses. 

Venkateswara et al. (Ref 65) found that artificial aging of commercial Al-Li alloys to peak strength had a mixed influence 
on the long crack resistance. Although behavior at higher growth rates was relatively unaffected, in 2091, the nominal 
∆Kth values were increased by 17%, whereas in 8090 and 8091 they were decreased by 16 to 17%. Aging to peak strength 
also resulted in a decrease in ∆Keff(th). For three Al-Cu-Li-Mg-Ag alloys (Weldalite 049, X2095, and MD 345) (Ref 66), 
the threshold level increased with increasing strength. 

Tintillier et al. (Ref 67) showed that for the 8090 alloy, alloying with lithium produced a significant improvement of the 
near-threshold crack growth resistance as compared to that of 2024-T351 and 7075-T651. This improvement was 
considered to be a consequence of the planar slip mechanism observed in the δ' hardened matrix, which resulted in 
substantial roughness-induced closure effects. The influences of load ratio and texture were shown to be mainly related to 
crack closure and the propagation behavior was rationalized in terms of the effective stress-intensity factor range ∆Keff for 
given environmental and aging conditions. The influence of environment was discussed in terms of water vapor 
embrittlement. 

Good crack growth resistance in Al-Li, Al-Li-Zr, and 8090 alloys has been observed by Xiao and Bompard (Ref 68), with 
∆Kth higher than 9 MPa m . High closure levels were due to crack propagation into persistent slip bands or grain 
boundaries. Expressed in terms of ∆Keff, the resistance of the alloys was comparable to that of other aluminum alloys. 

At 150 °C, the threshold for 8090 has been found to be lower than at room temperature (Ref 69). Increases in slip 
homogenization, coarsening, and precipitate-free zone formation were associated with decrease. 
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Steel Crack Growth Thresholds 

Figure 13 is a plot of ∆Kth and ∆Keff(th) as a function of yield strength for a number of steels. ∆Kth decreases with increase 
in yield strength, indicating that the extent of roughness decreases with refinement in grain size and microstructure as 
strength increases. On the other hand, the value of ∆Keff(th) remains fairly constant. 



 

FIG. 13 THRESHOLD AS A FUNCTION OF YIELD STRENGTH ∆KTH AT R = 0-0.05 VS. YIELD STRENGTH FOR 
VARIOUS TYPES OF STEELS. SOLID SYMBOLS INDICATE ∆KEFF AT THRESHOLD. THE LINE IS OBTAINED BY THE 
LEAST SQUARE METHOD (∆KTH = -4.0 × 10-3 σY + 10.7). SOURCE: K. MINAKAWA AND A. MCEVILY, IN FATIGUE 
THRESHOLDS, VOL 1, EMAS, 1982, P 373 

A comparison of the crack opening and fatigue crack growth characteristics of three tempered martensitic steels (a 
modified 4135, 2.25Cr-1Mo, and a modified 9Cr-1Mo) in ambient air and in vacuum (3 × 10-5 torr) at R = 0.05 was made 
by Zhu et al. (Ref 70). It was found that in vacuum, roughness-induced closure was responsible for closure in the near-
threshold region and that the level of closure was independent of ∆K. The presence of oxygen in the ambient environment 
(50% relative humidity) increased the overall closure level by as much as 50% in the case of 4135 and 2.25Cr-1Mo steels, 
but it did not contribute to closure in the case of the 9Cr-1Mo steel (Fig. 14). The level of roughness-induced closure 
increased with increase in tempering temperature, but ∆Keff(th) was fairly independent of tempering temperature (Fig. 15), 
being about 4 MPa m  in vacuum and 2.8 MPa m  in air. Clearly the environment as well as closure played a role in 
reducing ∆Keff(th). It was also concluded that rewelding was not responsible for the high threshold levels found in vacuum, 
because the opening levels in vacuum were never higher than those observed in air. Oxide film rupture as well as 
hydrogen embrittlement were deemed to be responsible for the increased rate of fatigue crack growth in air over that 
observed in vacuum. 



 

FIG. 14 CRACK CLOSURE IS AIR AND IN VACUUM. (A) KOP LEVEL AS A FUNCTION OF ∆K IN VACUUM FOR 4135 
AND 2.25CR-1 MO STEELS. (B) COMPARISON OF KOP LEVELS DETERMINED IN AIR WITH THOSE DETERMINED 
IN VACUUM. Q, T = QUENCHED AND TEMPERED; N, T = NORMALIZED AND TEMPERED. SOURCE: REF 70 

 

FIG. 15 EFFECT OF TEMPERING ON FATIGUE CRACK GROWTH RATE AS A FUNCTION OF THE RANGE OF THE 
EFFECTIVE STRESS-INTENSITY FACTOR, ∆KEFF. SOURCE: REF 70 

A study of the effect of tempering temperature on near-threshold fatigue crack behavior in quenched and tempered 4140 
steel (Ref 71) indicated that as the yield strength increased (lower tempering temperature), the crack growth rate increased 
at a given ∆K, and ∆Kth decreased from 9.5 MPa m  (700 °C temper) to 2.8 MPa m  (200 °C temper) (Ref 72). Another 
study of the influence of carbon content and tempering temperature on ∆Kth of a low-alloy steel showed that while a 
tempering treatment increased ∆Kth, increasing the carbon content from 0.13 to 0.8% significantly decreased the ∆Kth 
value by more than 100%. The threshold stress-intensity level could be expressed as ∆Kth = 8.74 - 3.42 × 10-3 (σy) MPa 

m . 



Yu et al. (Ref 73) determined ∆Kth and crack opening levels for a 1010 steel. As the stress ratio and the magnitude of the 
compressive peak stress were increased, ∆Kth decreased linearly. ∆Kth also decreased linearly as the yield strength was 
increased by cold rolling, and severe cold rolling decreased the opening stress in the near-threshold region to near zero. 
Crack opening measurements showed that the measured threshold was composed of two parts: an intrinsic threshold 
stress intensity range, ∆Keff(th), and an opening stress intensity, Kop. Whereas Kop decreased with increasing magnitude of 
the compressive peak stress, ∆Keff(th) was not significantly affected. In a constant-amplitude, load-controlled test, the ratio 
of Kop to Kmax decreased as the maximum stress intensity (crack length) increased, and when the net stress approached the 
yield strength of the material, no crack closure could be observed. A similar study was carried out by Yu and Topper with 
1045 steel (Ref 74). The effect of crack closure on the near-threshold behavior of structural steels has also been studied 
(Ref 75). 

An investigation into the micromechanics of fatigue crack growth in the near-threshold region of a high-strength steel 
(Fe-0.32C-1.2Si-1.1Mn-0.97Cr-0.22Ti) under three different temper levels has been made (Ref 76). Tempering at high 
temperatures resulted in a strong dependence of ∆Kth on the prior austenitic grain size by the virtue of strong interaction 
between the crack-tip plastic zone and prior austenitic grain boundaries. Tempering at a low temperature resulted in a 
high-strength, high-strain-hardening microstructure and a weak dependence of ∆Kth on the prior austenitic grain size. 

Bulloch (Ref 77) observed for granular bainitic microstructures of differing carbon contents that the ∆Kth values markedly 
decreased with increasing area fraction martensite, and that a 0.3% C steel at area fraction martensite values approaching 
0.4 exhibited ∆Kth values that were below those for a 0.13% C steel. The influence of R ratio and microstructure on the 
threshold fatigue crack growth characteristics of spheroidal graphite cast irons has been investigated by Bulloch and 
Bulloch (Ref 78). A study by Bulloch (Ref 79) of the effect of material segregation on the near-threshold fatigue crack 
propagation characteristics of a low-alloy pressure vessel steel in various environments showed that with the exception of 
high R ratio air results, segregation effects had little effect on the fatigue crack growth characteristics in air, argon, or 
vacuum environments. 

Fatigue thresholds of isothermally transformed cast steel and nodular cast iron were determined by Zhou et al. (Ref 80). 
Cu-Mo nodular cast iron exhibited the lowest ∆Kth, and silicon cast steel and plain nodular iron and superior ∆Kth values 
together with adequate mechanical properties. Another study (Ref 81) showed that the fracture surface roughness was 
greater in as-cast material than in heat-treated material. 

Reference 82 shows that for 300-series stainless steels, with the exception of 310S and 304HN, the influence of specimen 
thickness on ∆Kth was large at 300 K. On the other hand, the influence was relatively small on ∆Keff(th) at 300 K or on ∆Kth 
and ∆Keff(th) at 4 K. The influence of load ratio was greater on ∆Kth than on ∆Keff(th) at both 300 and 4 K. The influence of 
yield strength on ∆Kth at 4 K was relatively small. ∆Kth and ∆Keff(th) values at 4 K for 310S, a stable stainless steel, was 1.7 
to 1.8 times greater than for 300-series metastable stainless steel, excluding 304HN. This phenomenon is believed to be 
mainly due to the nonexistence of the α' martensitic transformation. 

The influence of R ratio and orientation on ∆Kth in a low-alloy free-machining (0.31% S) steel was studied by Cadman et 
al. (Ref 83). They found that the effects of R were dependent on the orientation of the crack with respect to the rolling 
direction. For both the orientations considered, an increase in the R ratio not only decreased the threshold values but also 
led to marked changes in the fracture appearance. 

Residual stresses can affect the threshold level, as indicated by a study of laser surface hardening on fatigue crack growth 
rate in AISI-4130 steel (Ref 84). Residual compressive stresses retarded the crack growth rate near ∆Kth, but this 
beneficial effect disappeared as the ∆K value increased. 

The near-threshold fatigue crack growth behavior of a ferrite/martensite dual-phase steel with different volume fractions 
of martensite was investigated in laboratory air at R values of 0 and 0.5 (Ref 85). The volume fraction of martensite had a 
significant effect on the fatigue threshold. The threshold value of the dual-phase steel first increased and then decreased as 
the martensite content increased, with a maximum at a volume fraction of approximately 35% martensite. 

A study of the influence of prestrain and aging on near-threshold fatigue crack propagation in as-rolled and heat-treated 
dual-phase steels (Ref 86) revealed that ∆Kth increased with increasing grain size and decreasing yield stress. A 
combination of 10% prestraining with aging at 175 °C for 30 min showed almost no effect on the threshold level of as-
rolled dual-phase steel but decreased that of heat-treated dual-phase steels more than 37%. This difference in behavior 
was suggested to result from the differences in grain size and volume fraction of martensite in these two kinds of dual-
phase steels. 



The role of crack-tip shielding in retarding fatigue crack growth has been examined (Ref 87) in ferritic-martensitic duplex 
microstructures, with the objective of achieving maximum resistance to fatigue through crack deflection and resultant 
crack closure. ∆Kth values were 100% higher than in normalized structures, (i.e., greater than 20 MPa m ), the highest 
thresholds reported for a metallic alloy at that time. Duplex as well as ferritic and austenitic single-phase materials have 
been tested (Ref 88). Ferritic specimens exhibited the highest ∆Kth levels, while austenite had the lowest. Prestraining by 
8% led to a significant drop in the threshold level for all materials, while the crack closure level decreased solely in the 
single-phase austenitic and ferritic materials. 

The near-threshold properties of a ferritic/austenitic stainless steel were studied (Ref 89). Cold rolling of the originally 
hot-rolled, banded microstructure increased ∆Kth by 25%. A further increase in ∆Kth of the same order was caused by 
annealing the cold-rolled structure for 120 h at 475 °C, resulting in the spinodal decomposition of the ferritic phase. ∆Kth 
was also raised by high-temperature annealing, which broke up the banded structure. These improvements were caused by 
an increase in the closure level, Kcl, and also in ∆Keff(th). The results were interpreted in terms of changes in the fracture 
surface topography and the flow properties. 

The near-threshold fatigue crack growth behavior at elevated temperatures is a matter of interest. A study by Nakamura et 
al. (Ref 90) involved 2.25Cr-1Mo, 9Cr-1Mo, and 9Cr-2Mo steels as influenced by both temperature and environment. At 
538 °C, crack closure in vacuum in these alloys was not detected, and the da/dN results for all three alloys at R values of 
0.05 and 0.5 fell along a single curve (Fig. 16). When the change in modulus with temperature was accounted for, the in-
vacuum results for the 9Cr steels at both room temperature and 538 °C fell along a single line. However, in air at 538 °C, 
the ∆Kth level was above that in vacuum (Fig. 17), due to the effects of oxidation-induced closure, and a sharp break 
appeared in the da/dN plot just above threshold due to oxide rupture at the crack tip. 

 

FIG. 16 FATIGUE CRACK GROWTH RATE AS A FUNCTION OF ∆K FOR MOD. 9CR-1MO, 9CR-2MO, 2MO, AND 
2.25CR-1MO STEELS IN VACUUM AT 538 °C. SOURCE: REF 90 



 

FIG. 17 FATIGUE CRACK GROWTH RATE AS A FUNCTION OF ∆K FOR 9CR-2MO STEEL IN AIR AND VACUUM AT 
20 °C, AND IN VACUUM AT 538 °C. SOURCE: REF 90 

The effect of crack surface oxidation on near-threshold fatigue crack growth characteristics and crack closure has been 
investigated at elevated temperatures (80 to 350 °C) in an A508-3 steel (Ref 91). ∆Kth decreased with increasing 
temperature up to 100 °C and increased thereafter. Oxidation of the crack surfaces had an important role on the near-
threshold characteristics. Below 150 °C, a thin oxide layer formed that prevented the formation of fretting oxide debris 
during crack growth. At 288 and 350 °C, a thick oxide layer formed that induced crack closure. 

The near-threshold fatigue crack growth properties at elevated temperature for 1Cr-1Mo-0.25V steel and 12Cr stainless 
steel were investigated by Matsuoka et al. (Ref 92). Fatigue tests were conducted at 0.5, 5, and 50 Hz, in a manner 
designed to avoid crack closure. The effective value of threshold stress-intensity range increased with increasing 
temperature and with decreasing frequency for the Cr-Mo-V steel, whereas the effective threshold stress-intensity range 
was independent of temperature and frequency in the case of the more oxidation-resistant SUS403 steel. The observed 
threshold levels and crack growth behavior were closely related to the oxidation process of the bare surface formed at the 
crack tip during each loading cycle. 

Nishikawa et al. (Ref 93) investigated the near-threshold fatigue crack growth and crack closure behavior in SS41, 
SM41A, and SUS304 steels and A2218-T6 aluminum alloy at temperatures up to 500 °C. The fatigue threshold increased 
with increasing test temperature in all the steels tested, while it decreased in 2218-T6 alloy. Oxide-induced crack closure 
played an important role in the increase of ∆Kth at elevated temperatures in SM41A but played a less important role in 
SS41 and SUS304. It was concluded that oxide products on the fracture surface enhance crack closure only when the 
crack-tip opening displacement at threshold remains small at elevated temperatures. ∆Kth for type 304 stainless steel at 
650 °C was lower than that at 550 °C (Ref 94). 

Near-threshold fatigue crack propagation (FCP) behavior was studied in an 18Cr-Nb stabilized ferritic stainless steel (Ref 
95) as a function of elevated temperature. Crack closure measurements were obtained from room temperature to 700 °C. 
At a stress ratio of 0.1, increasing the test temperature from room temperature to 500 °C resulted in an increase of the 
growth rates in the midrange growth regime and a sharply defined threshold at a ∆K level higher than the room-
temperature threshold, giving rise to a crossover type of behavior of a type similar to that shown in Fig. 14. A constant-
Kmax increasing R-ratio (CKIR) test procedure was utilized at room temperature and at 500 °C in an attempt to identify 
near-threshold FCP data in the absence of crack closure. The type of crossover behavior identified with constant R ratio 



tests at room temperature and 500 °C was also observed in the CKIR tests, an indication that at low ∆K levels, even at 
high R ratios, oxidation-induced closure may still be effective as a shielding mechanism. 

The effect of R ratio on near-threshold fatigue crack growth in a stainless steel and a metallic glass has been studied by 
Alpas et al. (Ref 96). 
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Fatigue Crack Thresholds 

A.J. McEvily, University of Connecticut 

 

Titanium Alloy Crack Growth Thresholds 

There have been a number of investigations of the effect of microstructure and load ratio on ∆Kth in titanium alloys, for 
example, Ref 97. Fatigue threshold levels have been determined for α2 + β forged Ti-24Al-11Nb (Ref 98). Both 
roughness-induced and phase-transformation-induced types of crack closure were studied in the metastable β alloy Ti-
10V-2Fe-3Al (Ref 99). Such crack-tip shielding mechanisms can provide a means of increasing the fatigue threshold. The 
near-threshold behavior of P/M Ti-6Al-4V has been determined using a high-frequency test method (20 KHz) at room 
temperature for crack growth rates between 10-12 and 10-9 m/cycle (Ref 47). It has been reported for Ti-6Al-4V with a 
Widmanstatten colony microstructure that two transitions during fatigue crack growth can occur at ∆K values where the 
cyclic and monotonic plastic zones become equal to the α lath size. Data were obtained on near-threshold fatigue crack 
growth behavior and crack closure for this microstructure (Ref 100). 

Near-threshold fatigue crack growth behavior of Ti-6Al-4V alloy was investigated as a function of Widmanstatten 
microstructure with emphasis on the effect of colony size on ∆Kth and ∆Keff(th) (Ref 101). It was found that crack growth 
rates were strongly affected by microstructural sizes such as colony size and α lath size. The microstructural units 
controlling crack growth in fast-cooled aligned microstructures were colonies, whereas they were α laths in relatively 
slow-cooled ones. This distinction was brought about by the thick continuous interplatelet β phase present in slowly 
cooled structures. In rapidly cooled structures, thin discontinuous β phase appears to be ineffective in arresting cracks. 
The crack growth rates and the magnitudes of ∆Kth and ∆Keff(th) were correlated with the controlling microstructural units, 
with crack closure levels being dependent on colony size. It has also been determined that for high ∆Kth values at low R in 
Ti-6Al-4V, the best microstructural condition is a coarse lamellar structure with high (0.2%) oxygen content, age-
hardened at 500 °C (Ref 102). 

The fatigue crack growth rates of small surface cracks have received much attention in the last several years, because it 
has been observed that small cracks can propagate not only much faster than long cracks under nominally identical ∆K 
values, but also well below the ∆Kth values of long cracks (Ref 103). One study was made to determine the effect of 
microstructural parameters on propagation of small surface cracks in two representative titanium alloys (Ti-8.6Al and Ti-
6Al-4V). It was concluded that aside from the absence of significant crack closure in the early stages of growth of small 
surface cracks, there must be other contributing factors, because the threshold value of long cracks were significantly 
higher than that of small cracks, even after the long crack data was corrected for closure. It was also found that the 
ranking of different microstructures with respect to the resistance to crack growth of small surface cracks could be the 
reverse of that of long through-cracks. Smaller grains and finer phase dimensions led to lower growth rates of small 
surface cracks, while for long through-cracks these parameters exhibited an opposite effect. 

The influence of crack closure and load history on near-threshold crack growth behavior in surface flaws has been studied 
in Ti-6Al-6Mo-4Zr-2Sn (Ref 104). Four types of loading histories were used to reach a threshold condition. Results from 
all four test types indicated that a single value of ∆Keff(th) was obtained that was independent of stress ratio, R, or load 
history. Crack growth rate data in the near-threshold regime, on the other hand, appeared to have a dependence on R, even 
when ∆Keff was used as a correlating parameter. In another study of the propagation of small surface cracks in titanium 
alloys in vacuum and in laboratory air, it was also found that small semielliptical surface cracks propagated faster and 
below the near-threshold stress-intensity factors of long through-cracks (Ref 105). 

A study of the effect of an in situ phase transformation on ∆Kth in Ti-Ni shape-memory alloys has shown that the value of 
∆Kth can vary from 5.4 MPa m  in a stable austenitic microstructure, to 1.6 MPa m  in an unstable (reversible) 
austenitic microstructure (Ref 106). 

A number of papers have dealt with near-threshold fatigue crack growth phenomena at elevated temperature in titanium 
alloys (see, e.g., Ref 107). Crack closure data at moderately elevated temperatures have been obtained for several 
structural alloys, including Ti-6Al-4V alloy, Inconel 600, and A2218-T6 Al alloy, and the effects of crack closure as well 
as negative R values on crack propagation have been discussed (Ref 108). In a study of fatigue crack growth behavior of 
Ti-6Al-4V at 300 °C in high vacuum, it was observed that near the threshold, a crystallographic stage I type of crack 



propagation occurred, and that the transition from the stage I to stage II type of propagation was sensitive to loading 
conditions and temperature (Ref 109). 

The effect of stress ratio on the near-threshold fatigue crack growth behavior of Ti-8Al-1Mo-1V has been studied at 24 
and 26 °C in laboratory air (Ref 110). The effects of stress ratio at a constant temperature could be explained in terms of 
crack closure and ∆Keff. However, crack closure did not account for the effects of temperature at a fixed stress ratio of 0.1, 
because higher near-threshold crack growth rates were observed at 260 °C than at 24 °C when the data were plotted as a 
function of ∆Keff. This difference in crack growth rate was believed to be attributable to significant crack front branching 
and secondary cracking. 
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Nickel-Base Alloys 

In a study of the near-threshold behavior of nickel-base superalloys (Ref 111), the crack closure level was a function of 
∆K. The existence of ∆K-dependent closure in nickel-base superalloys resulted in microstructurally sensitive crack growth 
rates, even at high R ratios. This behavior is in contrast to that of steels and titanium alloys, for which crack closure levels 
are often found to be ∆K independent, and for which an increase in the R ratio has a larger influence on near-threshold 
crack growth than on region II crack growth. 

Single-Crystal Superalloy. In single crystals of the nickel-base superalloy Udimet 720, Reed and King found that stage 
I growth occurred along slip planes of maximum resolved shear stress giving rise to faceted fatigue fracture surfaces. 
Short crack growth behavior was observed in that the crack growth rates were higher than for short cracks in polycrystals, 
an indication that grain boundaries in the polycrystals retarded fatigue crack growth. The threshold level for the single 
crystals at R = 0.5 was about 3 MPa m  as compared to about 6 MPa m  for polycrystalline material. In polycrystals an 
R-effect was observed which was attributed to surface roughness associated with small-scale faceted growth. Additional 
results implied that crack closure played a role in single crack growth crystals as well. 

Plasma-Sprayed Alloy. In a porous, plasma-sprayed 80Ni-20Cr alloy it was found that there was little or no effect of 
the R ratio on ∆Kth. This finding was attributed to the material's fine grain size of the material as well as to regions of 
porosity (Ref 111). 
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Metal Matrix Composites/Intermetallics 

This section briefly reviews results for fiber-reinforced, whisker-reinforced, and particulate-reinforced metal-matrix 
alloys. In addition, reference will be made to ARALL, a composite of aluminum sheets reinforced with layers of aramid 
fibers. 

Results for a number of aluminum alloys reinforced with SiC particulate (SiCp) have shown the threshold for R = 0.1 to 
be in the range 2.5 to 4.7 MPa m  (Ref 112). In 6061 with 15 vol% SiCp there was a 50% increase in the threshold level 
as a result of increased closure and crack deflection. In 2024 reinforced with SiCp, an increase in the crack closure level 



led to a higher threshold (Ref 113). The addition of SiC to 6061 led to a decrease in the threshold range due to a decrease 
in grain size associated with the reinforcement (Ref 114). Davidson (Ref 115) found that reinforcing an Al-4Mg alloy 
with SiC led to an increase in ∆Kth but also resulted in higher growth rates above the threshold level. On the other hand, a 
6061/SiCp composite was found to be superior to the 6061 matrix alloy over the whole range of ∆K values studied, 
including ∆Kth. Because the grain size and microhardness were identical in the two materials, it was concluded that the 
superiority of the composite was solely due to the SiC particles. Detailed crack profile analysis showed that the crack was 
deflected by the particles, leading to higher crack closure, which resulted in slower crack growth rates (Ref 116). 

In 2024, both SiCp and SiC whiskers (SiCw) raised the threshold level (Ref 117). Some of this improvement resulted from 
roughness-induced closure, which develops as the crack meanders to avoid particles, as in a cast aluminum alloy 
composite reinforced with 15% alumina (Ref 118). It has also been reported that coarser distributions of SiC were more 
effective in raising the threshold level in SiC/Al alloys (Ref 119). However, Shang and Ritchie (Ref 120) found that 
whereas a coarse-particle distribution resulted in higher ∆Kth values at low R ratios, fine particles gave higher threshold 
values at high R ratios. Such behavior was analyzed in terms of the interaction of SiCp with the crack path, both in terms 
of the promotion of roughness-induced crack closure at low R ratios and the trapping of the crack by particles at high R 
ratios. Consideration of the latter mechanism yielded the limiting requirement for the intrinsic threshold condition in these 
materials that the maximum plastic zone size must exceed the effective mean particle size. This implies that for near-
threshold crack advance, the tensile stress in the matrix must exceed the yield strength of the material beyond the particle. 
It was also noted that as ∆K levels increased from near-threshold levels, there was a gradual transition of fracture mode, 
with a high incidence of reinforcement particle/matrix decohesion at low ∆K and a predominance of particle cracking at 
higher ∆K levels (Ref 121). 

High-strength 2025 aluminum alloy reinforced with SiCw also showed an improvement in ∆Kth (Ref 122). Stretching after 
quenching to relieve residual stresses in 8090 aluminum alloy reinforced with SiCw resulted in a decrease in threshold as 
well as a decrease in closure due to the elimination of compressive stress on stretching (Ref 123). In a SiCw-reinforced 
aluminum alloy, short fatigue cracks were observed to grow at ∆K levels below the threshold for long cracks. The fatigue 
crack growth characteristics (with emphasis on ∆Kth, considered to be one of the most important fracture mechanical 
properties for ensuring the composite structural integrity) were investigated for a whisker-reinforced high-strength 
aluminum alloy, continuous fiber-reinforced aluminum, and composites with titanium alloy matrices (Ref 124). In a study 
of the cyclic crack growth behavior of extrusions of TiCp-reinforced P/M Ti-6Al-4V metal-matrix composites, ∆Kth was 
typically below 10 MPa m  (Ref 125). 

For long fatigue cracks, both roughness and crack deflection have been observed to reduce the driving force (Ref 126). 
The presence of alumina fibers in squeeze cast 6061 aluminum alloy resulted in higher closure levels and a significant 
increase in ∆Kth (Ref 127). The near-threshold transverse fatigue crack growth characteristics of unidirectionally 
continuous-fiber-reinforced metals have been discussed by Hirano (Ref 128). 

Fatigue cracks have been grown in five-layer aluminum alloy 2024-T8-aramid fiber laminate composite ARALL-4 over 
the range of cyclic stress-intensity factors (∆K) from 3.5 to 91 MPa m . ∆Kth was about the same as for unreinforced 
aluminum alloys, and the extent of crack closure depended on the crack length, with fiber bridging influencing the results 
(Ref 129). In ARALL the threshold level has also been found to increase with crack length, and this behavior has been 
attributed to fiber bridging (Ref 130). 

Fatigue-crack propagation along ceramic/metal interfaces at 10-9 m/cycle has also been investigated (Ref 131). 

Crack Growth Thresholds in Gamma Titanium Aluminide. Davidson and Campbell have found that ∆Kth for fatigue 
crack growth through the γ+ α2 lamellar microstructure of an alloy based on TiAl was lower at 25 °C than at 800 °C, and 
the lamellar microstructure was found to have a strong influence on crack tip behavior (Ref 132). 
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Effect of Environment on ∆Kth 

At room temperature, the ambient environment generally has a deleterious effect on ∆Kth. For example, in high-frequency 
(20 kHz) testing of 2024-T3 aluminum alloys, ∆Kth determined at 10-13 m/cycle was found to be 2.1 MPa m  in moist 
air, whereas in vacuum it was 3.3 MPa m . The decrease was attributed to hydrogen embrittlement (Ref 133). A large 
number of factors are involved in dealing with the effects of the environment. For example, Vosikovsky et al. (Ref 134) 
considered the influence of sea water temperature on corrosion fatigue crack growth in structural steels. Often hydrogen 
embrittlement is considered to be a factor, and it has been found (Ref 135) that both external and internal hydrogen can 
play similar roles in the degradation of ∆Kth in high-strength steels. 

Pao et al. have studied the influences of yield strength and microstructure on environmentally assisted fatigue crack 
growth in 7075 and 7050 high-strength aluminum alloys. The influences were analyzed on the basis of a model for 
transport-controlled fatigue crack growth that incorporated metallurgical, mechanical, and environmental variables. The 
model was based on the assumption that when the crack driving force is below that of the stress-corrosion cracking 
threshold, the rate of fatigue crack growth in a deleterious environment is the sum of the rate of fatigue crack growth in an 
inert environment plus a corrosion fatigue component (Ref 136). 

Piascik and Gangloff (Ref 137) have investigated the effect of gaseous environments on fatigue crack propagation in the 
Al-Li-Cu alloy 2090 in a peak-aged condition. For the moderate ∆K/low R regime as well as the low ∆K/high R regime, 
crack growth rates decreased and ∆Kth increased when the environment was changed from purified water vapor to moist 
air, helium, or oxygen. The gaseous environmental effects were pronounced near threshold and were not closure 
dominated. The deleterious effect of low levels of H2O (ppm) supports a hydrogen embrittlement mechanism and 
suggests that molecular-transport-controlled cracking, established for high ∆K/low R, is modified near threshold. 
Localized crack-tip reaction sites or high R crack opening shape may enable the strong environmental effect at low levels 
of ∆K. The similarity of crack growth in helium and oxygen ruled out the contribution of surface films to fatigue damage 
in alloy 2090. In a comparison of 2090 and 7075, both alloys exhibited similar environmental trends, but the Al-Li-Cu 
alloy was more resistant to intrinsic corrosion fatigue crack growth. Another study found that 2090 exhibited the lowest 
threshold in salt water, a somewhat higher threshold in air, and the highest in vacuum (Ref 138). 

It has also been found (Ref 139) that Al-Li alloys exhibit environmental fatigue crack growth characteristics similar to 
those of the conventional 2000-series alloys and are more resistant to environmental fatigue than 7000-series alloys. The 
superior fatigue crack growth behavior of Al-Li alloys 2090, 2091, 8090, and 8091 was related to crack closure caused by 
a tortuous crack path morphology and crack surface corrosion products. At high R and reduced closure, the chemical 
environmental effects were pronounced, resulting in accelerated near-threshold da/dN values. The "chemically small 
crack" effect observed in other alloy systems was not pronounced in Al-Li alloys. Modeling of environmental fatigue in 
Al-Li-Cu alloys related accelerated fatigue crack growth in moist air and salt water to hydrogen embrittlement. 



For steam turbine rotor steels (Ref 140), pure water at 160 °C reduced the fatigue strength by about 25% compared to the 
value in air at room temperature. Fatigue crack propagation rates in water at 100 °C were higher than at 160 °C and were 
about three times higher than in air at room temperature. A deaerated water environment reduced ∆Kth by approximately 
20%. 

An increase in ∆Kth in sea water was observed by Todd et al. (Ref 141) for ASTM A710 steel cathodically protected at an 
applied potential of -1.0 V. This increase was not attributable to calcareous deposit formation, but rather appeared to be a 
result of hydrogen embrittlement. Such embrittlement led to the development of metal wedges in the crack wake that 
contributed to a new mechanism of crack closure. 

The effect of laboratory air, dry hydrogen, and dry helium gaseous environments on the fatigue crack propagation 
behavior of low-alloy 4340 steel has been investigated (Ref 142). Below an R value of 0.5, ∆Kth in the air environment 
was larger than in the dry environments. ∆Kth in wet hydrogen was between the values in air and dry environments. At a 
high load ratio of 0.8, however, ∆Kth was insensitive to test environment. It was concluded that oxide-induced crack 
closure governed the kinetics of gaseous-environment, near-threshold crack propagation behavior. However, thick oxide 
deposits in wet hydrogen did not cause high levels of crack closure. 

Near-threshold fatigue crack growth of HY80 (Q1N) alloy steel was investigated in air and in a vacuum by James and 
Knott (Ref 143). The applied stress ratio affected crack growth rates in air but had little effect on rates in the vacuum 
environment. Additional studies have been carried out by Kendall and Knott (Ref 144). 

The effects of moisture on the fatigue crack growth behavior of a low-alloy 2Ni-Cr-Mo-V rotor steel near threshold were 
investigated by Smith (Ref 145). At R = 0.14, the growth rates in moist air were much lower than in dry air. This 
difference was associated with the formation of oxides on the fracture surface, with moisture modifying the type and 
extent of oxidation observed. Observations of the transient crack growth following environmental changes suggested that 
fracture surface oxides within approximately 0.3 mm of the crack tip exerted a strong retarding influence on crack 
growth, although oxides up to at least 3 mm from the tip may also have had some retarding effect. 

In a study at high frequency of the near-threshold behavior of stage I corrosion fatigue of an austenitic stainless steel 
(316L), Fong and Tromans (Ref 146) found that at high anodic potentials with good mixing between the crack solution 
and bulk solution, crack retardation and arrest effects due to surface-roughness-induced closure were minimized by 
electrochemical erosion. 

In a study of the environmental influence on the near-threshold behavior of a high-strength steel, it was concluded (Ref 
147) that fatigue crack growth rates measured in ambient air depend on three processes: intrinsic fatigue crack 
propagation as observed in vacuum; adsorption of water vapor molecules on freshly created rupture surfaces, which 
enhances crack propagation; and a subsequent step of hydrogen-assisted cracking. A reduction of sea water temperature 
from room temperature to 0 °C decreased the fatigue crack growth rates at free corrosion potential by a factor of almost 2. 
At -1.04 V, the plugging of cracks by calcareous deposits reduced the effective stress-intensity range and increased the 
apparent ∆Kth level. 

Esaklul and Gerberich (Ref 148) observed that the presence of internal hydrogen through cathodic charging had a 
substantial influence on the near-threshold fatigue behavior of a high-strength, low-alloy steel with an as-received yield 
strength of 365 MPa. The results of fatigue crack propagation tests indicated higher crack propagation rates and lower 
threshold stress intensities in the presence of internal hydrogen. These effects were dependent on strength, R ratio, and 
test temperature. The enhancement in the crack propagation process was more severe at higher strength levels and at 
higher mean stresses. 

Under freely corroding conditions, ∆Keff(th) values in 3% sodium chloride (NaCl) aqueous solution were found by 
Matsuoka et al. (Ref 149) to be lower than in air for all of the structural-grade steels investigated. In particular, ∆Keff(th) 
values for carbon and high-strength steels were almost equal to a theoretical ∆Keff(th) value of approximately 1 MPa m , 
calculated on the basis of the dislocation emission from the crack tip. 

The effects of free corrosion and cathodic protection on fatigue crack growth in structural steel (BS4360-50D) in 
synthetic sea water were studied by Bardal (Ref 150). At an R value of 0.5, free corrosion in sea water led to higher crack 
growth rates and a lower threshold value than in air, while cathodic protection had the opposite effect. 



Komai (Ref 151) has found that due to a corrosion-product-induced wedge effect, crack growth rates in HT55 steel 
(tensile strength 580 MPa) were significantly reduced in NaCl solution, with ∆Kth greater than in air. In corrosion-
resistant stainless steel SUS304, the corrosion-product-induced wedge effect diminished. In the absence of closure, two 
factors were considered to increase the growth rate: a suppression of reversed slip by water molecule adsorption, and in 
the case of SUS304, the hydrogen embrittlement of the stress-induced martensite formed at the crack tip. 

For Ti-10V-2Fe-3Al tested in vacuum as well as in 3.5% NaCl solution, it was found that the corrosive environment led 
to near-∆Kth values of 2 to 3 MPa m , compared to 4 to 5 MPa m  in vacuum (Ref 152). 

Environment/mechanical interaction processes and hydrogen embrittlement of titanium alloys (IMI115, IMI130, IMI155) 
have been investigated (Ref 153). While interstitial hydrogen was found to have little effect, a significant increase in the 
resistance to fatigue crack propagation was observed with increasing interstitial oxygen content. In contrast, when 
hydrogen was present in the form of hydride precipitates, crack growth rate was significantly increased, particularly in the 
threshold and high-∆K regions of the da/dN versus ∆K curve. The results showed that crack propagation in the matrix 
containing hydrides occurred mainly through the hydride/matrix interface without any significant hydride cracking. 

In a determination of ∆Kth at cryogenic temperatures for aluminum alloys (2024, 2124, Al-3Mg), copper, steels (304, Fe-
4.0Si, Fe-0.1C-9Ni, Fe-0.15C-4Mn), nickel alloy (Inconel 706), and titanium alloy (Ti-30Mo), it was observed that 
resistance to near-threshold fatigue crack propagation generally improved with decreasing temperature. Although crack 
closure could account for the influence of load ratio on low-temperature near-threshold crack propagation behavior, it 
alone could not account for the temperature effect (Ref 154). It is possible that the absence of any deleterious 
environmental effect also played a role. 

Additional aspects of the interaction of microstructure and environment in the near-threshold range have been discussed 
by Petit (Ref 155) and Bailon et al. (Ref 156). There is also information available on the effect of overloads on the 
corrosion fatigue crack growth behavior of low-alloy steel in the threshold region in 3.5% NaCl solution (Ref 157). 
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Welds 

Investigations of the effect on ∆Kth of the tensile residual stresses in steels resulting from welding have shown that such 
stresses lower ∆Kth (Ref 158, 159). When these tensile residual stresses were high, ∆Kth became equal to ∆Keff(th) as a 
lower limit and was no longer a function of R. In a study of near-threshold fatigue crack propagation in welded joints 
under random loading, Ohta et al. (Ref 160) found that for specimens of HT80 steel in which tensile residual stresses 
were present at the crack tips, da/dN could be estimated from constant-amplitude tests, assuming a linear cumulative 
damage law. In Ref 161 it was found that MIG welding yielded higher values of ∆Kth than shielded metal arc welding, 
and that ∆Kth was highest when the fatigue crack propagated through the weldment. 

Modes II and III. Otsuka et al. (Ref 162) have shown that ∆KIIth values for mode II growth in the heat-affected zone of 
the aluminum alloy 7N01-T4 and in 2017-T3 and -T4 base metal were quite low, about 1 MPa m . They noted that for 
other materials, ∆KIIth values fell between 6 and 10 MPa m . 

A comparison of fatigue crack propagation in modes I and III has been provided by Ritchie (Ref 163), and Ref 164 
discusses near-threshold fatigue crack growth in steels under mixed mode II and III loading. In a study of the fatigue 
crack direction and threshold behavior of a medium-strength structural steel under mixed mode I and III loading, the 
experimental fatigue crack growth threshold data were close to a lower-bound failure envelope, based on the premise that 
the event controlling failure is the propagation of mode I branch cracks (Ref 165). It has also been observed (Ref 166) 
that mode I thresholds shifted toward higher values when mode III superimposed loads were increased, with this increase 
more pronounced for R = -1 than for R = 0 and 0.5. Roughness-induced crack closure was assumed to be the main closure 
mechanism in explaining this result. It has also been concluded that a crack cannot grow by mode III shear without the 
presence of a mode II component (Ref 167), and Ref 163 considers whether or not there is a fatigue threshold for mode III 
crack growth. 
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Modeling Threshold Behavior 

One of the fundamental considerations regarding near-threshold fatigue crack growth is whether or not a fatigue crack, in 
the absence of environmental effects, can advance an increment per cycle somewhere along the crack front. Opinions on 
this point differ. For example, it has been observed (Ref 168) for a ferritic steel that for over four orders of magnitude in 
near-threshold region fatigue crack propagation rates, the striation spacing was independent of the ∆K, which might imply 
that the number of cycles necessary to form one striation was greater than one. On the other hand, the observed striation 
spacing happened to be equal to the dislocation cell size, and an apparent striation may have been created where a crack, 
growing at a spacing per cycle too small to be resolved, crossed the cell boundary. No such striation-like markings were 
observed in aluminum alloy in which no cell substructure formed (Ref 169). 

The threshold itself can be considered the dividing line between the propagation and nonpropagation of a fatigue crack, 
and a number of proposals for the threshold condition have been put forth. Among these are the emission of dislocations 
from the crack tip (Ref 170) and the blockage of slip from the crack tip by some barrier such as a grain boundary or more 
resistant phase. Radon and Guerra-Rosa (Ref 171) have developed a model for the threshold based on the tensile and 
cyclic properties of the material. McClintock in 1963 proposed that crack growth could occur when the local strain or 
accumulated damage at the crack tip reached a critical value. Such proposals are purely mechanical in nature, whereas in 
tests in air the effects of the environment are always superimposed. In some mechanical models, propagation is a go no-
go situation, whereas when environmental effects are present, corrosion may continuously reduce the threshold, much as 
it reduces the long-life portion of the S/N curve. Another aspect of the environment is that it may introduce a discontinuity 
into the growth process, particularly near threshold, if the development of a critical extent of corrosion takes time rather 
than cycles to be accomplished. Also, because there is a transition from the LEFM ∆Kth value to the endurance limit with 
decreasing crack size, it is to be expected that some of the factors that govern the endurance limit also affect the threshold 
level. In fact, the existence of a lower limit for fatigue crack growth was postulated by McEvily and Illg in 1956. They 
proposed that KNSnet = EL, where KN is the stress-concentration factor for a fatigue crack, computed according to Neuber's 
procedures for a crack tip of effective radius of the order of 0.05 mm; Snet is the net section stress; and EL is the endurance 
limit. The term KNSnet is directly related to the stress-intensity factor, and the equation can provide a smooth transition of 
the type observed by Kitagawa and Takahashi in the small crack regime between the endurance limit and the macroscopic 
threshold level (Fig. 9). 

Use of a strain-intensity factor (K/E) for crack growth near threshold resulted in a narrow scatter band in high-R tests 
where closure was absent (Ref 172). 

In considering the models for the threshold condition, it is clear that Young's modulus is an important parameter (Ref 
172). Other mechanical properties play a much smaller role on the relationship between the rate of crack growth and 
∆Keff. On the other hand, grain size does affect ∆Kth, because it influences the degree of roughness and hence the level of 
closure at low R values. The effect of grain size on ∆Kth is principally due to a larger degree of crack deflection in coarse-
grained structures and the accompanying high levels of crack closure as a consequence of zig-zag crack growth (Ref 173). 
A theoretical model (Ref 174) for the effects of grain size on the magnitude of roughness-induced crack closure at ∆Kth 
considered a crack propagating incrementally along planar slip bands and being deflected at grain boundaries to create an 



idealized zig-zag crack path. The effective slip band length was taken to be equal to the grain size. It was assumed that the 
dislocations emitted from the crack tip upon loading to form the pile-up were completely irreversible to produce a 
combined mode I and II displacement at the crack tip. The magnitude of ∆Kclth can then be expressed in terms of slip 
length or grain size, macroscopic yield stress, critical resolved shear stress, and the angle between slip plane and crack 
plane (Ref 175). 

Taira et al. (Ref 176) proposed a micromechanistic model for the fatigue limit to relate a Petch-type dependence of the 
fatigue limit on grain size. A model for the threshold condition was developed that involved a microscopic stress-intensity 
factor at the tip of a crack blocked at a grain boundary. Fatigue crack propagation depended on whether or not a slipband 
near the crack tip propagated into an adjacent grain. Tanaka and Nakai (Ref 177) extended this model to include the 
development of crack closure with crack length in considering the mechanics of the threshold for the growth of small 
cracks. Fatigue crack growth at near-threshold rates has also been modeled using microstructurally-controlled 
micromechanical crack tip parameters (Ref 178). The model is based on the concept of crack opening by means of local 
slip lines whose length and dislocation density are controlled by the alloy microstructure. 

Gerberich et al. (Ref 179) considered dislocation cell networks important features in cyclic strain hardening and crack-tip 
advance in Fe-4Si. Near-threshold fatigue crack behavior was considered, together with evidence of crack-tip interactions 
with dislocation cells, and a computer simulation of slip band pile-ups interacting with an idealized cell network was 
developed. A threshold model was derived that included the flow stress, cell size, test frequency, and strain rate 
sensitivity. 

In pearlitic steels it has been shown and related to a theoretical model (Ref 173) that while the interlamellar spacing 
explicitly controls the yield strength, a similar effect on ∆Kth cannot be expected. On the other hand, the pearlitic colony 
size was shown to strongly influence ∆Kth and Kclth through the deflection and retardation of cracks at colony boundaries. 
An increase in ∆Kth and Kclth with colony size was found. Further, ∆Keff(th) was found to be insensitive to colony size and 
interlamellar spacing. 

Mura and Weertman (Ref 180) reviewed the dislocation models that have been applied to the near-threshold stress 
intensity factor region. They concluded that because of the sparseness of existing theory, this region of the fatigue crack 
growth curve is as yet not well understood. 
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Thresholds in Design 

Figure 18 is an example of a modified Kitagawa diagram, where c is the length of the crack-initiating notch and l is the 
crack length measured from the notch. The modification consists of plotting both the ∆Keff(th) (line B) and the ∆Kth (line 
A) conditions for long cracks. It is clear that with respect to the initiation and growth of fatigue cracks from flaws or 
notches, ∆Keff(th) is a much more significant parameter than ∆Kth. Lines C, D, and E indicate the stress amplitude required 
to maintain a fatigue crack growth rate of 10-11 m/cycle as crack closure develops in the wake of a newly formed fatigue 
crack. If cracks are initiated at notches at stress amplitudes between the dashed horizontal line and the maximum value of 
curves C or D, nonpropagating cracks will develop, as has been observed by El Haddad et al. (Ref 181). The shaded area 
indicates the region on this diagram where crack arrest due to the development of crack closure is predicted to occur. 
Below an initial notch depth of the order of 10 μm, the material is insensitive to the presence of cracks and the endurance 
limit is the dominant parameter. If one wanted to design a notched component so as to avoid any fatigue crack growth, 
then depending on the initial notch or flaw size, the allowable stress amplitude would have to fall within the indicated 
area of "no propagation." However, a number of factors can shrink this area in service: corrosion, surface damage, the 
endurance limit, and the threshold value. The selection of a material of higher strength to improve the endurance limit 
would most likely result in a decrease in ∆Kth but not in ∆Keff(th), so that there should be some expansion of the no-
propagation region. An increase in R value over that shown here for R = -1 conditions should lead to a decrease in the 
endurance limit and hence a decrease in the no-propagation region. At high R values, ∆Keff(th) and ∆Kth would merge, and 
the nonpropagation of fatigue cracks should not be observed because closure would be absent. 



 

FIG. 18 MODIFIED KITAGAWA PLOT FOR THE INFLUENCE OF CRACK CLOSURE ON THE STRESS REQUIRED TO 
PROPAGATE FATIGUE CRACKS AS A FUNCTION OF NOTCH OR FLAW SIZE. SOURCE: FRACTURE (WELLS AND 
LANDES, ED.), AIME, 1984, P 215-234 

It can also be noted from Fig. 18 that fatigue notch sensitivity is related to crack closure, in that higher stress amplitudes 
are required for crack propagation from small notches than from large notches of the same geometrical shape. 

Figure 19, based on Fig. 18, shows the crack and no-propagation regions as a function of the initial stress-concentration 
factor. This figure is of the same type as that originally developed by Frost and Dugdale (Fig. 2) and provides a rationale, 
based on crack closure, for their observations. 



 

FIG. 19 MODIFIED FROST PLOT OF ARREST CONDITIONS AS A FUNCTION OF INITIAL NOTCH SIZE AND KT. 
SHADED AREAS INDICATE REGIONS IN WHICH FATIGUE CRACKS WILL FORM AND THEN BECOME 
NONPROPAGATING. FOR A GIVEN INITIAL NOTCH SIZE, CRACKS WILL NOT FORM BELOW THE LEVEL OF THE 
CORRESPONDING SHADED AREA. SOURCE: SCRIPTA MET., VOL 18, 1984, P 71 

In a meaningful analysis of near-threshold fatigue crack growth behavior in service, a number of complicating factors 
may also have to be considered. For example, Koterazawa (Ref 182) has observed that crack propagation rates were 
accelerated by more than 100 times in some cases by understressing below the threshold, with this effect more 
pronounced in low-strength materials. It has also been observed (Ref 183) that a very small number of cycles of 
overstress, applied intermittently during a very large number of cycles of understress below threshold, caused significant 
acceleration in crack growth rate as compared to steady cyclic stress in moist air, dry air, and nitrogen. It has also been 
observed (Ref 184) that prolonged in-service exposure of a rotor steel at elevated temperature led to a decrease in ∆Kth 
due to the precipitation of carbides in the material. Geary and King (Ref 185) have demonstrated that residual stresses can 
also exert a strong influence on near-threshold fatigue crack behavior. 

As indicated above, in design the effect of notches may have to be considered. Luká  et al. (Ref 186) have examined the 
limiting case of nondamaging notches in fatigue, and Ogura et al. (Ref 187) have dealt with the threshold behavior of 
small fatigue cracks at notches in type 304 stainless steel, with nonpropagation occurring when the value of ∆Keff reached 
its threshold level. 

The practical significance of the fatigue crack growth threshold condition has also been discussed in relation to 
engineering design considerations by, for example, Austen and Walker (Ref 188), who considered corrosion fatigue crack 
growth and lifetime predictions for offshore environments. Harrison has written on damage-tolerant design (Ref 189), and 
Brook (Ref 190) has assessed the significance of the threshold as a design parameter. In a study of the influence of 
orientation on the fatigue strength of Ni-Cr-Mo-V steels, Nix and Lindley (Ref 191) used LEFM to calculate ∆Kth values 
for fatigue crack growth from inclusions. 
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Introduction 

FATIGUE CRACKS are small for a significant fraction of the total life of some engineering components and structures. 
The growth behavior of these small cracks is sometimes significantly different from what would be expected based on 
conventional (i.e., large-crack) fatigue crack growth (FCG) rate test data and standard FCG design and analysis 
techniques discussed elsewhere in this Volume. Small fatigue cracks are sometimes observed to grow faster than 
corresponding large cracks at the same nominal value of the cyclic crack driving force, ∆K. Small cracks have also been 
observed to grow at non-negligible rates when the nominal applied ∆K is less than the threshold value, ∆Kth, determined 
from traditional large-crack test methods. Therefore, a structural life assessment based on large-crack analysis methods 
can be nonconservative if the life is dominated by small-crack growth. In contrast to large-crack growth rates, which 
generally increase with increasing ∆K, small-crack growth rates are sometimes observed to increase, decrease, or remain 
constant with increasing ∆K. A variety of typical small-crack growth rate behaviors are illustrated schematically in Fig. 1. 



 

FIG. 1 TYPICAL SMALL-CRACK GROWTH RATE BEHAVIORS, IN COMPARISON TO TYPICAL LARGE-CRACK 
BEHAVIOR 

The fundamental reason for this disagreement between measured large-crack and small-crack growth rate data is often a 
lack of similitude. Although nominal calculated ∆K values for large and small cracks may be the same, the actual driving 
force for crack growth may be different due to the effects of localized plasticity, crack closure, microstructural influences 
on crack-tip strain, or localized crack-tip chemistry. In some cases, the basic continuum mechanics assumptions of 
material homogeneity and small-scale yielding may be violated for small-crack analysis. 

Small-crack behavior is a complex subject, due to the variety of factors that may affect small cracks and the variety of 
microstructures used in engineering structures. Many different researchers have published small-crack data and offered 
various explanations and models to rationalize these data, and apparent disagreements are not uncommon in the literature. 
This article is a general introduction to the subject of small cracks that attempts to provide an organizational framework 
for published data and to summarize the most current understandings of the phenomena. The serious student should 
consult more extensive review articles (Ref 1, 2, 3) and collections of small-crack papers (Ref 4, 5, 6, 7) for further details 
and references. 

In this article, different types of small cracks are carefully defined, and different factors that influence small-crack 
behavior are identified. Appropriate analysis techniques, including both rigorous scientific and practical engineering 
treatments, are briefly described. Important materials data issues are addressed, including increased scatter in small-crack 
data and recommended small-crack test methods. Applications where small cracks may be particularly important are 
highlighted. 
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Types of Small Cracks 

All small cracks are not the same. Different mechanisms are responsible for different types of "small-crack" effects in 
different settings. Criteria that properly characterize small-crack behavior in one situation may be entirely inappropriate in 
another situation. It is critical, therefore, to understand the different types of small cracks before selecting suitable 
analytical treatments. This article considers three types of small cracks: microstructurally small, mechanically small, and 
chemically small. 

One note on nomenclature is needed at the outset. The terms "small crack" and "short crack" both appear in the literature, 
and sometimes the two appear to be used interchangeably. In recent years, however, the two terms have acquired distinct 
meanings among many researchers. In the U.S. research community, the currently accepted definition for a "small" crack 
requires that all physical dimensions (in particular, both the length and depth of a surface crack) are small in comparison 
to the relevant length scale. The relevant length scale, and hence the specific physical dimensions, vary with the particular 
material, geometry, and loading of interest. In contrast, a crack is defined as being "short" when only one physical 
dimension (typically, the length of a through-crack) is small in comparison to the length scale. These definitions are 
illustrated in Fig. 2. However, it should be noted that this distinction has not always been observed in the literature, and 
that some current authors (especially in Europe) employ the terms with nearly reverse meanings. Whatever the usage, the 
reader should carefully observe which type of "little" crack is the subject of a given application. Some of the different 
implications of short versus small cracks are discussed later in the article. 

 

FIG. 2 SCHEMATIC OF "SMALL" AND "SHORT" CRACKS, INCLUDING RELATIONSHIP TO MICROSTRUCTURE 



Microstructurally Small Cracks 

A crack is generally considered to be "microstructurally small" when all crack dimensions are small in comparison to 
characteristic microstructural dimensions. The relevant microstructural feature that defines this scaling may change from 
material to material, but the most common microstructural scale is the grain size. The small crack and its crack-tip plastic 
zone may be embedded completely within a single grain, or the crack size may be on the order of a few grain diameters. 

Typical crack growth data for microstructurally small cracks are shown for a 7075 aluminum alloy in Fig. 3, along with 
traditional large-crack data for the same material (Ref 8). Note that small-crack growth can occur at nominal ∆K values 
below the large-crack threshold. Small-crack growth rates are often faster than would be predicted by the extrapolated 
large-crack Paris equation (the dashed line in Fig. 3), and the apparent Paris slope for the small-crack data can be smaller 
than for the large-crack data. Crack arrest (momentary or permanent) can occur at these low ∆K values, and this arrest is 
often observed to occur when the crack size, a, is on the order of the grain size (GS) (i.e., when the crack tip encounters a 
grain boundary). However, not all small cracks arrest or even slow down at these microstructural barriers. As the crack 
continues to grow, the small-crack da/dN data often merge with large-crack data. 

 

FIG. 3 TYPICAL FATIGUE CRACK GROWTH DATA FOR MICROSTRUCTURALLY SMALL CRACKS AND LARGE 
CRACKS. SOURCE: REF 8 

Why do microstructurally small cracks behave this way? Several factors are involved, all related to the loss of 
microstructural and mechanical similitude (Ref 9, 10). When the crack-tip cyclic plastic zone size, c

pr , (and sometimes the 
crack itself) is embedded within the predominant microstructural unit (e.g., a single grain), the crack-tip plastic strain 
range is determined by the properties of individual grains and not by the continuum aggregate. The growth rate 
acceleration of small cracks embedded within a single surface grain is primarily due to enhancement of the local plastic 



strain range that results from a lower yield stress for optimum slip in the surface grains. This microplastic behavior also 
causes (and, in turn, is affected by) changes in crack closure behavior. 

As a small crack approaches a grain boundary, the fatigue crack may accelerate, decelerate, or even arrest, depending on 
whether or not slip propagates into the contiguous grain. The transmission of slip across a grain boundary in turn depends 
on the grain orientation, the activities of secondary and cross slip, and the planarity of slip. The transition of the small 
crack from one grain to another may require a change in the crack path, which may also influence crack closure. The 
resulting crack growth behavior is therefore very sensitive to the crystallographic orientation and properties of individual 
grains located within the cyclic plastic zone. As the crack grows, the number of grains interrogated by the crack-tip plastic 
zone increases, and the statistically averaged material properties become smoother. 

However, it is important to note that the fundamental mechanism of crack growth is often the same for small and large 
cracks in the near-threshold regime. In both cases, FCG occurs as an intermittent process involving strain range 
accumulation and incremental crack extension, followed by a waiting period during which plastic strain range 
reaccumulates at the crack tip. Fatigue striations of equivalent spacing have been observed on the fracture surfaces of both 
large and small fatigue cracks tested under equivalent nominal ∆K ranges, as shown in Fig. 3 for 7075 aluminum alloy. 
The essential difference between large and small cracks is that the number of fatigue cycles per striation is less for small 
cracks, due to differences in the local crack driving force. 

Other factors may also influence microstructurally small cracks. In some cases, small cracks are stage I shear cracks 
oriented along preferred crystallographic directions, which exhibit different resistance to crack advance. Microstructurally 
induced changes in crack path can influence the development of crack closure due to crack surface roughness. In addition, 
many microstructurally small cracks grow under relatively large applied stresses, which further magnifies near-tip 
plasticity effects. 

How can the behavior of microstructurally small cracks be modeled or predicted analytically? Many different approaches 
have been developed, ranging from detailed scientific models to simplified engineering treatments. However, no single 
approach has demonstrated widespread applicability. The fundamental problem is that the customary linear elastic 
fracture mechanics (LEFM) parameter ∆K is, strictly speaking, an invalid representation of the crack driving force in the 
presence of enhanced near-tip plasticity and microstructural inhomogeneity. Unfortunately, no obvious alternative to ∆K 
has been widely accepted as a correlating parameter for microstructural small-flaw growth. In view of the widespread use 
of ∆K for large-crack analysis, many researchers and engineers have attempted to describe microstructurally small crack 
growth in terms of some modified ∆K. 

At one extreme, complex micromechanical models attempt to address directly the changes in the local crack driving force 
and the local microstructure. For example, some models are based on a modified Dugdale crack in an idealized 
microstructure with microplastic grains and grain boundaries (e.g., Ref 9). The nominal ∆K may be modified by influence 
functions that explicitly describe the effects of microplastic/macroplastic yield strength, large-scale yielding at the crack 
tip, and crack closure. More general phenomenological models motivated by detailed experimental measurements of near-
tip strains and displacements employ an "equivalent" ∆K incorporating a plastic component and a closure-modified elastic 
component. 

Simpler mechanical treatments have also been proposed to address FCG behavior in the microstructurally small crack 
regime. The attractive simplicity of these models is that they avoid dealing directly with complex microstructural issues. 
Small-crack acceleration effects are incorporated through simple modifications to mechanical parameters in the 
expression for the crack driving force. El Haddad (Ref 11), for example, replaced the actual crack length a by an effective 
length (a + a0) to calculate ∆K, which enhances the predicted crack growth when a is very small. A more sophisticated 
approach has been developed by Newman (Ref 12). The Newman model is based on computed changes in plasticity-
induced crack closure for small cracks growing out of initiation sites simulated as micronotches. Newman has shown 
reasonably good success in predicting small-crack growth rates and total fatigue lives for several different materials, but it 
should be remembered that the simple mechanical treatments do not address the most fundamental causes of the 
microstructurally small crack effect. Hence, the generality of the models cannot be ensured. 

Simpler, more empirical engineering approaches may be useful for some practical applications in which it is not possible 
or practical to address changes in the driving force explicitly. Stochastic treatments that acknowledge the inherent 
uncertainties associated with microstructurally small crack growth address this uncertainty through appropriate statistical 
techniques. Formulation and calibration of these techniques may require extensive analysis of statistical-quality small-
crack data, which is a limitation. Variability of small-crack data is discussed further below. Conservative bounding 
approaches that simply draw some upper bound to the crack growth data in the defined small-crack regime, or fitting 



approaches that perform regression on small-crack data to generate a new set of Paris equation constants, are also 
possible. These engineering treatments may be a useful means of avoiding detailed analysis, especially when small-crack 
data are available for materials and load histories representative of service conditions. 

Based on these observations and models, several practical suggestions can be offered to predict growth rates for 
microstructurally small cracks. In general, it appears that the large-crack Paris equation can be extrapolated downward at 
least to some microstructural limit, neglecting the large-crack threshold. Some treatment of nominal plasticity and crack 
closure effects on the crack driving force (discussed at more length in the next section) may be useful to improve 
agreement with large-crack data. However, it must be emphasized that some nonconservatism may remain if the true local 
microstructural effects have not been addressed. Guidance for addressing these effects can be obtained from various 
scientific approaches, although practical considerations may dictate the use of more general engineering approaches. 

Mechanically Small Cracks 

A crack is generally considered to be "mechanically small" when all crack dimensions are small compared to 
characteristic mechanical dimensions. The relevant mechanical feature is typically a zone of plastic deformation, such as 
the crack-tip plastic zone or a region of plasticity at some mechanical discontinuity (e.g., a notch). The crack may be fully 
embedded in the plastic zone, or the plastic zone size may simply be a large fraction of the crack size, as illustrated by 
Fig. 4. As discussed below, many microstructurally small cracks are also mechanically small, but our focus in this section 
is on mechanically small cracks that are microstructurally large. The "short" crack, as defined above, also behaves in the 
same manner as the mechanically small crack. The crack front of a short crack interrogates many different grains and 
hence is not subject to strong microstructural effects. 

 

FIG. 4 SCHEMATIC OF RELATIONSHIP BETWEEN MECHANICALLY SMALL CRACKS AND PLASTIC ZONES 

Typical crack growth data for mechanically small cracks in unnotched configurations are shown in Fig. 5 for a high-
strength, low-alloy (HSLA) steel (Ref 13). Note again that small-crack growth can occur below the large-crack threshold. 
The slope of the Paris equation often appears to be roughly the same for small- and large-crack data, but the small-crack 
data sometimes fall above the large-crack trend line when expressed in terms of nominal ∆K. 



 

FIG. 5 TYPICAL FATIGUE CRACK GROWTH DATA FOR MECHANICALLY SMALL CRACKS AND LARGE CRACKS. 
SOURCE: REF 13 

Small or short cracks growing in notch fields can exhibit a characteristic "fish-hook" growth behavior, as illustrated in 
Fig. 6 (Ref 14). Here small-crack growth rates are much faster than for comparable large cracks when the cracks are 
extremely small in comparison to the notch dimensions. These small-crack growth rates can actually decrease with 
increasing crack growth and then eventually merge with large-crack data. 



 

FIG. 6 TYPICAL FATIGUE CRACK GROWTH DATA FOR SHORT CRACKS AT NOTCHES. SOURCE: REF 14 

Why do mechanically small cracks grow in this manner? The primary motivation appears to be that local stresses are 
significantly larger than those encountered under typical small-scale yielding (SSY) conditions, especially at near-
threshold values of ∆K. These local stresses may have been elevated by the presence of a stress concentration, or they 
may simply be large nominal stresses in uniform geometries. These large local stresses significantly enhance crack-tip 
plasticity, which in turn enhances the crack driving force, either directly through violations of K-dominance, indirectly 
through changes in plasticity-induced crack closure, or both. The appropriate analytical treatment of the mechanically 
small crack, then, primarily involves appropriate treatments of the elastic-plastic crack driving force and crack closure. 

The nominal elastic formulation of ∆K gradually becomes less accurate as a measure of the crack driving force as the 
applied stresses become a larger fraction of the yield stress. Under intermediate-scale yielding (ISY), when σmax/σys 
exceeds about 0.7, a first-order plastic correction to ∆K may be useful (Ref 15). This correction may be based on the 
complete Dugdale formulation for the J-integral, expressed in terms of K, or it may be based on an effective crack size, 
defined as the sum of the actual crack size and the plastic zone radius. However, in most cases this first-order correction 
will change the magnitude of ∆K by no more than 10 to 20%. In the large-scale yielding (LSY) regime, when the nominal 
plastic strain range becomes non-negligible (typically, when the total stress range approaches twice the cyclic yield 
strength), it will generally be necessary to replace ∆K entirely with some alternative elastic-plastic fracture mechanics 
(EPFM) parameter (Ref 16), such as a complete ∆J formulation. 

Plasticity-induced crack closure also becomes increasingly significant outside the small-scale yielding regime. Crack 
opening stresses are a function of the ratio of maximum stress to yield stress, the ratio of minimum to maximum stress 
(R), and the stress state. Changes in closure behavior are most pronounced for large maximum stresses, low R, and plane 
stress (typical conditions for mechanically small cracks). Simple closed-form equations based on modified-Dugdale 
closure models are available to predict normalized crack opening stress as a function of maximum stress, stress ratio, and 
a constraint factor (Ref 17). Changes in closure behavior are also significant for crack growth at notches, and simple 
models are available to predict these changes. 

If appropriate revisions to the crack driving force based on plasticity and crack closure considerations are carried out, the 
growth rates of mechanically small cracks can often be predicted successfully by extrapolating the large-crack Paris 



equation and neglecting the large-crack threshold. This implies that if plastic corrections to ∆K are relatively minor, and if 
the closure behavior of the small crack does not differ significantly from that of the large cracks used to derive the Paris 
equation, the small-crack growth rates may be essentially the same as for the large cracks at the same nominal ∆K. It is 
not entirely clear under what conditions the large crack threshold will be observed by the small cracks, and in the absence 
of contradicting data, it is probably prudent to neglect the threshold for all mechanically small cracks. If a complete crack 
closure analysis is not possible or practical, it may be sufficient to predict the growth rates of mechanically small cracks 
using closure-free (high-stress-ratio) large-crack data (Ref 18). 

As noted above, the regimes of mechanically small and microstructurally small cracks can overlap. A more complete 
organizational scheme for large and small cracks from both microstructural and mechanical perspectives is given in Table 
1 (Ref 19). The "microstructurally small" crack discussed earlier in this article is often both microstructurally and 
mechanically small, although it is also possible to have a crack that is microstructurally small and mechanically large. 
This can be true of cracks in very large-grained materials, or cracks in single crystals, although single crystals do not 
exhibit all aspects of small-crack behavior due, in part, to the homogeneity of the microstructure. The traditional 
"mechanically small" (or "short") crack discussed in this article is typically microstructurally large. Traditional large 
cracks are both microstructurally and mechanically large. 

TABLE 1 CLASSIFICATION OF CRACK SIZE ACCORDING TO MECHANICAL AND MICROSTRUCTURAL 
INFLUENCES 

MECHANICAL SIZE  MICROSTRUCTURAL 
SIZE  LARGE 

A/RP > 4-20 (SSY)  
SMALL 
A/RP < 4-20 (ISY AND LSY)  

LARGE: (A/M > 5-10) 
AND (RP/M ?  1)  

MECHANICALLY AND 
MICROSTRUCTURALLY LARGE 
(LEFM VALID)  

MECHANICALLY 
SMALL/MICROSTRUCTURALLY 
LARGE (MAY NEED EPFM)  

SMALL: (A/M < 5-10) 
AND (RP/M ~1)  

MECHANICALLY 
LARGE/MICROSTRUCTURALLY 
SMALL  

MECHANICALLY AND 
MICROSTRUCTURALLY SMALL 
(INELASTIC, ANISOTROPIC, 
STOCHASTIC)   

(A) A, CRACK SIZE; RP, CRACK-TIP PLASTIC ZONE SIZE; M, MICROSTRUCTURAL UNIT SIZE; 
SSY, SMALL-SCALE YIELDING; ISY, INTERMEDIATE-SCALE YIELDING; LSY, LARGE-SCALE 
YIELDING; LEFM, LINEAR ELASTIC FRACTURE MECHANICS; EPFM, ELASTIC-PLASTIC 
FRACTURE MECHANICS  

Size Criteria for Small Cracks 

Table 1 also includes some suggestions for approximate size criteria based on comparisons of the crack dimensions with 
either the crack-tip plastic zone size, rp, or the microstructural unit size, M. Cracks are generally considered to be 
microstructurally small when their size is less than 5 to 10 times the microstructural unit size (typically the grain size). 
Alternatively, a crack may be microstructurally small when the plastic zone size is roughly less than or equal to the 
microstructural unit size. A crack often behaves in a mechanically small manner when the ratio of crack size to crack-tip 
plastic zone size is less than 4 to 20. Here the lower limit corresponds roughly to an applied maximum stress that is about 
70% of the yield strength. It should be recognized, however, that these operational definitions of the transition crack size 
are rough approximations. The actual transition will likely be more gradual than distinct, and identification of the proper 
criterion is less clear when cracks are both microstructurally and mechanically small. 

Another approach to identification of the small-crack regime is based on the relationship between the crack growth 
threshold and the fatigue limit shown in Fig. 7. From an initiation perspective, failure of a specimen without a preexisting 
crack should occur only if the applied stress range is greater than the fatigue limit, ∆Se (although it should be noted that 
microstructurally small crack growth can sometimes occur at applied stresses below the fatigue limit). From a fracture 
mechanics perspective, crack growth should occur only if the applied stress-intensity factor range, ∆K = F ∆σ  aπ , is 
greater than the threshold value, ∆Kth, which is the region above the sloping line. Therefore, the utility of ∆Kth as a 
"material property" appears to be limited to cracks of lengths greater than that given by the intersection of the two lines 
(a0). For many materials, a0 appears to give a rough approximation of the crack size below which microstructural small-
crack effects become potentially significant. However, a0 may underestimate the importance of small-crack effects when 



crack closure or localized chemistry effects are dominant. Note that the construction of Fig. 7 also indicates that the 
effective threshold decreases with crack size for cracks smaller than a0. 

 

FIG. 7 DIAGRAM FOR ESTIMATING A0 

Chemically Small Cracks 

Experiments on a variety of ferritic and martensitic steels in aqueous chloride environments have shown that under 
corrosion-fatigue conditions, small cracks can grow significantly faster than large cracks at comparable ∆K values (Ref 
20). This phenomenon is believed to result from the influence of crack size on the occluded chemistry that develops at the 
tip of fatigue cracks. The specific mechanism responsible for this "chemical crack size effect" is believed to be the 
enhanced production of embrittling hydrogen within small cracks, resulting from a crack size dependence of one or more 
factors that control the evolution of the crack-tip environment: convective mixing, ionic diffusion, or surface 
electrochemical reactions (Ref 21). This mechanism is distinctly different from that responsible for the enhanced rate of 
crack growth in microstructurally or mechanically small fatigue cracks. However, the enhanced crack-tip plasticity 
associated with microstructurally or mechanically small cracks could further stimulate the electrochemical reactions 
through the creation of additional fresh and highly reactive surfaces at the crack tip. 

The chemical crack size effect is clearly illustrated by the data of Gangloff (Ref 20) for 4130 steel in an aqueous NaCl 
environment (see Fig. 8). Note that corrosion-fatigue crack growth rates from small surface cracks (0.1 to 1 mm deep), as 
well as short through-thickness edge cracks (0.1 to 3 mm), are appreciably faster than corrosion-fatigue crack growth 
rates from large through-thickness cracks (25 to 40 mm) in standard compact tension specimens. It is also interesting to 
note that the corrosion-fatigue crack growth rates for small surface cracks decrease with increasing applied stress (at a 
given ∆K). This trend is opposite to the dependence of applied stress on crack growth rates in mechanically small fatigue 
cracks. Moreover, all of the corrosion-fatigue crack growth rates in NaCl are enhanced compared to those in a moist 
laboratory air environment, even though the latter were generated with both small and large cracks. Thus, in relation to 
the fatigue small-crack effect, the chemical small-crack effect is of potentially greater importance, because it can occur 
over a much larger range of crack sizes (up to 3 mm). 



 

FIG. 8 TYPICAL CORROSION-FATIGUE CRACK GROWTH DATA FOR CHEMICALLY SMALL CRACKS AND LARGE 
CRACKS. SOURCE: REF 20 

Not all materials exhibit a chemically small crack effect, and the complexity of the important electrochemical 
mechanisms makes it difficult, if not impossible, to predict a priori the existence or quantitative extent of this effect in a 
given application. Changes in alloy and solution chemistry, electrode potential, oxygen concentration, applied stress and 
stress ratio, and the specific rate-controlling process in the electrochemical reaction can all influence crack growth rates. 
In general, experimental data for specific material-geometry-load-chemistry combinations are needed to characterize 
chemically small crack effects. 
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Small-Crack Test Methods 

Analytical treatments of small-crack growth rate behavior often attempt to derive predictions of small-crack growth rates 
from large-crack data, which is more commonly available. In some applications, however, this approach will clearly not 
be adequate (e.g., for some microstructurally small cracks), and it may be necessary to obtain direct experimental 
evidence for small-crack behavior. Unfortunately, small-crack growth rates cannot usually be measured with the standard 
test procedures developed for large cracks. Small-crack tests usually require different specimen geometries and different 
specimen preparation techniques, different crack length measurement techniques and equipment, and different data 
analysis techniques. 

Guidelines for small-crack test methods are now available in appendix X3 to ASTM E 647-95 (Ref 22). This appendix 
does not prescribe complete, detailed test procedures. Instead, it provides general guidance on the selection of appropriate 
experimental and analytical techniques and identifies aspects of the testing process that are of particular importance when 
fatigue cracks are small. A brief summary of these recommendations is provided here for completeness. 

Several well-established experimental techniques are available for measuring the size of small fatigue cracks, and hence 
deducing their growth rates. These techniques include replication, photomicroscopy, potential difference, ultrasonic, laser 
interferometry, and scanning electron microscopy. Some of these techniques, such as replication and photomicroscopy, 
are amenable to routine use, while others require significant expertise and expenditures. Each technique has unique 
strengths and limitations, and different techniques are optimum for different circumstances. All are useful for measuring 
the growth of fatigue cracks on the order of 50 m and greater, and some are applicable to even smaller cracks. Detailed 
descriptions of each technique are collected in Ref 7. 

The study of small cracks requires detection of crack initiation and growth while physical crack sizes are extremely small, 
and this requirement influences specimen design. Today the preferred and most widely used technique is to promote the 
initiation of naturally small surface or corner cracks in rectangular or cylindrical specimens, rather than growing a large 
crack and then machining away material in the crack wake to leave a small crack. Early crack detection can be facilitated 
by using specimens with extremely small artificial flaws or very mild stress concentrations, but the completely natural 
initiation of a small crack at a location chosen entirely by the crack itself is sometimes preferred. Near-surface residual 
stresses and surface roughness induced by specimen fabrication can artificially influence small-crack growth behavior and 
should be eliminated or minimized prior to testing. However, the growth rates of small surface cracks in engineering 
components can be influenced by residual stress fields arising from fabrication of the component, so residual stresses 
should be considered when the laboratory data are applied. 



Many small surface cracks develop shapes that are approximately semielliptical, and the standard K solutions for these 
geometries can be applied during data analysis. However, variations in the crack shape can be a source of scatter in 
growth rate data, especially for microstructurally small cracks, and some confirmation of crack shape is desirable. 
Interactions between closely spaced multiple cracks that affect growth rates are more likely to occur in the small-crack 
regime and must be addressed. Special attention must be given to the minimum interval between successive crack length 
measurements, ∆a. Closely spaced measurements are often needed to capture key crack-microstructure interactions, but 
measurement error can significantly influence variations in da/dN for extremely small ∆a values. 
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Scatter in Small-Crack Growth Rate Data 

Small-crack data often exhibit much more scatter in da/dN than large-crack data, sometimes several orders of magnitude 
at a single ∆K value (see Fig. 3, 5). Of course, this leads to greater uncertainty in life calculations, especially when the 
small-crack regime dominates the total life. Analytical approaches based on simple upper bounds to the small-crack 
regime may be unacceptably overconservative. 

This apparent variability can arise from several different sources. Some true variability is due to stochastic microstructural 
effects. Local resistance to crack growth will vary with local differences in grain orientation, microplastic yield strength, 
and grain boundary effects, and these can be especially significant when the crack driving force is small (on the same 
order as the material resistance to crack growth). A small crack embedded in a preferentially oriented microstructure may 
grow very rapidly, while a similar crack in a contrasting microstructure might arrest completely. Larger cracks 
simultaneously interrogate many grains and microstructural features along the crack front, and hence there is a smoother 
average resistance to crack advance. 

On the other hand, some apparent variability in da/dN is more artificial and hence will not have a significant impact on 
variability in total life. Measurement errors become significant when the crack growth increment becomes small relative 
to the measurement resolution. Other apparent variability can be attributed to mathematical averaging effects. The normal 
point-to-point variability in growth rates due to local microstructural variations is effectively averaged out for most large 
cracks, because the crack travels a relatively long distance (through many different microstructural features) during the 
measurement interval. But because the small crack usually travels only a short distance during the measurement interval, 
this normal variability has a more dramatic impact on calculated da/dN. Large cracks could exhibit a similar increase in 
apparent variability if they, too, were measured at much shorter ∆a intervals. 

The appropriate treatment for small-crack scatter depends, at least in part, on the origin of the scatter. Some scatter that is 
only apparent can be effectively reduced with improvements in the measurement precision or in the analytical schemes 
used to process the raw crack growth data, including data filtering and modified incremental polynomial techniques (Ref 
22). However, other forms of scatter may require a formal stochastic treatment of the data. Many stochastic FCG models 
are available in the literature. Unfortunately, many of these models require extensive data of high statistical quality, which 
is often difficult (expensive) to obtain for small cracks. Other stochastic FCG models designed for practical engineering 
applications, such as the lognormal random variable model, require fewer data and simpler calculations. However, these 
models are often not able to address the effects of crack size on scatter. 
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Applications Where Small Cracks Are Important 

Small-crack behavior is not an important issue for applications in which initial defects are large and fatigue cracks of 
interest are also large, such as welded civil engineering structures. In addition, small cracks are generally not significant 
for many traditional mechanical and aeronautical engineering design/analysis applications based on damage tolerance 
concepts, because the initial flaw size (based on conventional nondestructive evaluation inspection limits) is usually 
beyond the small-crack regime. However, damage tolerance methods are sometimes applied to more highly stressed 
structures where tolerable flaw sizes are much smaller and nondestructive evaluation requirements are stricter. Small-
crack behavior can be very important in these applications, which historically have been treated with safe-life methods 
based on bulk damage strain-life or stress-life analyses. Note that the total life in many strain-life applications is often 
dominated by the growth of small cracks, especially in the low-cycle fatigue (LCF) regime where crack formation occurs 
very early in life and final crack sizes are still relatively small. Therefore, the damage growth process in LCF, which is 
often treated as an "initiation" problem, is often actually a small-crack growth process. Small-crack analysis techniques 
may provide valuable new insights into some difficult LCF lifting problems. Small-crack phenomena, especially small-
crack arrest, are thought by some to be the key to high-cycle fatigue (HCF) behavior, including the fatigue limit, but a 
practical treatment of HCF based on small cracks is not yet available. The relative contributions of crack nucleation and 
small crack growth for total HCF life are not yet well understood. Small cracks can also be important for fracture 
mechanics-based durability assessments in which an equivalent initial flaw size (EIFS) is back-calculated from some 
economic total life. This EIFS is often well within the small-flaw regime. 
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Discussion/Summary 

Small-crack behavior was first documented in the mid-1970s, extensively investigated in the 1980s, and remains an active 
research topic. The problem is now well enough understood to facilitate some standardization of concepts, test methods, 
and analysis techniques, but small-crack technology is not yet routinely applied in industrial practice. At this writing, no 
general-purpose computer codes for fatigue crack growth (FCG) analysis are available that explicitly address small-crack 
behavior. Furthermore, several important problems remain unresolved. For example, some small-crack effects appear to 
be accentuated under variable-amplitude loading, but load history effects have not been adequately characterized. In 
addition, as noted earlier, it is not yet clear if small cracks exhibit a well-defined threshold or nonpropagation condition; if 
so, how this might be related to the large-crack threshold; or when small cracks observe the large-crack threshold. 
Nevertheless, the current understandings about when and why small-crack effects occur, how to characterize them 
experimentally, and how to treat them analytically are adequate to provide significant improvements in the quality of 
structural integrity assessments. 
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Introduction 



FRACTURES in engineering applications (Ref 1) occur mostly from surface or internal three-dimensional cracks, which 
generally propagate in all directions and often have irregular shapes. Such shapes may not strictly have an elliptical or 
circular geometry, although such an approximation is often practiced in research investigations and engineering analyses. 
This may introduce errors in growth data and the estimated fatigue life, but it also raises several parallel questions. First, 
what are the factors that make the three-dimensional cracks grow with irregular shapes? Second, how can we describe the 
growth behavior of regular and irregular cracks exhibiting a continuous change in shape from initiation to failure? Third, 
how can we predict the growth of these cracks in fatigue leading to unstable fracture? 

Recent studies on the effects of crack shape on the behavior of surface and embedded cracks have resolved these issues to 
some extent. These studies have also clarified several important factors that influence the three-dimensional crack growth 
behavior, including, for example, loading mode, residual stress, microstructure, and material anisotropy. Additionally, 
methods have been developed to calculate stress-intensity factors (SIFs) of arbitrarily shaped flaws and to predict failure 
from these cracks. This article summarizes the aspects of crack shape and irregularity that are relevant to fatigue and 
fracture of surface cracks. The issues covered are the basic nature of regular surface cracks; variables that influence the 
shape of surface cracks, such as grain size, residual stresses, texture, loading mode, environment, and crack coalescence; 
techniques for monitoring crack shape development; methods for calculating SIFs for arbitrarily shaped flaws; and simple 
approaches to predicting failure or threshold for crack growth from arbitrarily shaped flaws and notches. 
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Nature of Three-Dimensional Surface Cracks 

Two terms pertain to the three-dimensional aspects of surface cracks: the crack shape (semicircular, semielliptical, square, 
triangular, etc.) and the crack aspect ratio (a/c, the ratio of half surface length to the distance of maximum depth point in 
crack front, from surface) (Fig. 1). The two terms are somewhat related: the former provides a qualitative description of 
crack geometry, whereas the latter is a quantitative measure of depth in relation to the length at surface, irrespective of 
geometry. 

 

FIG. 1 THE GEOMETRY OF SURFACE CRACKS 



The straight crack fronts of through cracks, as in standard fracture mechanics specimens, allow the characterization of 
fatigue fracture in terms of two-dimensional fracture mechanics formulations. On the other hand, an elliptical surface 
crack requires two parameters to describe the fracture process. The surface crack length (2c) and the depth (a) are 
required to adequately describe the stress-intensity factor, K, along the crack front (Fig. 1). 

Irwin (Ref 2) formulated the SIF of a semi-elliptical surface crack in an infinite plate, subjected to an applied stress, , 
as:  

  
(EQ 1) 

where the elliptic integral is given by:  

  

In Eq 1, is the parametric angle (Fig. 1) of the point of interest on the crack front. The ratio a/c is referred to as the 
"aspect ratio" of the crack and is often used to describe the semicircular (a/c = 1), shallow (a/c < 1), and deep (a/c > 1) 
crack morphologies found in engineering components. Equation 1 is useful only for surface cracks in infinite bodies. 
However, employing detailed finite element analysis, Newman and Raju (Ref 3) modified surface crack formulae for 
wider practical use by incorporating the specimen thickness (t) and width (2w). The Newman-Raju formula for surface 
cracks is given by:  

K = F G F FW  (EQ 2) 

where:  

  

In the above equations, for a/c ･1:  



  

and for a/c > 1:  

  

It is noted that Eq 2 is only for pure tensile loading with an aspect ratio (a/c) between 0.2 and 2.0 and for a/t <0.8. The 
SIF equations for loading and crack conditions are in Ref 3. The SIF in Eq 2 varies with location along the crack front as 
a function of surface length and crack depth, for a given specimen size. The SIF values at different points along the crack 
front are nearly the same for a crack of a/c = 0.85, and this shape is often termed equilibrium crack shape or semielliptical 
crack. Surface cracks in relatively brittle materials grow with this shape in the presence of uniform stress and 
homogeneous material characteristics along the crack front. In relatively ductile materials, plastic deformation occurs at 



tips at the surface, due to a lower degree of constraint. This retards the growth of surface tips, causing the equilibrium 
shape to be nearly semicircular (a/c = 1), even though the K at the surface tip (Kc) is about 8% higher than that at the 
depth position (Ka). Hereafter, the term equilibrium crack shape means either semielliptical or semicircular, depending on 
the material. 

The SIF distribution changes significantly when there is a deviation from the equilibrium crack shape, depending on 
whether the crack is shallow (a/c < 1) or deep (a/c > 1). The distribution becomes very complex if the crack shape is 
irregular, deviating far from the elliptical geometry. The nature of SIF variations in an elliptical crack can be visualized 
from Fig. 2, in which the SIFs at the surface (  = 0), Kc, and at the maximum point at depth (  = 90), Ka, are plotted as a 
function of a/c. When the crack is shallow, the SIF at depth is higher than at the surface tip (Ka > Kc). The situation is 
reversed for the deep crack (Kc > Ka). Hence, for example, initially shallow and initially deep cracks grow at depth and 
surface positions, respectively, in order to make the SIF uniform all around the crack front. Similarly, in irregularly 
shaped cracks, irrespective of their geometric shape, crack growth at locations of high K occur to move the shape to 
equilibrium. Although crack growth is dictated by the requirement to maintain equilibrium shape, in practice, surface 
cracks often maintain irregular shapes due to nonuniformity in structural stress distribution as well as material and 
microstructural inhomogeneities. These factors are discussed in the following sections. 

 

FIG. 2 THE VARIATION OF STRESS-INTENSITY FACTOR (SIF) AT THE SURFACE (KC) AND AT THE DEPTH (KA) 
WITH THE ASPECT RATIO OF THE SURFACE CRACK 
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Variables That Influence Crack Shape 

Mechanical Variables. The principal factors that affect the variation in crack shape or aspect ratio are the nature of 
stress distribution in the crack plane and residual stresses induced by surface damage, machining, shot peening, and 
coating. 

In the absence of residual stresses, the variation of crack aspect ratio as the crack grows through a plate of rectangular 
cross-section depends on whether the remote loading is tension or bending in nature. Additionally, the initial crack aspect 
ratio influences the aspect ratio during growth. For purely tensile loading, the a/c will tend to reach a value of 0.85 after 
sufficient crack growth from a crack with arbitrary initial aspect ratio. At large crack sizes, when the crack front at the 
depth approaches the specimen back surface, there is a tendency for the cracks to become shallow. This is due to the fact 
that even in nominally tensile loading, the bending component becomes significant at small net section sizes, due to 
specimen rotation with respect to the loading axis. The variation in a/c is illustrated in Fig. 3(a) for different materials 
with varying initial aspect ratios. The aspect ratio variation can be described by (Ref 4):  

  

(EQ 3) 

where n is the exponent in the Paris law for stage II fatigue crack growth:  

  
(EQ 4) 

where C is a material constant. From Eq 3, a/c can be determined at any stage during fatigue crack growth using Runge-
Kutta numerical technique if the initial aspect ratio, a0/c0, and a0/t are known. 



 

FIG. 3 THE NATURE OF CRACK ASPECT RATIO VARIATION IN (A) TENSION AND (B) BENDING FOR VARIOUS 
STARTING CRACK SHAPES, IN THE ABSENCE OF RESIDUAL STRESSES AND MICROSTRUCTURAL INFLUENCES 

On the other hand, in bending, a/c changes continuously, even for the cracks starting with a/c = 1, due to the variation of 
stress in the through-the-thickness direction. As the crack grows, a shallow shape is preferred, because the tensile stress at 
the depth point is lower than that at the surface, leading to different local K values at the tips in these locations. Cracks 
with arbitrary initial shapes also follow this trend eventually, after some growth. The variation in aspect ratio in bending 



is illustrated in Fig. 3(b) for different materials with varying initial aspect ratios. The rate of change of a/c in this case is 
given by:  

  

(EQ 5) 

where:  

  

In Fig. 3(a) and 3(b), the solid lines are the predictions from Eq 3 and 5, respectively, and they are often referred to as 
preferred propagation paths (PPP). In practice, the initial crack shape depends on the geometry of discontinuities, 
including notches introduced during component fabrication, cracks forming from inclusions, and so on. Hence, knowing 
the initial aspect ratio, a0/c0, of these defects, the aspect ratio at any stage in fatigue life can be determined numerically 
from Eq 3 and 5. This is of considerable use in predictions of fatigue failure. 

The nature of development of crack shape or aspect ratio is also influenced by stress states other than that due to applied 
loading. One example is the residual stress introduced by surface modification processes, such as shot peening, surface 
hardening, and coating. The variation in the shape of surface cracks during fatigue after shot peening (Ref 5) is shown in 
Fig. 4, along with the data for unpeened material, for 7010 high-strength aluminum alloy. While the unpeened alloy 
maintained nearly the equilibrium shape (a/c = 0.85), the shot-peened alloy showed shallow crack shape (a/c = 0.5) 
during growth. After shot peening, the growth rate of the surface crack tips was higher than that at the depth. Shot 
peening of the alloy produced a highly deformed layer at the surface. Due to extensive plastic deformation in the direction 
normal to the shot-peened surface, the width of grains in this direction was smaller than in other directions. The grains 
had a layered microstructure. As a result, propagation was difficult normal to these grain layers into the specimen, relative 
to that in the surface direction. The shallow crack shape also reflects this difficulty, indicating that it is easier for the crack 
to grow in the surface direction than in the depth direction. 



 

FIG. 4 THE TRENDS IN ASPECT RATIOS OF SURFACE CRACKS IN 7010 ALUMINUM ALLOY, BEFORE AND AFTER 
SHOT PEENING 

Other factors influence the development of crack shape in surface cracks. Unique circumstances such as crack 
coalescence can cause a sudden change in aspect ratio (Ref 6). As shown in Fig. 5(a), when two semicircular cracks 
propagating in the same plane touch each other, the combined crack has a lower aspect ratio (a/c < 1), and the crack 
propagation in surface temporarily ceases. In conventionally manufactured components, residual stresses are invariably 
present. In autofretagged gun tubes (Ref 7), small cracks, initially pinned from growing in the surface direction, coalesce 
to larger ones with shallow shape, often resulting in a far more complex shape (Fig. 5b). These shapes are not generally 
semielliptical, so some inaccuracy is expected when using the known SIF formulas for elliptical cracks. Therefore, 
alternate methods are required to estimate the SIFs for these cracks. 



 

FIG. 5 THE NATURE OF CRACK SHAPE DEVELOPMENT DURING (A) THE COALESCENCE OF TWO SEMICIRCULAR 
CRACKS, (B) THE COALESCENCE OF MULTIPLE CRACKS IN AUTOFRETTAGED GUN TUBES, AND (C) THE 
APPLICATION OF VARYING MEAN STRESS FATIGUE LOADING 

Changes in load spectrum, either due to change in mean stress or stress ratio, R, or a change in loading mode, can cause a 
change in the shape of the crack (Ref 8). Figure 5(c) shows how the change in R alters the crack front for a surface crack 
in a plate under tensile loading. It was suggested that the constraint loss in surface changed the size of the plastic zone 
through which the crack should enter the body. This in turn led to unusual crack shapes, as shown in the figure. 
Additionally, the resulting stress redistribution influenced the crack shape. 

The variations in surface crack aspect ratio, or the PPP, also depend on the environment (Ref 9). Figure 6 shows the effect 
of environment and stress ratio on the change in a/c of surface cracks in HY80 steel. For crack growth in air, the aspect 
ratios were generally lower at R = 0.7 than R = 0.2, similar to the effect of load spectrum on crack shape, indicated above. 
However, the effect was not seen for vacuum or saltwater environments. Additionally, the crack aspect ratios in these 
environments are similar. The reason for this different behavior is not well understood, but the data clearly suggest that 
the effect of environment on crack shape development can be significant and should be considered in surface crack 
analyses. 



 

FIG. 6 THE EFFECT OF ENVIRONMENT ON CRACK SHAPE DEVELOPMENT 

Microstructural Variables. Many microstructural parameters, including grain boundaries, crystallographic 
orientation/texture, and inclusions, influence the development of crack shape in surface cracks. Despite its importance to 
microstructure control and fatigue life prediction in general, this subject has received little attention in research, let alone 
in fatigue life prediction. One of the principal reasons is that microstructure-induced effects occur at very small sizes, 
making measurement and interpretation difficult. Until recently, nondestructive evaluation procedures in engineering 
emphasized a lower detectable crack size limit of about 1 mm. At this size, the microstructure-induced effects on crack 
shape are generally small. However, in high-performance applications, high-strength and inherently anisotropic materials 
are being used increasingly often, leading to a decrease in the limiting crack size at which unstable failure may occur. 
Therefore, consideration should be given to microstructural effects on small cracks, in the size range in which 
microstructural effects are significant. 

The shape of inclusions, for example in steel, influences the crack shape at very early stages of fatigue, affecting the 
fatigue life (Ref 10, 11). This influence is significant on the initial values of crack aspect ratio. As the crack grows away 
from the inclusion, equilibrium semielliptical shape is reached, provided that factors such as residual stress and 
microstructural effects are absent. 

The most significant microstructural factors that have a documented influence on crack shape development are grain size 
and texture. It is to be noted that microstructural effects on crack shape are yet to be fully understood. However, certain 
experimental data are included here for the reader, to caution the use of surface crack equations at small crack sizes, as 
well as to appreciate the relevance of microstructure in crack shape variations. The effect of grain size on crack shape is 
dominant at small crack sizes of the order of a few grain diameters. Figures 7(a) and 7(b) illustrate a/c values determined 
by serial electropolishing (Ref 12) and by heat tinting (Ref 13), respectively. Both data sets consist of measurements from 
cracks grown to different sizes in several specimens. The fluctuations in crack aspect ratio are significant, especially at 
small crack sizes of the order of a few grain diameters. At large crack sizes, the aspect ratios converge to nearly 
equilibrium crack shape (a/c = 0.85). 



 

FIG. 7 MICROSTRUCTURE (GRAIN SIZE) INDUCED CRACK ASPECT RATIO VARIATIONS IN (A) TI-8AL ALLOY 
AND (B) STAINLESS STEEL 

The reasons for the grain-induced aspect ratio variations are beginning to be understood (Ref 14). At small crack sizes, 
the crystallographic orientations of grains influence the crack extension. Perturbations in the crack front occur at locations 
where the grains ahead of the crack are favorably oriented for cleavage or slip. The crack front is arrested at locations 
having grains not so oriented. The isolated crack front perturbations are significant at crack sizes of the order of a few 
times the grain size. These perturbations significantly alter the shape as well as the distribution of SIF along the crack 
front. As a result, there are wide variations in crack shape and SIF distribution. When the crack grows to a larger size, of 
the order of several times the grain diameter, the same perturbations become less significant in relation to the size of the 
crack. Hence, the changes in overall shape and the K distribution along the crack front are less severe. With continued 
crack growth, the crack approaches the equilibrium crack shape. Therefore, microstructure-induced crack shape variations 
are limited to few grain diameters, typically of the order of ten times the grain size (Ref 14). This limit can change with a 
material, but it appears to be linked to the ratio of crack size to grain size. Grain-induced crack shape variations are also 
significant in materials such as beta- processed titanium alloy, in which cracks of the order of 1 mm are known (Ref 15) 
to exhibit irregular crack shapes due to the coarse colony microstructure. 

Texture or grain shape can influence the shape of the surface crack during fatigue crack growth, especially in rolled and 
extruded materials such as aluminum alloys. This is because the resistance to crack growth is different in the longitudinal, 
transverse, and short-transverse directions of a rolled plate, leading to different rates of crack front advance in different 
directions under the same applied stress range. Hence, nonequilibrium crack shapes occur, either shallow or deep 
configurations (Ref 16), depending on the relative crack growth resistance at the surface direction compared to that at the 
depth direction. Figures 8(a) and 8(b) illustrate the crack shapes as observed on fracture surfaces in different orientations 
of a 7010 aluminum alloy. The effect of texture or orientation is more significant in the case of Al-Li alloys (Ref 5), in 
which shallow crack configuration is seen even in the absence of shot peening (Fig. 8c). 



 

FIG. 8 (A, B) SCHEMATICS OF CRACK SHAPES OBSERVED IN DIFFERENT ORIENTATIONS OF FATIGUE TESTS 
IN 7010 ALUMINUM ALLOY. (C) THE VARIATION OF ASPECT RATIO WITH CRACK GROWTH IN 8090 AL-LI 
ALLOY, BEFORE AND AFTER SHOT PEENING 
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Measurement and Analysis 

Measurement of crack shapes or aspect ratios during fatigue crack growth can be performed by a number of techniques. 
Most common are application of high mean stress and low-∆K loading periodically during the regular cyclic loading to 
mark the crack front, heating the specimen with the crack in air at 300 to 700 °C (for most steels and titanium alloys) for 



1 or 2 h to color the crack surfaces by oxidation (heat tinting), and using dye penetrants or inks to mark the crack front. 
However, these techniques provide useful information only after specimen fracture. In many instances, a knowledge of 
the shape of the crack before fracture is required in order to assess the criticality of the structure. 

To this end, a method has recently been developed (Ref 17) to continuously track the changes in shape or aspect ratio of 
the crack during fatigue crack growth, using advanced measurement techniques. The method relies on the measurements 
of instantaneous crack compliance and surface crack length. A laser interferometric displacement measurement system is 
used to accurately measure the crack compliance. A photographic camera or replication is used to continuously record the 
surface crack length at the same time as the compliance measurement. The compliance of a surface crack is a function of 
surface length and its depth (alternatively, aspect ratio), so the aspect ratio can be estimated if the compliance and the 
surface length are known. The relationship between the compliance (2U/σ, where 2U is the crack-mouth opening 
displacement due to a stress, σ, on the specimen), the surface crack length, and the aspect ratio is given by:  

  
(EQ 6) 

where the parameters F and fw are the same as in Eq 2. For a/c < 1, M1, M2, and M3 are the same as in Eq 2 for a/c < 1, 
and:  

  

For a/c > 1, M1, M2, and M3 are the same as in Eq 2 for a/c > 1, and:  

  

In Eq 6, E is the tensile modulus, and ν is Poisson's ratio. The validity of Eq 6 is restricted to 0.2 < a/c < 2.0. 

The method presented above was evaluated for the growth of surface cracks initially having shapes different from the 
equilibrium shape. A shallow notch (a/c = 0.1) and a deep notch (a/c = 2.5) were introduced in tensile specimens made 
out of a near α-titanium alloy. Surface cracks are known to exhibit semicircular (a/c = 1) shapes in this material (Ref 18). 
Therefore, cracks initiating from these starter notches are expected to grow with continuous changes in crack aspect ratio, 
eventually converging to a semicircular crack at crack lengths that are large compared to notch dimensions. Figure 9(a) 
and 9(b) illustrate the fracture surfaces, heat tinted before fracture to reveal the final crack shape. The initial notch 
geometries are also visible. The crack aspect ratios estimated by the present technique are given in Fig. 10, along with the 
changes in aspect ratio predicted using the SIF equations. The good agreement between the measured and predicted data 
suggests that this approach is accurate and reliable. 



 

FIG. 9 SHAPES OF SURFACE CRACKS, REVEALED BY HEAT TINTING BEFORE SPECIMEN FRACTURE. THE 
CRACKS WERE GROWN FROM (A) SHALLOW AND (B) DEEP NOTCHES 

 

FIG. 10 COMPARISON OF THE EXPERIMENTALLY MEASURED ASPECT RATIOS WITH THE PREDICTED TREND 
DURING FATIGUE CRACK GROWTH FROM INITIALLY SHALLOW AND DEEP NOTCHES 

The difficulties associated with this approach are the cost of instrumentation, set-up time, and the experimental care 
required. At present, this technique is limited to laboratory investigations. However, extension of this technique to 
complicated geometries or actual components in service is possible by replacing the laser interferometric system with 
simpler techniques, such as using a strain gage or miniature linear variable differential transformer to measure crack 
opening displacements. In this approach, it is also implied that the surface cracks have elliptical geometry, because the 
compliance relationship (Eq 6) was deduced from the Newman-Raju formula for elliptical cracks. However, reasonably 



accurate measurements of average crack aspect ratio have been made (Ref 19, 20) by approximating irregular cracks to 
elliptical shapes in a titanium aluminide alloy. Figure 11 illustrates some of the crack shapes at the end of fatigue tests in 
Ti-24Al-11Nb alloy. The measured aspect ratios reasonably agreed with those measured from fracture surface after heat 
tinting (Ref 20). Hence, the described technique can provide good estimates of aspect ratios of regular surface cracks, as 
well as those having limited irregularity in shape, continuously during their growth in fatigue. 

 

FIG. 11 CRACK SHAPES OBSERVED IN A TITANIUM ALUMINIDE ALLOY, REVEALED BY HEAT TINTING 

Estimation of SIF for Arbitrarily Shaped Cracks. Analytical solutions for straight, circular, and elliptical cracks are 
readily available, owing to their simplicity of geometry. On the other hand, irregular cracks seldom have simple solutions 
due to their complex geometry. Often, the finite element method must be applied in order to determine the distribution of 
SIF (or stress concentration factor, in the case of a pore/cavity). Because of crack irregularity, fatigue crack growth often 
occurs at points of maximum stress intensity, leading to continuous change in the irregularity of the crack front. Under 
these circumstances, the finite element method calculations must be repeated to trace the change in crack shape and/or to 
allow for the loading spectrum. However, this is not practical, due to the cost and time involved. 

Based on weight function technique in fracture mechanics, Oore and Burns (Ref 21) developed a simple procedure to 
calculate the mode I stress-intensity factor at any point along the front of an irregular flat crack embedded in an infinite 
solid and subjected to an arbitrary normal stress field. The stress-intensity factor, KQ', at any point Q' on the crack front 
(Fig. 12) is given by:  

KQ' = A WQQ'QQDAQ  (EQ 7) 

where qQ is the opening force intensity (pressure) acting at point Q over the area dAQ and WQQ' is the weight function. If 
WQQ' is known for each point on the crack surface, KQ' can be calculated for any distribution of pressure on the crack 



surface. For a circular crack the weight function is readily available (Ref 22). From this, Oore and Burns recognized that 
the form of weight function depends on the inverse of the square of the distance (lQQ') from the load point (Q) to the point 
of interest (Q'), the geometry of the crack front, and the location of the load point Q in crack geometry. They arrived at 
the weight function for an irregular crack as:  

  

(EQ 8) 

where the integral over the crack front, S, captures the irregularity of the crack front and its effect on SIF at different 
locations, and the variable ρQ is the distance from the point load at Q to each infinitesimal portion, dS, of the crack front. 
Using Eq 7, SIFs can be calculated by simple numerical methods. Equation 7 is a general expression for SIF and is 
suitable for any shape of the embedded crack. Its application to the prediction of crack front advance of irregular cracks 
during fatigue crack growth yielded consistent results (Ref 21). Although Eq 7 is applicable to embedded cracks, a 
modification to surface cracks appears to be possible (Ref 23) by incorporating a magnification factor for the specimen 
geometry. Hence, this approach can be of significant use in analyzing the growth behavior of arbitrarily shaped flaws, 
such as those found in weldments, during fatigue. 



 

FIG. 12 AN IRREGULAR CRACK EMBEDDED IN AN INFINITE SOLID SUBJECTED TO A POINT FORCE 

Methods of Failure Prediction for Arbitrarily Shaped Flaws. Application of fracture mechanics methods to the 
prediction of failure from through cracks is simple and straightforward, because only crack length in one direction is 
involved. On the other hand, for surface and embedded cracks with arbitrary shapes, both the size and shape are 
important. This is because changes in length in any direction can change the projected area of the defect on the plane 
perpendicular to the principal loading direction, thereby altering the load-bearing cross-sectional area. This would 
naturally affect the SIF or stress concentration in the vicinity of the crack or cavity, respectively. An appropriate 
methodology is therefore required to take into account the irregularity of the crack/defect in predictions of failure. 

Cracks and cavities encountered in most applications are irregular, far from the circular or elliptical geometries assumed 
in standard fracture mechanics solutions. Murakami et al. (Ref 24, 25) have developed simple approaches to extend 
fracture mechanics to irregularly shaped cracks as well as defects of varying geometry. The key to this approach is the 
observation that the maximum SIF along the crack front is proportional to the square root of crack area. In the case of 
notches or cavities, the area projected onto the plane normal to the loading direction is considered the crack area. This 



approach brings cracks and defects of varying geometries to a common base, since the square root of the area and the 
square root of the projected area, which are dimensionally equivalent to length, are considered for cracks and notches, 
respectively. Figure 13 shows the normalized maximum SIF as a function of the crack area for several crack geometries 
having aspect ratios (ratio of major axis to minor axis) restricted to ･5 (Ref 24). 

 

FIG. 13 THE UNIQUENESS IN THE VARIATION OF MAXIMUM STRESS-INTENSITY FACTOR OF IRREGULAR 
CRACKS WITH THE SQUARE ROOT OF THE AREA, FOR VARIOUS CRACK GEOMETRIES 

On this basis, the threshold for the nonpropagation of defects of various geometries can be represented (Ref 25) as a 
function of the square root of the area, as shown in Fig. 14. The increase in ∆Kth with the square root of the area, is due to 
the increase in threshold with crack size in the short-crack regime of through cracks, an effect arising from crack closure. 
For several metals, including carbon steels, aluminum alloys, brass, and stainless steel, it has been found that:  

∆KTH = 0.0033(HV + 120) ( )   
(EQ 9) 

where HV is Vickers hardness. It has been found that Eq 9 is within 10% of the experimentally observed threshold data of 
the materials studied and is applicable to cracks of varying size and geometry. The only restriction is the defect or crack 
aspect ratio (a/b, where a and b are the major and minor dimensions of the projected area of the crack or defect) should 
not exceed 5, since the approximation of the square root of the area becomes inaccurate for a/b > 5. It is evident that this 
equation is a simple and useful tool to predict the failure of components in engineering practice. 



 

FIG. 14 RELATIONSHIP BETWEEN ∆KTH AND THE SQUARE ROOT OF THE AREA, FOR VARIOUS DEFECTS AND 
CRACKS. LETTERS CORRESPONDING TO THE MATERIALS ARE GIVEN IN TABLE 1. 

TABLE 1 MATERIALS IN FIG. 14 

MATERIAL  HV  DEFECT  
A: S10C (ANNEALED)  120  NOTCH 

HOLE  
B: S30C (ANNEALED)  153  NOTCH  
C: S35C (ANNEALED)  160  NOTCH 

HOLE  
D-1: S45C (ANNEALED)  180  NOTCH  
D-2: S45C (ANNEALED)  170  HOLE  
E: S50C (ANNEALED)  177  NOTCH 

CRACK  
F: S45C (QUENCHED)  650  HOLE  
G: S45C (QUENCHED AND 
TEMPERED)  

520  HOLE  

H: S50C (QUENCHED AND 
TEMPERED)  

319  NOTCH  

I-1: S50C (QUENCHED AND 
TEMPERED)  

378  NOTCH  

I-2: S50C (QUENCHED AND 
TEMPERED)  

375  NOTCH  

J: 70/30 BRASS  70  NOTCH 
HOLE  

K: ALUMINUM ALLOY (2017-T4)  114  HOLE  



L: STAINLESS STEEL (SUS 603)  355  HOLE  
M: STAINLESS STEEL (YUS 170)  244  HOLE  
N: MARAGING STEEL  720  VICKERS HARDNESS INDENTATION, HOLE AND 

NOTCH   

Cracks and cavities with irregular shapes initiate cracks from the location of maximum stress concentration. These cracks 
propagate to the extent that the projected area of the crack, onto the plane perpendicular to stress, becomes close to a 
circle. This is the condition of uniform stress intensity or concentration around the crack or cavity. Such crack 
propagation behavior was observed (Ref 24) in rotating bending fatigue tests of steel specimens having starter notches of 
various geometries, as well as in steels containing irregularly shaped inclusions. It was then deduced that it is the 
nonpropagation condition of cracks, not the initiation of cracks at the point of maximum stress concentration, that 
determines the fatigue limit. On this basis, Murakami et al. correlated the fatigue limit of specimens containing variously 
shaped notches to the square root of the area, projected onto the plane normal to applied stress:  

= C  (EQ 10) 

in which a is the fatigue limit at R = -1 of a specimen containing a defect of the square root of the area, irrespective of its 
shape, and n and C are material constants. This approach is generally limited to notches with a/b < 5. For several metals, 
including aluminum alloy, brass, stainless steel, and quenched and tempered martensitic steels, a practically useful 
correlation has been produced (Ref 25) from a large set of experimental data:  

  
(EQ 11) 

It has been found that Eq 11 is within 10% of the experimentally observed fatigue limits of specimens having cracks and 
notches of varying geometry. Hence, this relationship is useful to predict the effect of defects and notches on the fatigue 
limit of components in service. 

The problem of irregularity of crack front is of foremost importance in common metallurgical situations such as 
weldments, carburized and surface-hardened materials, and components with notches. Further work is clearly needed to 
advance the understanding generated to date and to apply it more widely in engineering practice. 
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Introduction 

FATIGUE is generally understood to be a process dominated by cyclic plastic deformation, such that fatigue damage can 
occur at stresses below the monotonic yield strength. The process of fatigue cracking generally begins from locations 
where there are discontinuities or where plastic strain accumulates preferentially in the form of slip bands. In most 
situations, fatigue failures initiate in regions of stress concentration such as sharp notches, nonmetallic inclusions, or at 
preexisting crack-like defects. Where failures occur at sharp notches or other stress raisers, cracks first initiate and then 
propagate to critical size, at which time sudden failure occurs. The fatigue life consists of crack initiation as well as crack 
propagation. On the other hand, when fatigue failures are caused by large inclusions or pre-existing crack-like defects, the 
entire life consists of crack propagation. Such situations are commonly encountered in service failures. A typical example 
of such a failure in a railroad track is shown in Fig. 1. The light area in the photograph is the region of fatigue crack 
growth, and the surrounding darker area is the region of fast fracture. The dark spot within the light area is the origin of 
the failure, which is a pre-existing defect due to a hydrogen flake. 

 

FIG. 1 FATIGUE FAILURE OF A RAILROAD TRACK 

Testing of smooth or notched specimens generally characterizes the overall fatigue life of a specimen material. This type 
of testing, however, does not distinguish between fatigue crack initiation life and fatigue crack propagation life. With this 
approach, preexisting flaws or crack-like defects, which would reduce or eliminate the crack initiation portion of the 
fatigue life, cannot be adequately addressed. Therefore, testing and characterization of fatigue crack growth is used 
extensively to predict the rate at which subcritical cracks grow due to fatigue loading. For components that are subjected 
to cyclic loading, this capability is essential for life prediction, for recommending a definite accept/reject criterion during 
nondestructive inspection, and for calculating in-service inspection intervals for continued safe operation. 

Fatigue Crack Growth Testing 

Ashok Saxena and Christopher L. Muhlstein, Georgia Institute of Technology 

 



Fracture Mechanics in Fatigue 

Linear elastic fracture mechanics is an analytical procedure that relates the magnitude and distribution of stress in the 
vicinity of a crack tip to the nominal stress applied to the structure; to the size, shape, and orientation of the crack or 
crack-like imperfection; and to the crack growth and fracture resistance of the material. The procedure is based on the 
analysis of stress-field equations, which show that the elastic stress field in the region of a crack tip can be described by a 
single parameter, K, called the stress-intensity factor. This same procedure is also used to characterize fatigue crack 
growth rates (da/dN) in terms of the cyclic stress-intensity range parameter (∆K). 

When a component or a specimen containing a crack is subjected to cyclic loading, the crack length (a) increases with the 
number of fatigue cycles, N, if the load amplitude (∆P), load ratio (R), and cyclic frequency (v), are held constant. The 
crack growth rate, da/dN, increases as the crack length increases during a given test. The da/dN is also higher at any given 
crack length for tests conducted at higher load amplitudes. Thus, the following functional relationship can be derived 
from these observations:  

  
(EQ 1) 

where the function f is dependent on the geometry of the specimen, the crack length, the loading configuration, and the 
cyclic load range. This general relation is simplified with the use of the ∆K parameter as summarized below. 

Correlation between da/dN and ∆K. In 1963, Paris and Erdogan (Ref 1) published an analysis consisting of 
considerable fatigue crack growth rate (FCGR) data and demonstrated that a correlation exists between da/dN and the 
cyclic stress intensity parameter, ∆K. They argued that ∆K characterizes the magnitude of the fatigue stresses in the crack-
tip region; hence, it should characterize the crack growth rate. Such a proposition is in obvious agreement with the 
functional relationships of Eq 1. The parameter ∆K accounts for the magnitude of the load range (∆P) as well as the crack 
length and geometry. A number of later studies (Ref 2) have confirmed the findings of Paris and Erdogan. The data for 
intermediate FCGR values can be represented by the following simple mathematical relationship, commonly known as 
the Paris equation:  

  
(EQ 2) 

where C and n are constants that can be obtained from the intercept and slope, respectively, of the linear log da/dN versus 
log ∆K plot. This representation of FCGR is a useful model for midrange FCGR values (Fig. 2). 

 

FIG. 2 FATIGUE CRACK GROWTH REGIMES VERSUS ∆K 



It has been shown that specimen thickness has no significant effect on the FCGR behavior (Ref 3), although that is not 
always the case. The ability of ∆K to account for so many variables has tremendous significance in the application of the 
data. Thus, the FCGR behavior expressed as da/dN versus ∆K can be regarded as a fundamental material property 
analogous to the yield and ultimate tensile strength, plane strain fracture toughness, KIc, etc. From the knowledge of this 
property, prediction of the crack length versus cycles behavior of any component using that material and containing a 
preexisting crack or crack-like defect can be obtained, as long as the fatigue stresses in the component are known and a K 
expression for the crack/load configuration is available. 

Crack-Tip Plasticity during Fatigue. The cyclic stress-intensity parameter, ∆K, is based on linear elastic fracture 
mechanics, and characterizes only the elastic stress field beyond the plastic zone. However, fatigue is a process dominated 
by cyclic plastic deformation. Even when fatigue damage occurs at stresses below the monotonic yield strength, the 
process of fatigue cracking begins from locations where there are discontinuities, such as nonmetallic inclusions, or from 
surfaces where plastic strain accumulates preferentially in the form of slip bands (Ref 4). Therefore, a brief explanation is 
given why ∆K can characterize fatigue crack growth behavior. 

When a cracked body is subjected to cyclic loading, a monotonic plastic zone develops at the crack tip during the first 
loading cycle. If predominantly linear elastic conditions are maintained during loading, as are necessary for ∆K to be a 
valid crack-tip parameter, compressive stress develops within this plastic zone during unloading because the elastic forces 
in the overall body tend to restore its original shape (Ref 2). The magnitude of the maximum compressive stress increases 
as the crack tip is approached. In a small region within the monotonic plastic zone, the maximum compressive stress 
exceeds the yield strength, resulting in plastic flow in compression. This small region of reversing plastic flow is called 
the cyclic plastic zone. A simple estimate of the size of this zone was made by Paris (Ref 2) and Rice (Ref 5) for 
nonhardening materials by substituting 2σys in place of σys in the expression for monotonic plastic zone size and by 
replacing K with ∆K:  

  
(EQ 3) 

where rcp is the cyclic plastic zone size under plane-stress conditions. For materials that undergo cyclic hardening or 
softening, a first-order estimate of the fatigue plastic zone size can be obtained by replacing σys with the cyclic yield 
strength (σcys) in Eq 3. 

General Crack Growth Behavior. When crack growth rates over six to seven decades are plotted against ∆K, the 
behavior is no longer a straight line on a log-log plot. Results of FCGR tests for nearly all metallic structural materials 
have shown that the da/dN versus ∆K curves have three distinct regions. The behavior in region I (Fig. 2) exhibits a 
fatigue crack growth threshold, ∆Kth, which corresponds to the stress-intensity factor range below which cracks do not 
propagate. Equation 2 is applicable in the midrange of da/dN values for FCGR (region II in Fig. 2). Typically, the validity 
of Eq 2 is limited over a range of two to four decades for midrange crack growth rates. Testing and material factors that 
affect crack growth behavior in regions I, II, and III of Fig. 2 are discussed in more detail in the article "Fatigue Failure in 
Metals" in this Volume. 

At high ∆K values, region III, the Kmax approaches the critical K for instability, Kc, and the crack growth rate accelerates. 
In some cases Kc may be equal to KIc, but this cannot be generalized because the FCGR specimens or even actual 
components may not always satisfy size requirements for valid linear elastic plane-strain conditions. In some materials 
there is also an effect of prior fatiguing on the K value at which instability occurs (Ref 6). In such cases, Kc will not be 
equal to the KIc of the material. 

At low ∆K values (region I in Fig. 2), the crack growth rate decreases rapidly with decreasing ∆K, and ultimately ∆K 
approaches a threshold value, ∆Kth, when the crack growth rate approaches zero. In high-cycle fatigue applications, ∆Kth 
is an important design parameter. The above definition of ∆Kth is an idealized definition; for practical usage it is important 
to define its value unambiguously. An operational value of ∆Kth is frequently defined as the ∆K value at a da/dN of 10-10 
m/cycle (Ref 7). 

FCGR under Elastic-Plastic Conditions. There are applications when fatigue crack growth occurs under conditions of 
gross plastic deformation, or at least under conditions for which dominant linear elasticity cannot be ensured. As a crack 
tip parameter, ∆K breaks down under these conditions and can no longer be expected to uniquely characterize FCGR 



behavior. Dowling and Begley have defined a cyclic J-integral, ∆J, which is determined utilizing the loading portion of 
the load-displacement diagram during cyclic loading (Ref 8, 9). 

Metals and alloys can be assumed to deform according to the cyclic stress-strain law given by:  

  
(EQ 4) 

where ∆εis the cyclic strain range, ∆σis the cyclic stress range, E is the elastic modulus, and D' and m' are empirically 
determined material constants. The value of ∆J for such materials can be defined by (Ref 10):  

  
(EQ 5) 

The term ∆J in Eq 5 is a path-independent integral along any given path Γ which originates at the lower crack surface and 
ends on the upper crack surface traversing along the contour in a counterclockwise direction. The definition of ∆J is 
written as a direct analogy to Rice's J-integral (Ref 11) used extensively in characterizing fracture under monotonic 
loading conditions. The term ∆W in Eq 5 is as follows:  

∆W = ∆ IJ D(∆ IJ)  
(EQ 6) 

Other terms in Eqs 5 and 6 are:  

• ∆TI IS THE RANGE OF THE TRACTION VECTOR  
• ∆UI IS THE RANGE OF DISPLACEMENT  
• ∆ IJ AND ∆ IJ ARE THE RANGES OF THE STRESS AND STRAIN, RESPECTIVELY  
• DS IS AN ELEMENT ALONG THE CONTOUR Γ 

All range quantities are calculated by subtracting the values at minimum load from the corresponding values at maximum 
load. When ∆J is defined in the above manner, its value characterizes the crack-tip stress and strain ranges according to 
the Hutchinson (Ref 12) and Rice and Rosengren (Ref 13) relationships. It must also be noted that for linear elastic 
conditions, Eq 5 will yield the following relationship:  

  
(EQ 7) 

From the above relationship, the data from linear elastic tests and elastic-plastic or fully plastic tests can be combined into 

a single plot of da/dN with ∆K or . Similarly, the data can be correlated with ∆K2/E or ∆J. Figure 3 shows the 
FCGR data for A533 and for 304 stainless steel in this manner (Ref 9, 14). These data were developed on specimens of 
two geometries and more notably on specimens with varying sizes within those geometries. Thus, small specimens 
exhibited considerable plasticity, and the large specimens were under dominantly elastic conditions. Despite the 
enormous differences in the scales of plasticity among the various tests, the FCGR data lay in a single scatter band. 



 

FIG. 3 FATIGUE CRACK GROWTH RATE OBTAINED UNDER LINEAR ELASTIC AND ELASTIC-PLASTIC 
CONDITIONS IN A533 STEEL (A) AND 304 STAINLESS STEEL (B). CC, CENTER-CRACKED; CT, COMPACT-TYPE. 
SOURCE: REF 9, 14 

Crack Closure. The concept of crack closure was first introduced by Elber (Ref 15, 16) as an effect from a zone of 
residual deformation that is left in the wake of a growing fatigue crack. According to this concept, crack surfaces at the 
crack tip might stay closed during a portion of the fatigue cycle due to compressive residual stress acting at the crack tip. 
Elber further postulated that this portion of the loading cycle is ineffective in growing the fatigue crack and that thus the 
corresponding load should be subtracted from the applied ∆P to determine the effective value of ∆K. 

Figure 4 shows a series of schematic sketches that show the stress and strain distributions at the crack tip at maximum and 
minimum load. At the maximum load, A, all the load is borne by the uncracked ligament because cracks are unable to 
transmit the load. At the minimum load, B, there are compressive stresses to the left of the crack tip because of the contact 
between opposing crack surfaces within the zone of residual plastic deformation. This causes the effective stiffness of the 
cracked body to change, which manifests itself in the load-displacement diagram. Thus, the crack closure load can be 
defined as the load at which this change in stiffness occurs. 



 

FIG. 4 SCHEMATIC REPRESENTATION OF THE CRACK-TIP CONDITIONS DURING CRACK CLOSURE 

Figure 5(a) shows a schematic load-deflection diagram and the crack closure point. Figure 5(b) plots only the deviation 
between the total deflection and the linearly predicted deflection, thus highlighting the crack closure point. 



 

FIG. 5 LOAD VERSUS DISPLACEMENT DIAGRAMS. (A) DIAGRAM SHOWING A CHANGE IN STIFFNESS AT THE 
CRACK CLOSURE POINT. (B) A PLOT OF TOTAL DEFLECTION MINUS THE ELASTICITY CALCULATED DEFLECTION 
AMPLIFIED TO HIGHLIGHT CRACK CLOSURE. VE, ELASTIC DISPLACEMENT 

The importance of crack closure varies with the crack growth regime, crack tip material-microstructure interactions, and 
the extent of plasticity. Crack closure is more significant in the near-threshold regime (region I) than in region II. 
Materials in which the crack path is such that rougher crack surfaces are produced usually exhibit enhanced crack closure 
levels. The crack closure levels can also increase with plasticity. For example, during fatigue crack growth in the elastic-
plastic regime, crack closure levels take on added significance (Ref 8, 9). 
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Test Methods and Procedures 

American Society for Testing and Materials Standard E647 (Ref 7) is the accepted guideline for fatigue crack growth 
testing and is applicable to a wide variety of materials and growth rates. 

FCGR testing consists of several steps, beginning with selecting the specimen size, geometry, and crack length 
measurement technique. When planning the tests, the investigator must have an understanding of the application of FCGR 
data. Testing is often performed in laboratory air at room temperature; however, any gaseous or liquid environment and 
temperature of interest may be used to determine the effect of temperature, corrosion, or other chemical reaction on cyclic 
loading (see the article "Corrosion Fatigue Testing"" in this Volume and the appendix "High-Temperature Fatigue Crack 
Growth Testing" at the end of this article). Cyclic loading also may involve various waveforms for constant-amplitude 
loading, spectrum loading, or random loading. 

In addition, many of the conventions used in plane-strain fracture toughness testing (ASTM E-399, Ref 17) are also used 
in FCGR testing. For tension-tension fatigue loading, the KIc loading fixtures frequently can be used. For this type of 
loading, both the maximum and minimum loads are tensile, and the load ratio, R = Pmin/Pmax, is in the range 0 < R < 1. A 
ratio of R = 0.1 is commonly used for developing data for comparative purposes. 

Cyclic Crack Growth Rate Testing in the Threshold Regime. Cyclic crack growth rate testing in the low-growth 
regime (region I in Fig. 2) complicates acquisition of valid and consistent data, because the crack growth behavior 
becomes more sensitive to the material, environment, and testing procedures in this regime. Within this regime, the 
fatigue mechanisms of the material that slow the crack growth rates are more significant (see the article "Fatigue Crack 
Thresholds" in this Volume). 

It is extremely expensive to obtain a true definition of ∆Kth, and in some materials a true threshold may be nonexistent. 
Generally, designers are more interested in the fatigue crack growth rates in the near-threshold regime, such as the ∆K 
that corresponds to a fatigue crack growth rate of 10-8 to 10-10 m/cycle (3.9 × 10-7 to 10-9 in./cycle). Because the duration 



of the tests increases greatly for each additional decade of near-threshold data (10-8 to 10-9 to 10-10, etc., m/cycle), the 
precise design requirements should be determined in advance of the test. Although the methods of conducting fatigue 
crack threshold testing may differ, ASTM Standard E- 647 addresses these requirements. 

In all areas of crack growth rate testing, the resolution capability of the crack measuring technique should be known; 
however, this becomes considerably more important in the threshold regime. The smallest amount of crack length 
resolution as possible is desired, because the rate of decreasing applied loads (load shedding) is dependent on how easily 
the crack length can be measured. The minimum amount of change in crack growth that is measured should be ten times 
the crack length measurement precision. It is also recommended that for noncontinuous load shedding testing, where 
[(P  - P )/P ] > 0.02, the reduction in the maximum load should not exceed 10% of the previous 
maximum load, and the minimum crack extension between load sheds should be at least 0.50 mm (0.02 in.). 

In selecting a specimen, the resolution capability of the crack measuring device and the K-gradient (the rate at which K is 
increased or decreased) in the specimen should be known to ensure that the test can be conducted appropriately. If the 
measuring device is not sufficient, the threshold crack growth rate may not be achieved before the specimen is separated 
in two. To avoid such problems, a plot of the control of the stress intensity (K versus a) should be generated before 
selection of the specimen. 

When a new crack-length measuring device is introduced, a new type of material is used, or any other factor is different 
from that used in previous testing, the K-decreasing portion of the test should be followed with a constant load amplitude 
(K-increasing) to provide a comparison between the two methods. Once a consistency is demonstrated, constant-load 
amplitude testing in the low crack growth rate regime is not necessary under similar conditions. 
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Specimen Selection and Preparation 

The two most widely used types of specimens are the middle-crack tension, M(T), and the compact-type, C(T), specimen 
(see Fig. 6 and 7). However, any specimen configuration with a known stress-intensity factor solution can be used in 
fatigue crack growth testing, assuming that the appropriate equipment is available for controlling the test and measuring 
the crack dimensions. 



 

FIG. 6 STANDARD CENTER-CRACKED TENSION (MIDDLE-TENSION) SPECIMEN AND ∆K SOLUTION. SPECIMEN 
WIDTH (W) ･75 MM (3 IN.). 2AN, MACHINED NOTCH; A, CRACK LENGTH; B, SPECIMEN THICKNESS 



 

FIG. 7 STANDARD COMPACT-TYPE SPECIMEN AND ∆K VALUE (PER ASTM E 647). ALLOWABLE THICKNESS: 
W/20 ･ B ･W/4. MINIMUM DIMENSIONS. W = 25 MM (1.0 IN.) AND MACHINED NOTCH SIZE (AN) = 0.20W 

Specimens used in FCGR testing may be grouped into three categories: pin-loaded (Fig. 6, 7), bend-loaded (Fig. 8a) and 
wedge-gripped specimens (Fig. 8b, c, d). Precisely machined specimens are essential, and ASTM E 647 specifies the 
recommended tolerances and K-calibrations for compact-type C(T) and middle-tension M(T) geometries. Single-edge 
bend SE(B), arc-shaped A(T), and disk-shaped compact DC(T) specimen geometries and their K-calibrations are 
discussed in ASTM E 399. Comparable tolerances should be specified for "nonstandard" specimens. The selection of an 
appropriate geometry requires consideration of material availability and raw form, desired loading condition, and 
equipment limitations. 



 

FIG. 8 ALTERNATIVE CRACK GROWTH SPECIMEN GEOMETRIES. (A) SINGLE-EDGE-CRACK BENDING 
SPECIMEN. (B) DOUBLE-EDGE CRACK TENSION SPECIMEN. (C) SINGLE-EDGE-CRACK TENSION SPECIMEN. (D) 
SURFACE-CRACK TENSION SPECIMEN 

Crack Length and Specimen Size. The applicable range of the stress-intensity solution of a specimen configuration is 
very important. Many stress-intensity expressions are valid only over a range of the ratio of crack length to specimen 
width (a/W). For example, the expression given in Fig. 7 for the compact-type specimen is valid for a/W > 0.2; the 
expression for the center-cracked tension specimen (Fig. 7) is valid for 2a/W < 0.95. The use of stress-intensity 
expressions outside their applicable crack-length region can produce significant errors in data. 

The size of the specimen must also be appropriate. To follow the rules of linear elastic fracture mechanics, the specimen 
must be predominantly elastic. However, unlike the requirements for plane-strain fracture toughness testing, the stresses 
at the crack tip do not have to be maintained in a plane-strain state. The stress state is considered to be a controlled test 
variable. The material characteristics, specimen size, crack length, and applied load will dictate whether the specimen is 
predominantly elastic. Because the loading modes of different specimens vary significantly, each specimen geometry 
must be considered separately. 

For the center-cracked tension specimen, the following is required:  

  
(EQ 8) 

where W - 2a is the uncracked ligament of the specimen (see Fig. 6) and ys is the 0.2% offset yield strength at the 
temperature corresponding to the FCGR data. For the compact-type specimen, the following is required:  



  
(EQ 9) 

where W - a is the uncracked ligament (see Fig. 7). For the compact-type specimen, the size requirement in Eq 9 limits the 
monotonic plastic zone in a plane-stress state to approximately 25% of the uncracked ligament. For both Eq 8 and 9, 
ASTM E 647 recommends the use of the monotonic yield strength. The size requirements in Eq 8 and 9 are appropriate 
for low-strain hardening materials (σu/σys ･1.3), where σu is the ultimate tensile strength of the material. For higher-strain-
hardening materials, Eq 8 and 9 may be too restrictive. In such cases, the criteria may be relaxed by replacing the yield 
strength, σys, with the effective yield strength, σF:  

  
(EQ 10) 

Specimen Thickness. While fatigue crack growth rates have been shown to be relatively insensitive to stress state (i.e., 
plane-stress versus plane-strain, Ref 3), there are some practical limitations on specimen thickness. ASTM E 647 
recommends that generally compact-type specimen thickness (B) range between 5 and 25% of width (W/20 B W/4). 
Middle-tension specimens may have thicknesses up to 12% of width ( W/8). For center-cracked tension specimens, 
thickness should not exceed 25% of width. When other specimen geometries are used, similar ranges for the thicknesses 
should be employed. 

Although specimen thickness can vary significantly, the amount of crack curvature in the specimen will increase as the 
thickness increases. Because stress-intensity solutions are based on a straight through-crack, a significant amount of 
curvature, if not properly accounted for, can lead to an error in the data. Crack-curvature correction calculations are 
detailed in ASTM E 647. The minimum allowable thickness depends on the gripping method used; however, the bending 
strains should not exceed 5% of the nominal strain in the specimen. 

Material Form and Microstructure Considerations. The material and its microstructure play an important role in the 
selection of an appropriate specimen geometry. Materials with anisotropic microstructures due to processing such as 
rolling or forging may show large variations in fatigue crack growth rates in different directions (Ref 18). If the 
experimental crack growth rate data are to be used for life estimates, the orientation of the specimen should be selected to 
represent loading orientations expected in service. 

In order to eliminate grain size effects, it is usually recommended that the specimen thickness (B) be greater than 30 grain 
diameters (Ref 19, 20). In some cases, such as in large-grain (~3 mm) lamellar γ-α2 Ti-Al intermetallic or α-β titanium 
alloys, the required specimen sizes would be prohibitively expensive, test loads would be very high, and the component 
dimensions would probably be less than 30 times the grain size. In such cases, testing should be performed on thickness 
representative of the component. Curvature of the crack front and side-to-side variation in crack length due to excessive 
thickness can also be a problem in thick specimens, as discussed below. 

Loading Considerations. The desired loading conditions play an important role in the specimen geometry and size 
selection process. Loading considerations include load ratio, R, residual stresses, K-gradients, and maintaining small-scale 
yielding (SSY). All specimen geometries are well suited for tension-tension (R > 0) testing. However, tests that call for 
negative R (i.e., those with minimum loads of less than 0) are restricted to symmetric, wedge-grip loaded specimens such 
as the middle-tension specimens. This is due to questions about the crack-tip stress field under compressive loads (Ref 7) 
and difficulties moving through zero load with pin-loaded specimens. 

Residual stresses in the material also have a marked effect on FCGR. Depending on the orientation of the residual 
stresses, specimen dimensions or geometries should be altered. Residual stresses through the thickness of the specimen 
(i.e., perpendicular to the direction of crack growth) may accelerate or retard crack growth. When these stresses are not 
uniform, the ASTM E 647 recommends a reduction of the thickness-to-width ratio (B/W). 

The rate at which K increases as the crack extends at a constant-load amplitude is given by the geometry function f(a/W) 
and may be a consideration when selecting the most appropriate specimen geometry. Figure 9 shows the effect of 



geometry on the K-gradient through a variety of specimen geometries. Specimens with shallower K-gradients are 
preferable for brittle materials, while the opposite is true for ductile materials. 

 

FIG. 9 K-GRADIENTS FOR A NUMBER OF FATIGUE CRACK GROWTH SPECIMENS. SOURCE: REF 7, 17 

Equipment Considerations. Specimen size and geometry can also be influenced by laboratory equipment such as the 
loadframe, loadcell, existing loading fixtures, testing environment, and even the crack length measurement apparatus. To 
minimize cost, specimen sizes and geometries should be selected to use existing clevises, pins, and other hardware. 

Most modern mechanical testing laboratories exclusively use electroservohydraulic loadframes for FCGR investigations. 
Current controls and data acquisition technology have hydraulic load-frames more versatile than the electromechanical 
systems used in previous years. When selecting a specimen geometry and size, one must be aware of the load capacity of 
the actuator and load-frame. Loads that are too high cannot be applied, and those that are too low cannot be controlled 
with the required accuracy (±2%). In addition, the load cell to be used during testing must be able to measure the 
maximum applied load and resolve the lowest expected amplitudes, as specified in ASTM E 4. 

When testing in environments, specimens fit inside ovens, furnaces, or other chambers with ample space left for clevises, 
cantilever beam clip gages, and other hardware. Special notch geometries or knife edge attachment locations are often 
necessary for attaching clipgages or other types of extensometers for nonvisual crack length measurements using 
compliance techniques. 

Notch and Specimen Preparation. The method by which a notch is machined depends on the specimen material and 
the desired notch root radius (ρ). Sawcutting is the easiest method but is generally acceptable only for aluminum alloys. 
For a notch root radius of ρ･0.25 mm (0.010 in.) in aluminum alloys, milling or broaching is required. A similar notch 
root radius in low- and medium-strength steels can be produced by grinding. For high-strength steel alloys, nickel-base 
superalloys, and titanium alloys, electrical discharge machining may be necessary to produce a notch root radius of ρ･
0.25 mm (0.010 in.). 

The specimen is polished to allow measurement of the crack during the precracking and testing phases of the experiment. 
Many specimens can be polished using standard metallography practices. In some cases, etching of the polished surface 
may provide better contrast for viewing of the crack. If the specimen is too large or small to be handled, then hand 
grinders, finishing sanders, or handheld drills can be used with pieces of polishing cloth to locally apply the abrasive and 
create a satisfactory viewing surface. These techniques are quick and easy to apply, and they are often used when visual 
measurements are made only during precracking and subsequent measurements are made by automated techniques such 
as electric potential or compliance. 

Precracking. The K-calibration functions found in ASTM E 647 and E 399 are valid for sharp cracks within the range of 
crack length specified. Consequently, before testing begins a sharp fatigue crack that is long enough to avoid the effects 
of the machined notch must be present in the specimen (0.1B, or 0.1H, or 1 mm [0.040 in.], whichever is greatest). The 



process that generates this crack is termed precracking. In general, loads for precracking should be selected such that the 
Kmax at the end of precracking does not exceed levels expected at the start of a test. 

For most metals, precracking is a relatively simple process that can be performed under load or displacement control 
conditions. Moderate growth rates (1 × 10-5 m/cycle) can be selected by estimating the necessary ∆K from growth curves 
in the literature. Precracking of a specimen prior to testing is conducted at stress intensities sufficient to cause a crack to 
initiate from the starter notch and propagate to a length that will eliminate the effect of the notch. To decrease the amount 
of time needed for precracking to occur, common practice is to initiate the precracking at a load above that which will be 
used during testing and to subsequently reduce the load. 

Load generally is reduced uniformly to avoid transient (load-sequence) effects. Crack growth can be arrested above the 
threshold stress-intensity value due to formation of the increased plastic zone ahead of the tip of the advancing crack. 
Therefore, the step size of the load during precracking should be minimized. Under these circumstances, the loads should 
be shed no faster than 20% (per increment of crack extension, as discussed below) from the previous load increment (Ref 
7). This will eliminate load-sequence effects on growth rates. As the crack approaches the final desired size, this 
percentage can be decreased. 

The amount of crack extension between each load decrease must also be controlled. If the step is too small, the influence 
of the plastic zone ahead of the crack may still be present. To avoid transient (load-sequence) effects in the test data, as 
discussed above, the load range in each step should be applied over a crack-length increment of at least (3π) (K'max/σys)2, 
where K'max is the terminal value of Kmax from the previous load step. This requirement ensures that the crack extension 
between load sheds is at least three plastic zone diameters. 

The influence of the machined starter notch must be eliminated so that the crack tip conditions are stable. For compact-
type and center-cracked tension specimens, this requires that the final precrack be at least 10% of the thickness of the 
specimen or equivalent to the height of the starter notch, whichever is greater (Ref 7). 

Two additional considerations regarding crack shape are the amount of crack variation from the front and back sides of 
the specimen and the amount of out-of-plane cracking. Due to microstructural changes through the specimen thickness, 
residual stresses (particularly in weldments), or misalignment of the specimen in the grips, the crack may grow unevenly 
on the two surfaces. If any two crack length measurements vary by more than 0.025W or by more than 0.25B (whichever 
is less), the precracking operation was not suitable and test results will not be valid. If a fatigue precrack departs more 
than ±5° from the plane of symmetry, the specimen is not suitable for subsequent testing. 

Precracking of Brittle Materials. Brittle materials such as intermetallics and ceramics can be very difficult to precrack. 
It is not uncommon to initiate a flaw that immediately propagates to failure. This is due, in part, to the increasing K-
gradient found in FCGR specimens and the relatively narrow range of ∆K for stable crack growth. 

To improve the chances of successful precracking of brittle materials, chevron notches are advised. Chevron-notched 
specimens (Fig. 10) are used for determining the fracture toughness of brittle materials that are difficult to fatigue 
precrack. Chevron notches generate decreasing K-gradients at the start of precracking and may be machined as part of the 
specimen, or they may be added just prior to testing using a thin diamond wafering blade. The maximum slope of the 
chevron notch should be 45°. Precracking of brittle materials should be performed under displacement control conditions, 
so that as the crack extends, the load and the applied K decrease. Lastly, the loads should be increased slowly from low 
levels due to the stochastic nature of crack initiation in these materials. If initiation is especially difficult, compressive 
overloads may assist the process. It is also helpful to monitor the initiation process with a method other than optical 
observation. Electric potential techniques (bulk and foil) and back face strain compliance techniques are very effective. 



 

FIG. 10 SCHEMATIC OF CHEVRON NOTCHES IN FRACTURE MECHANICS SPECIMENS. THE SHADED AREA (B) IS 
THE CRACK AREA. 

Once precracking has been completed, an accurate optical measurement of the initial crack length, a0, must be made on 
both sides of the specimen to within 0.10 mm (0.004 in.) or 0.002W (whichever is greatest), or to within 0.25 mm (0.01 
in.) for specimens where W > 127 mm (5 in.). If the crack lengths on the two surfaces differ by more than 0.25B, then the 
test will not be valid, because K-calibration functions presume the existence of a straight crack front. Middle-tension 
specimens further require that both halves of the precrack be the same length to within 0.025W. In addition, ASTM E 647 
requires that cracks lie on the centerline such that the crack is no more than ±20° from a centerline over a distance 0.1W. 
Once the precrack has been measured and side-to-side variation and distance from centerline have been established, 
testing may begin. Additional information on fatigue testing of brittle materials is in "Fatigue of Brittle Materials" in this 
Volume. 

Gripping of the specimen must be done in a manner that does not violate the stress-intensity solution requirements. For 
example, in a single-edge notched specimen, it is possible to produce a grip that permits rotation in the loading of the 
specimen, or it is possible to produce a rigid grip. Each of these requires a different stress-intensity solution. In grips that 
are permitted to rotate, such as the compact-type specimen grip, the pin and hole clearances must be designed to minimize 
friction. It is also advisable to consider lateral movement above and below the grips. 

When appropriate, the use of a lubricant is recommended to reduce friction. In thick samples, the amount of bending in 
the pins should be minimized. Finally, the alignment of the system should be checked carefully to avoid undesirable 
bending stresses, which generally cause uneven cracking. Alignment can be easily checked using a strain gage specimen 
of a geometry similar to that used in the test program. Generally, bending strains should not exceed 5% of the nominal 
strain to be used in the test program. 

Gripping arrangements for compact-type and center-cracked tension specimens are described in ASTM E 64 (Ref 7). For 
a center-cracked tension specimen less than 75 mm (3 in.) in width, a single pin grip is generally suitable. Wider 
specimens generally require additional pins, friction gripping, or some other method to provide sufficient strength in the 
specimen and grip to prohibit failure at undesirable locations, such as in the grips. 
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Fatigue Crack Growth Testing 

Ashok Saxena and Christopher L. Muhlstein, Georgia Institute of Technology 

 

Crack Length Measurement 

Precise measurements of fatigue crack extension are crucial for the determination of reliable crack growth rates. ASTM E 
647 requires a minimum resolution of 0.1 mm (0.004 in.) in crack length measurement. Crack extension measurements 
are recommended at intervals that are 10 times the minimum required resolution. 

Various crack measurement techniques have been applied, including optical (visual and photographic), ultrasonic, 
acoustic emission, electrical (eddy current and resistance), and compliance (displacement and back face strain gages) 
methods. Optical, compliance, and electric potential difference are the most common laboratory techniques, and their 
merits and limitations are reviewed in detail in the following sections. Other references are listed in "Selected References" 
at the end of this article and in the article "Detection and Monitoring of Fatigue Cracks" in this Volume. 

Optical Crack Measurement 

Monitoring of fatigue crack length as a function of cycles is most commonly conducted visually by observing the crack at 
the specimen surfaces with a traveling low-power microscope at a magnification of 20 to 50 × Crack-length 
measurements are made at intervals such that a nearly even distribution of da/dN versus ∆K is achieved. The minimum 
amount of extension between readings is commonly about 0.25 mm (0.010 in.). 

For planar specimens, the crack length is measured on one or both surfaces, depending on the section thickness. For 
example ASTM E 647 (Ref 7) specifies a B/W value of 0.15 as the limit; measurements on only one side are sufficient if 
B/W < 0.15. 

Through-thickness variations in crack length must be considered and corrected for if too severe. Typical behavior is for 
the crack length to lead at the midplane (crack tunneling). Because this cannot be observed in situ by visual monitoring, 
post-test observations must be made. Rough alignment of the traveling microscope can be easily achieved by shining a 
pen light through the eyepiece on the crack-tip region. To ensure accurate crack measurements, obliquely incident light on 
a well-polished specimen surface is an effective means of highlighting fine cracks. High-intensity strobe lights with 
adjustable function generators are used to allow "motion free" viewing of cracks during high-frequency tests. The 
development of extra-long focal length optics has added new functionality to optical techniques. These microscopes allow 
the in situ observation and image analysis of crack-tip processes while keeping the instruments a reasonable distance 
(>381 mm, or 15 in.) from the specimen and other testing hardware. 

To account for through-thickness crack-length variation, ASTM E 647 recommends measuring the crack length at five 
points along the crack front contour and averaging the five readings. If the average of the five points exceeds the surface 
length by more than 5%, the average length is used in computing the growth rate and K. 



The optical technique is straightforward and, if the specimen is carefully polished and does not oxidize during the test, 
produces accurate results. However, the process is time consuming, subjective, and can be automated only with 
complicated and expensive video-digitizing equipment. In addition, many fatigue crack growth rate tests are conducted in 
simulated-service environments that obscure direct observation of the crack. The trend toward laboratory automation has 
resulted in the development of indirect methods of determining crack extension, such as specimen compliance and electric 
potential monitoring. 

Compliance Method 

Under linear elastic conditions for a given crack size, the displacement, v, across the load points or at any other locations 
across the crack surfaces is directly proportional to the applied load (P). The compliance, C, of the specimen is defined as  

  
(EQ 11) 

The relationship between dimensionless compliance, BEC, where B is the thickness and E is the elastic modulus, and the 
dimensionless crack size, a/W, where W is the specimen width, is unique for a given specimen geometry (Ref 21). Thus:  

  
(EQ 12) 

The inverse relationship (Ref 21) between crack size and compliance can be written as a/W = q(u) where u = [1 + BEC]-

0.5. This relationship may be determined numerically using finite element techniques or by experiment. ASTM E 647 also 
specifies these relationships for compact-type and middle-tension specimens. 

The compliance of an elastically strained specimen (expressed as the quotient of the displacement, v, and the tensile load, 
P, per Eq 11) is determined by measuring the displacement along, or parallel to, the load line. Figure 11 illustrates that the 
more deeply a specimen is cracked, the greater the amount of v measured for a specific value of tensile load. Additional 
information on the calculation of compliance and the method can be found in the "Selected References" listed at the end 
of this article. 



 

FIG. 11 SCHEMATIC OF THE RELATIONSHIP BETWEEN COMPLIANCE AND CRACK LENGTH. (A) C(A0) = V0/P. 
(B) C(A1) = V1/P 

Instrumentation. The displacement usually is measured across the crack mouth opening using cantilever beam clip 
gages, optical (laser and white light) extensometry, or back face strain gages. Linear variable differential transducers have 
been used, but hysteresis in their response can sometimes be a problem. Each of these techniques has its own advantages 
and may be used to continuously monitor crack length. An additional benefit of compliance techniques is that the same 
signal can be used for determining crack closure, as discussed below. 

Cantilever beam clip gages based on resistive and capacitance strain gage technology are well suited for elevated (<370 
°C) and high-temperature tests (up to 1200 °C), respectively. Deflection of the arms is measured by the output of the 
strain gages mounted on the clip gage arms. Extensometer and transducer design theory is well established in the 



literature (Ref 17, 22). Attachment of clip gages to the specimen is achieved through integral, machined knife edges or by 
knife edge blocks bolted to the front face of the specimen across the crack plane. 

Optical extensometry techniques include those based on fiber optics and laser technology. There are two main types of 
optical extensometry used in compliance measurement. The first are advanced laser systems that track the motion of spots 
projected on the specimen. In this case the transmitter and receiver are located on the same side of the specimen. A 
second group of extensometers measure the width of the notch using a transmitter and receiver on opposite sides of the 
specimen. Laser and white light systems based on these principles are available commercially. Optical systems may have 
restrictions on their frequency response. Like optical crack length measurement techniques, most optical extensometry 
techniques are difficult to use when testing at elevated temperatures or in environmental chambers. 

An electrical resistance strain gage mounted opposite the notch on the back face of the fatigue specimen is termed a back 
face strain (BFS) gage. Just as with the clip gage, the load-strain signal from the BFS gage may be used to determine the 
crack length in the specimen. While conventional strain gages are limited to elevated temperatures (<370 °C) in gaseous 
or aqueous environments, they have the advantage of directly measuring strain without the application of a force. The 
direct measurement of strain eliminates frequency limitations associated with clip gages at the expense of having no 
geometric amplification of the strains or the sensitivity benefits of a four active leg Wheatstone bridge (Ref 22). BFS is 
especially useful for nonmetallic materials where integral knife edges and tapped holes for knife edge blocks are difficult 
to machine. 

The required sensitivity of the systems depends on specimen geometry and sizes. In general, noise-free, amplified output 
on the order of 1 V direct current (dc) per 1 mm (0.04 in.) of deflection is satisfactory. Similarly, for the load range 
applied to the specimen, an approximately 1 V dc change in signal from the load cell is required for accurate calculation 
of the compliance. 

Attachment of Displacement Measurement Hardware. One of the most important factors affecting the accuracy of 
crack-opening displacement measurements is the manner in which the displacement transducer is attached to the test 
sample. Transducers for measuring the crack-opening displacement commonly consist of cantilevered arms affixed across 
the crack. When the crack is opened, deflections either in the arms, or in a flexure attached to the arms, induces 
measurable strains, which are ultimately converted to displacements. 

To prevent slipping of the gage during testing, the gage must have an adequate, well-documented clamping force (~2500 
g). This force must be added to the mean tensile load applied to the specimen by the gage during data analysis. For thin or 
small specimens, this gage-induced mean load may be high enough to preclude testing at the desired load levels. Even 
with high clamping forces, there will be a limitation on the maximum testing frequency for the gage due to the excitation 
of resonant modes in the gage or inadequate clamping force. If necessary, higher frequencies can be achieved by bolting 
the clip gage to the specimen. 

The transducer can be bolted across the crack opening at the point of testing, or it can be attached to the specimen through 
hardened knife-edge pivots that are mechanically or adhesively affixed to the specimen. The transducer can also be 
affixed via knife-edge contacts that are machined into the test sample. For elevated-temperature testing, feed-rod systems 
are frequently used. 

The bolt-on system of attaching the transducer to the test specimen (Fig. 12) is capable of reacting to high acceleration 
loads. These result from higher-frequency dynamic testing when the rocking moment generated by the mass of the 
transducer is carried to the bolt-on attachment through the transducer frame. This attachment system is preferred when a 
transducer has high mass or an effective mass center that is located a great distance from the specimen contact pads. 



 

FIG. 12 BOLT-ON ATTACHMENT OF CRACK-OPENING DISPLACEMENT TRANSDUCER TO FATIGUE TEST 
SPECIMEN 

The bolt-on system also provides accurate crack-opening displacement measurements on specimens tested under 
environments that are not conducive to the use of knife edges, such as elevated-temperature or corrosive environments. In 
addition, the bolt-on attachment system allows the use of stiffer cabling without disturbing the measurement. For 
example, a displacement transducer with relatively rigid stainless steel-jacketed cabling can be used to make 
measurements in pressurized high-temperature water/steam environments. 

Hardened knife-edge pivot contacts (Fig. 13) provide a measurement system with minimal sliding action; the knife edge 
rocks in a hardened seat in the transducer arm. This allows measurements to be made with very low hysteresis levels. 
Contact and seat ramp angles can be designed for optimal tradeoffs between static and dynamic measurement accuracy, 
dynamic stability, and contact durability. Male knife-edge contact replacements are relatively low in cost, and various 
configurations are available, such as three-point contact, line contact, large radius, and small radius. 

 

FIG. 13 BOLT-ON HARDENED KNIFE-EDGE ATTACHMENT OF CRACK-OPENING DISPLACEMENT TRANSDUCER 



TO FATIGUE TEST SPECIMEN 

Knife-edge contacts that are machined into the test sample (Fig. 14) eliminate the possibility of knife-edge screws 
loosening, which results in slippage and hysteresis. The compressed initial gage length can be machined to the required 
tolerance. 

 

FIG. 14 ATTACHMENT OF CRACK-OPENING DISPLACEMENT TRANSDUCER TO SPECIMEN BY MACHINED KNIFE-
EDGE CONTACTS 

Computing Normalized Compliance. When measuring the compliance of a fatigue specimen, the usual practice is to 
compute a normalized compliance (EBv/P). This normalized compliance is plotted against a normalized crack length, 
a/W. For standard geometries, such as a compact-type specimen, this relationship has the form shown in Fig. 15. Thus, 
from the measured compliance, a crack length can be obtained from the known analytical relationships as shown in Fig. 
15 (Ref 21). Note that when the crack is short (a/W ~0.2 to 0.4), the compliance is less sensitive to changes in crack 
length than when the crack length is long (a/W > 0.5). Thus, the sensitivity of the compliance method is significantly 
improved for the longer crack lengths, both because of this relationship and because the amount of crack mouth opening 
and the resulting displacement gage signal are larger. The amount of displacement or crack mouth opening that is 
measured is a strong function of the location of the line of measurement of the gage with respect to the load line, which is 
the reference point for crack extension. The farther away from the crack tip the measurement can be made, the more 
displacement that will be incurred, and the sensitivity of the method will be improved proportionately. 



 

FIG. 15 COMPARISON OF PREDICTED AND EXPERIMENTAL COMPLIANCE FOR A COMPACT-TYPE FATIGUE 
SPECIMEN 

Data Acquisition and Processing. The signals from the load cell and displacement gage must be obtained 
simultaneously in order for this method to work to its best advantage. In the most direct case, the two signals can be fed to 
an x-y recorder, with the load applied to the y-axis and displacement to the x-axis. At various intervals during the test, a 
trace of the two signals can be made. If the test is being conducted at a reasonably high frequency (>1 Hz), then the 
frequency will have to be reduced so that the slow rate of the recorder can keep up with the changing voltage. This is not 
a problem if a transient recorder is used and the results from the two channels (load and displacement) are co-plotted. The 
slopes of the recorder traces can be measured, multiplied by suitable calibration factors, and used in the compliance to 
crack length relationship. 

A more sophisticated method is to use a computerized data acquisition system to obtain load displacement data. These 
systems are usually faster and thus can accept data from rather high-frequency waveforms. In addition, software can be 
developed to perform the calculations involved in processing the compliance data to crack length. Software to perform 
fatigue crack growth rate measurements is generally available from manufacturers, but most researchers write their own 
data acquisition packages, perhaps using some of the manufacturer-supplied subroutines that are specific to the hardware 
involved. 



Additionally, data should be taken between about 10 and 90% of the load range. Eliminating the top and bottom fractions 
of the load range avoids problems of crack closure (at loads approaching zero) or incipient plasticity (near the load 
maximum, at longer crack lengths). The sets of load-displacement pairs are fitted to a straight line, the slope of which is 
used in the compliance expression. 

Electric Potential Difference Method 

The electrical potential, or potential drop, technique has gained increasingly wide acceptance in fracture research as one 
of the most accurate and efficient methods for monitoring the initiation and propagation of cracks. This method relies on 
the fact that there will be a disturbance in the electrical potential field about any discontinuity in a current-carrying body, 
the magnitude of the disturbance depending on the size and shape of the discontinuity. 

For the application of crack growth monitoring, the electric potential method entails passing a constant current 
(maintained constant by external means) through a cracked test specimen and measuring the change in electrical potential 
across the crack as it propagates. With increasing crack length, the uncracked cross-sectional area of the test piece 
decreases, its electrical resistance increases, and thus the potential difference between two points spanning the crack rises. 
By monitoring this potential increase, Va, and comparing it with some referencing potential, V0, the ratio of crack length to 
width, a/W, can be determined through the use of the relevant calibration curve for the particular test piece geometry 
concerned. The crack length is expressed as a function of the normalized potential (V/V0) and the initial crack length (a0) 
(Fig. 16). 

 

FIG. 16 POTENTIAL RESPONSE FOR A COMPACT-TYPE SPECIMEN 

Accuracy of electrical potential measurements of crack length may be limited by a number of factors, including the 
electrical stability and resolution of the potential measurement system, electrical contact between crack surfaces where 
the fracture morphology is rough or where significant crack closure effects are present, and changes in electrical 
resistivity with plastic deformation. Another key factor is the determination of calibration curves relating changes in 
potential across the crack (Va) to crack length (a). In most instances, experimental calibration curves have been obtained 
by measuring the electrical potential difference: across the machined slots of increasing length in a single test piece; 
across a growing fatigue crack, where the length of the crack at each point of measurement is marked on the fracture 
surface by a single overhead cycle or by a change in mean stress; across a growing fatigue crack in thin specimens where 
the length of the crack is measured by surface observation. 

Other experimental calibrations have been achieved using an electrical analog of the test piece, where the specimen 
design is duplicated, usually with increased dimensions for better accuracy, using graphitized analog paper or thin 
aluminum foil, and where the crack length can be increased simply by cutting with a razor blade. Such calibration 
procedures, however, are relatively inaccurate, particularly at short crack lengths, and are tedious to perform. 
Furthermore, where measurements of crack initiation and early growth are required ahead of short cracks or notches of 
varying acuity, such procedures demand a new experimental calibration to be obtained for each notch geometry. 



Electric potential response may be determined empirically (Ref 23, 24, 25) or using numerical methods such as finite 
element or conformal mapping techniques (Ref 26, 27, 28, 29, 30). Johnson's analytical solution of the middle-tension 
geometry is widely used in experimental work due to its flexibility (Ref 28):  

  

(EQ 13) 

where a is the crack size, ar is the reference crack size from other method, W is the specimen width, V is the measured 
electric potential difference, Vr is the measured voltage corresponding to ar, and Y0 is the voltage measurement lead 
spacing from crack plane. With minor modifications, Eq 13 can be applied to edge-cracked geometries by treating them 
as half of a middle-tension geometry. Third or higher-order polynomial expressions with coefficients obtained from 
regression analysis can be used to describe the potential response of the specimens when simplified expressions are 
required or Eq 13 does not apply. 

The electric potential technique may be used with alternating current (ac) or dc power supplies. Alternating current 
systems have lower power requirements and do not suffer from the thermally induced potentials that plague dc systems. 
On the other hand, dc systems are widely used because of their relative simplicity. Consequently, this discussion of 
typical experimental setups is restricted to dc systems. 

The main component of a dc electric potential system is a power supply. The operating parameters for such a system are 
applied currents from 5 to 50 A and output voltages from 0.1 to 50 mV. Power supplies must be stable to 1 part in 104 or 
better, and nano- or microvoltmeters with a resolution of 0.05 to 0.5 μV are used (Ref 7). It is crucial that all dc potential 
measurement equipment (e.g., power supplies, voltage meters, etc.) and the loadframe itself be properly grounded. Before 
a power supply or nearby electromagnetic field (EMF) source (e.g., induction heater) is faulted for poor performance of 
the electric potential technique, researchers are reminded to check that all equipment is properly grounded. In some cases, 
EMF shielding may be required. 

High-resolution, stable, properly grounded equipment does not guarantee reliable performance and high resolution for the 
dc potential difference technique. Proper selection and use of current and potential leads are essential. High-current 
(welding) cable is ideal for current input leads, which are usually bolted to the specimen. To reduce noise, the potential 
leads should be firmly attached to the specimen, shielded, and twisted together. To ensure that current will pass through 
the specimen, the ratio of the loadtrain resistance to that of the specimen must be on the order of 104. If this cannot be 
achieved, the specimen must be electrically isolated using nonconducting (e.g., alumina) pins and washers or sleeves. The 
current applied to the specimen should be large enough to produce a measurable potential. Table 1 lists typical current 
and output voltages for compact-type (CT) specimens of steel, aluminum, and titanium. Excessive current (>10 A) can 
cause heating of the specimen and should be avoided. Potential leads should be made from fine wire of the same material 
as the specimen to reduce thermally induced EMF. Potential measurement leads and equipment should be kept away from 
EMF sources such as transformers to further reduce noise. 

TABLE 1 TYPICAL EPD VOLTAGES AS MEASURED ON A STANDARD COMPACT-TYPE SPECIMEN 

MATERIAL  APPROXIMATE 
EPD, MV  

APPROXIMATE CHANGE 
IN CRACK LENGTH 
FOR 1 μV CHANGE 
IN EPD, μM  

ALUMINUM  0.1  300  
STEEL  0.6  50  



TITANIUM  3.5  9  

Based on a/W = 0.22, B = 7.7 mm, and W = 50 mm. Lead geometry per Ref 7 and direct current of 10 A 

Crack tip processes such as fatigue crack closure (see the section "Crack Closure" in this article) can reduce the potential 
of the specimen as the crack faces come together, effectively shortening the crack. This is especially a problem when 
testing materials that do not form protective, nonconducting oxide layers in the environment of interest. The solution to 
this problem is to measure the potential output at the peak load. In addition to crack closure, crack-tip plasticity and 
distributed damage such as microcracking must be considered. Large plastic zones such as those encountered under 
elastic-plastic conditions disturb the equipotential lines much like the crack (Ref 31). Distributed damage processes can 
also complicate measurements by making it difficult to define a continuous crack. Hence, optical measurements of the 
crack should be made to ensure that the electric potential difference technique provides a realistic representation of crack 
length. Changes in the electrical properties of the material can also limit the effectiveness of dc potential systems. 

Changes in conductivity can complicate electric potential measurements. When high-conductivity materials such as 
aluminum are tested, temperature fluctuations of ±1 °C will cause a change in potential on the order of a few μV due to 
the temperature dependence of conductivity, and this change may vary with time. This can limit the crack extension 
resolution. Environmental chambers are useful with high-conductivity materials, even when testing at room temperature. 

The primary difficulty with the dc electric potential technique is the junction potentials created at points of current and 
potential lead attachment. When dissimilar materials are in contact, a potential is generated due to the thermocouple 
effect, and it may be of the same order of magnitude as the potential generated by the specimen. This thermally induced 
potential, also known as the thermal voltage, may not be constant. Consequently, care must be taken to separate changes 
in potential due to fluctuations in thermal voltage from changes due to crack extension. This is especially important when 
measuring the slow growth rates found in the near-threshold regime. 

There are three common approaches to accounting for the thermal voltage. The first method is to periodically turn off the 
power supply, note the value of thermal voltage, and subtract it from the output of the specimen with the current applied. 
This approach is acceptable for manually run tests, but it is not very useful when a continuous signal is required for 
computer-controlled tests. One alternative to manual measurement of the thermal voltage is to apply a current to an 
uncracked specimen with no applied load in the same environment as the test specimen in the "reference potential" 
technique. The tendency of the thermal voltage to drift should be the same in both the cracked and uncracked specimens. 
The drift can then be monitored, and the thermal voltage simply becomes an offset. Attempts have been made to apply the 
reference potential technique to a single specimen by measuring potentials in areas of the specimen that are "insensitive" 
to crack extension. The development of high-current-capacity solid-state switches has made the use of fully reversed 
electric potential drop systems a third method for dealing with thermal voltages. If the direction of current flow is 
periodically reversed, the thermal voltage, which has a fixed polarity, will shift the maximum and minimum output 
potentials but will not influence the range or amplitude of the signal. Thus, the amplitude of the output potential can be 
used to determine the length of the crack. 

The electric potential technique may also be applied to nonconducting specimens with the use of conducting thin foils. 
The foils are applied prior to testing, and they crack with the underlying specimen. Current is applied to the foil instead of 
to the specimen, and the calibrated response of the foil may be used to monitor the growth of the crack. This technique 
may be used for room- and elevated-temperature tests, provided that the foil accurately reflects the growth of the crack. 
Polymer-backed gages sold under the trade name KrakGage require special hardware for mounting and use and may be 
used with conducting or nonconducting specimens. It is also possible to vapor deposit gages directly to nonconducting 
specimens or to nonconducting oxide films on conducting or nonconducting (e.g., SiC) materials. The drawback of 
electric potential foils is the tendency for cracks with small opening displacements to "tunnel" under the gage. This crack 
extension without breaking the foil will lead to inaccurate growth rates. 

Optimization Parameters. In any specimen geometry, there are numerous locations for both the current input leads and 
the potential measurement probes. Optimization of the technique involves finding the best locations, considering 
accuracy, sensitivity, reproducibility, and magnitude of output (measurability). 

In practice, the accuracy of the electrical potential technique may be limited by several factors, such as the electrical 
stability and resolution of the potential measurement system, crack front curvature, electrical contact between crack 
surfaces where the fracture morphology is particularly rough or where significant crack closure effects are present, and 
changes in electrical resistivity with plastic deformation, temperature variations, or both. 



Reproducibility refers to inaccuracies produced by small errors in positioning the potential measurement leads. Such leads 
are generally fine wires that are spot welded or screwed to the specimen, and accurate positioning is typically no better 
than within 0.5 mm (0.02 in.). To maximize reproducibility, these leads should be placed in an area where the calibration 
curve is relatively insensitive to small changes in position--that is, where dV/dx and dV/dy are small, where x and y are 
position coordinates-- with the origin at the midpoint of the specimens. This consideration is often at variance with 
sensitivity considerations for measuring small changes in crack length. 

To optimize measurability (i.e., signal-to-noise ratios), current input and potential measurement lead locations are chosen 
to maximize the absolute magnitude of the output voltage signal Va. As output voltages are generally at the microvolt 
level and because of the high electrical conductivity of metals, a practical means of achieving measurability is simply to 
increase the input current. However, there is a limit to this increase, because when the current is too large (typically 
exceeding 30 A in a 12.7 mm, or 0.5 in., thick 1T steel compact-type specimen), appreciable specimen heating can result 
from contact resistance at current input positions. 

Studies have shown that there must be a compromise between the sensitivity, reproducibility, and magnitude of the output 
signal when using electric potential techniques. In the case of compact-type specimens, it has been shown that potential 
leads are best placed on the notched side of the specimen, as close to the mouth as possible, as recommended by the 
ASTM E 647. When using nonstandard geometries, the reader is encouraged to use the above references to ensure a 
sound basis for lead placement. 
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Loading Methods 



The goal of a fatigue crack growth rate test is to generate a record of crack length (a) versus number of cycles (N) under 
specified loading conditions. This information can be generated by applying cyclic varying loads of specified amplitude 
and frequency. 

The frequency of the test should, when possible, be kept constant. However, it may be necessary to reduce the frequency 
of a test in order to make crack length measurements. Frequency effects are usually not observed in metals in laboratory 
air at room temperature over the range of typical testing frequencies (1 to 100 Hz). Although higher-frequency tests finish 
more quickly, specimen and loadtrain stiffness, as well as load range, impose a practical limit on the maximum testing 
frequency. Steel specimens that are 50 mm wide can be run on a typical 90 kN (20 kilo pounds) capacity loadframe at 25 
to 50 Hz. If compliance methods are being used to control the test or monitor crack extensions, the frequency response of 
the clip gage and recording instruments may limit the maximum frequency for testing. 

The waveform to be used during a test is usually a sine or sawtooth (ramp) shape. Both waveforms will generate similar 
data at room temperature in benign environments. However, sine waveforms are easier for servohydraulic systems to 
control. Ramp waveforms should be used when elevated-temperature FCGR and creep-fatigue interaction are of interest 
(see the section "High-Temperature Fatigue Crack Growth Testing" in this article) or when testing in aqueous 
environments (Ref 32). 

Five types of FCGR tests are used in laboratories today. How the specimen is loaded defines the type of growth rate test. 
Different types of tests are often conducted in series to confirm growth rates and to use as much of the specimen as 
possible. To avoid load sequence effects, tests conducted in series should adhere to the same guidelines specified for 
precracking. 

The simplest test type is one in which the load amplitude is kept constant and the applied ∆K increases as the crack 
extends. The simplicity of the test is its advantage. However, this test is essentially impractical for crack growth rates 
below 1 × 10-8 (m/cycle). In a second type of test, loads are shed manually at increments of 10% or less. Although 
cumbersome because they require constant attention, these tests allow the generation of data for slower crack growth in a 
more time-efficient manner than the constant-load-amplitude test. The prevalence of personal computers and modern 
controls technology in today's laboratories has popularized the remaining three types of so-called "continuous 
loadshedding" or "K-controlled" experiments. 

Continuous loadshedding tests are those in which loads are shed at steps of 2% or less for a predetermined increment 
of crack extension. During these tests the crack length is continuously monitored by electric potential, compliance, or 
another suitable technique. Loads are shed or increased according to the following relation proposed by Saxena et al. (Ref 
33):  

∆K = ∆K0 EXP [C(A - A0)]  (EQ 14) 

where ∆K is the applied range of ∆K, ∆K0 is the initial range of ∆K, a is the current crack length, a0 is the crack length at 
the beginning of the test, and c is the normalized K-gradient. The normalized K-gradient is defined as:  

  
(EQ 15) 

The use of Eq 14 for changing fatigue loads is ideally suited for personal computers, and it allows testing under K-
controlled conditions. If the normalized K-gradient is less than zero, the applied ∆K will be decreased as the crack 
extends. These are termed K-decreasing tests. Conversely, c ･ 0 will lead to increasing ∆K as the crack extends. 

The appropriate value of c for a decreasing ∆K test is that which avoids the anomalous growth rates caused by shedding 
loads too quickly. Investigators have determined that c = 0.08 mm-1 (-2 in.-1) is an appropriate value for decreasing ∆K 
tests on most metals (Ref 34). This value of c was derived to eliminate load-interaction effects caused by crack-tip 
plasticity in metals. The same value of c for a K-decreasing test in intermetallics and ceramics is recommended because it 
ensures that sufficient data can be obtained over the narrow range of stable crack growth, even though plastic zones are 
considerably smaller or nonexistent in these materials (Ref 35, 36). 



Increasing ∆K tests (i.e., c > 0) are usually conducted after a decreasing test to confirm the growth rates measured during 
the previous K-decreasing portion of the test. Increasing ∆K tests may, if necessary, be conducted with larger normalized 
K-gradients. It is important to note that during an increasing ∆K test, loads may have to be decreased as the crack extends, 
which could lead to difficulties with control. Hence, it is preferable to use the simple constant amplitude instead of a 
controlled increasing ∆K test. 

The first type of continuous loadshedding test is where the load ratio (R) is held constant. Constant-R tests generate the 
same type of information as constant-amplitude tests. Low- and high-R (R = 0.1 and 0.5, respectively) tests are usually 
conducted for comparison purposes. 

Another type of K-controlled test is a constant-Kmax test, which is essentially a variable-R test. When Kmax is held constant 
as the crack extends, R will vary as shown schematically in Fig. 17. Once again, the value of ∆K to be applied to the 
specimens is dictated by Eq 14. The advantage of this test is that it quickly establishes the role of R on crack growth rate. 
For decreasing ∆K in constant-Kmax tests with negative c, the lower crack growth rates are at very high values of R. The 
behavior of threshold cracks under these conditions has been used as a measure of "closure free" fatigue crack growth, 
reflecting the "intrinsic resistance" of the material to fatigue (Ref 37). 

 

FIG. 17 CONSTANT KMAX TEST LOAD RATIO 

The last type of continuous loadshedding fatigue test is a constant-Kmean test. Much like the constant-Kmax test, a constant-
Kmean test can be used as a comparison with constant Kmax to help establish the role of Kmean versus Kmax on fatigue crack 
growth rates. Constant-Kmax and Kmean tests have been popular in the testing of brittle materials where definitive 
mechanisms for crack advance have yet to be established. 

Once testing is complete, the final crack in the specimen should be measured optically on both sides of the specimen. This 
will be compared to the terminal crack length predicted by other measurement techniques in the analysis of the 
investigation. 

Electromechanical Fatigue Testing Systems. The primary function of electromechanical fatigue testers is to apply 
millions of cycles to a test piece at oscillating loads up to 220 kN (50,000 lbf) to investigate fatigue life, or the number of 
cycles to failure under controlled cyclic loading conditions. Variables associated with fatigue-life tests are frequency of 
loading and unloading amplitude of loading (maximum and minimum loads), and control capabilities. The fundamental 
data output requirement is the number of cycles to failure, as defined by the application. 

A variety of electromechanical fatigue testers have been developed for different applications. Forced-displacement, 
forced-vibration, rotational-bending, resonance, and servomechanical systems are discussed in this article and are 
compared in Table 2. Other specialized electromechanical systems are available to perform specific tasks. 



TABLE 2 COMPARISON OF ELECTROMECHANICAL FATIGUE SYSTEMS 

PARAMETE
R  

FORCED 
DISPLACEME
NT  

FORCED 
VIBRATI
ON  

ROTATIONAL 
BENDING  

RESONANC
E  

SERVOMECHA
NICAL  

TENSION  YES  YES  NO  YES  YES  
COMPRESSIO
N  

YES  YES  NO  YES  YES  

REVERSE 
STRESS  

YES  YES  YES  YES  YES  

BENDING  YES  YES  YES  YES  YES  
FREQUENCY 
RANGE  

FIXED  FIXED, 
1800 RPM  

0-10,000 RPM   40-300 HZ  0-1 HZ   

LOAD 
RANGE  

TYPICALLY 
<450 N (<100 
LBF)  

UP TO 220 
KN (50,000 
LBF)  

. . .  UP TO 180 
KN (40,000 
LBF)  

UP TO 90 KN 
(20,000 LBF)  

TYPE                 
CONTROL  OPEN-LOOP  OPEN-

LOOP  
OPEN-LOOP  CLOSED-

LOOP  
CLOSED-LOOP  

MODE  DISPLACEMEN
T  

LOAD  ROTATION/BE
NDING  

LOAD  LOAD, 
DISPLACEME
NT, STRAIN  

MAXIMUM 
DEFLECTION  

. . .  25.4 MM 
(1.00 IN.)  

. . .  1.0 MM 
(0.040 IN.)  

100 MM (4 IN.)  

ADVANTAGE
S  

SIMPLE, 
STRAIGHTFOR
WARD  

VERSATIL
E, 
EFFICIEN
T, 
DURABLE  

EFFICIENT, 
DURABLE, 
SIMPLE  

FULLY 
CLOSED-
LOOP, 
EXTREMEL
Y EFFICIENT  

FULLY 
CLOSED-
LOOP, HIGH 
PRECISION  

DISADVANT
AGES  

NO LOAD 
CONTROL, 
VERY 
LIMITED 
APPLICATION
S (SOFT 
SAMPLES)  

FIXED 
FREQUE
NCY, 
LIMITED 
CONTRO
L (OPEN-
LOOP)  

ROTATIONAL 
BENDING 
ONLY, 
LIMITED 
APPLICATION
S  

OPERATIN
G 
FREQUENC
Y 
DIRECTLY 
PROPORTI
ONAL TO 
SAMPLE 
STIFFNESS  

LOW 
FREQUENCY 
ONLY  

 

Servohydraulic testing machines are particularly well suited for providing the control capabilities required for fatigue 
testing. Extreme demands for sensitivity, resolution, stability, and reliability are imposed by fatigue evaluations. 
Displacements may have to be controlled (often for many days) to within a few microns, and forces can range from 100 
kN to just a few newtons. This wide range of performance can be obtained with servomechanisms in general and, in 
particular, with the modular concept of servohydraulic systems. 

Usually, the problem of selecting the appropriate system is simply a matter of optimizing the various components to form 
a system best suited to the given testing application. With any type of control system, the objective is to obtain an output 
that relates as closely as possible to the programmed input. In a fatigue testing system, it may be desired to vary the force 
on a specimen in a sinusoidal manner, at a frequency of 1 Hz over a force range of 0 to 100 kN (0 to 22,000 lbf). The only 
practical means to accomplish this with precision is through the use of a negative-feedback closed-loop system. 
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Analysis of Crack Growth Data 

The two major aspects of FCGR test analysis are to ensure suitability of the test data and to calculate growth rates from 
the data. In addition to growth rate calculations, analysis also may require the calculation of fatigue crack closure levels 
and the characterization of fracture surface and metallographic features as discussed in this section. Combining the results 
from all of these areas is necessary to develop an understanding of the FCGR behavior of the material. Finally, the 
reliability of "real time" analysis by personal computers must be verified, and the sophisticated tests performed in today's 
laboratories must undergo some degree of analysis. Hence, it is essential that computer-controlled tests generate records 
of a versus N as well as FCGR. 

Validity of the Test Data. The first step is to ensure the validity of the test data and make corrections to the crack 
length, if necessary. Crack measurement intervals are recommended in ASTM E 647 according to specimen type. For 
compact-type specimens:  

  

For center-cracked tension specimens:  

  

At the end of the test, the final crack length is measured on both sides of the specimen. A comparison between optical 
measurements and the final predicted crack length by any non-optical techniques used should be made. Differences 
between the measured crack lengths should be corrected using a linear relationship. In other words, the error between the 
final measured and predicted crack size is linearly distributed over the crack extension range. If periodic optical 
measurements were made during the test, other more appropriate correction procedures can be used. 



Thicker specimens should be fractured after testing to determine the degree of crack front curvature. Cooling the 
specimen to liquid nitrogen temperatures allows the brittle fracture of most metallic materials and reveals a clear 
demarcation between the fatigued and fractured portions of the specimen. Five evenly spaced measurements of crack 
length should be made across the crack front. The average length should then be used as the final crack length, and the 
corrections should be applied using this value instead of the surface measurements. 

Crack Growth Rate Calculation. A number of different numerical techniques have been used to calculate crack growth 
rates from the set of (ai, Ni) data points of a given crack growth rate test (Table 3). The secant and incremental polynomial 
methods are the most widely used. When the data are processed to a final smoothed da/dN = f(∆K) format, these methods 
provide approximately equivalent results. However, the scatter of individual da/dN values about the average depends 
greatly on the data reduction method. 

TABLE 3 METHODS FOR CALCULATING CRACK GROWTH RATES 

INCREMENTAL POLYNOMIAL METHOD  
A LEAST-SQUARES, SECOND-ORDER POLYNOMIAL IS OBTAINED FOR SUCCESSIVE SETS OF 
(2K + 1) DATA POINTS: 

  
WHERE C1 = (NI + K + NI - K)/2 AND C2 = (NI + K + NI - K)/2 ARE CENTERING AND SCALING 
CONSTANTS, RESPECTIVELY, THAT ARE INTRODUCED TO PREVENT NUMERICAL PROBLEMS 
IN OBTAINING THE LEAST SQUARES FIT. THE CRACK GROWTH RATE AT I, THE PREDICTED 
CENTRAL CRACK LENGTH AT NI, IS GIVEN BY THE DERIVATIVE: 

  
TYPICAL VALUES OF K ARE 1, 2, OR 3, RESULTING IN THE SECOND-ORDER POLYNOMIAL 
BEING ESTIMATED ON THE BASIS OF 3, 5, OR 7 SUCCESSIVE DATA POINTS. THE ESTIMATED 
CRACK GROWTH RATE FUNCTION LOSES K DATA POINTS AT EACH END. LESS APPARENT 
SCATTER IS OBTAINED FOR LARGER K VALUES.  
SECANT METHOD  
IN THE SECANT METHOD FOR DIFFERENTIATING THE A VERSUS N DATA, THE AVERAGE 
CRACK EXTENSION PER CYCLE IS CALCULATED FOR EACH PAIR OF DATA POINTS, AND K 
IS CALCULATED AT THE MIDPOINT OF THE CRACK LENGTHS:  

  

  
THIS METHOD IS SIMPLE BUT EXHIBITS THE MOST SCATTER IN DA/DN VALUES.  
THE MODIFIED DIFFERENCE METHODS  
THESE METHODS ARE FINITE DIFFERENCE TECHNIQUES FOR ESTIMATING THE DERIVATIVE 
AT THE MIDPOINT OF A DATA SET. THESE METHODS USE NUMERICAL DERIVATIVES. THE 
FORMULA FOR ESTIMATING THE DERIVATIVE AT THE MIDPOINT AI, OF THREE SUCCESSIVE 
DATA POINTS IS GIVEN BY:  



    

The secant method fits a line between adjacent data points. The slope of the line is the crack growth rate, da/dN. The 
load at the average crack length of the interval is used to calculate the corresponding ∆K. It is not uncommon to collect 
data points more closely spaced than the 0.25 mm (0.010 in.) minimum crack extension for growth rate calculations. 
When more data are available, a straight line through the multiple data points can be fitted by regression analysis to 
calculate crack growth rates. A 50% overlap between data sets used for calculating successive crack growth rates can 
considerably reduce scatter in the processed data. This method is termed the modified secant method. 

The polynomial method uses the derivative of a second-order polynomial fitted to a fixed number of data points (often 
five or seven). The growth rate and ∆K level are calculated for the average value of crack length in the interval. This 
method tends to provide data with less scatter than the secant method. In practice, there are no systematic differences in 
the da/dN versus ∆K trends if the same data are processed by these different techniques (Ref 38). In fact, little difference 
is observed between the data processed by the modified secant method and the polynomial method. 

Variability. Although the apparent variability in the resulting da/dN value depends on the calculation method, none of the 
methods introduces a significant bias to an overall mean trend curve. Figure 18(b) plots da/dN versus ∆K, as calculated 
from the data of Fig. 18(a) using the secant, incremental polynomial, and five-point modified difference methods. 
Because methods of analyzing and interpreting the scatter in da/dN are not currently available, the simpler techniques--
i.e., the secant and incremental polynomial methods--are often chosen. 

 

FIG. 18 COMPARISON OF DA/DN CALCULATION METHODS. (A) CRACK LENGTH TEST DATA. (B) PLOT OF 
CALCULATED DA/DN RATES FROM THE DATA IN (A). SOURCE:METALS HANDBOOK, 9TH ED., VOL 8, P 679-680 

Crack Closure Analysis. The determination of the fatigue crack closure load is a subject of vigorous debate. Visual 
inspection of compliance curves can be used to estimate closure levels. However, the method is subjective and not well 
suited for large amounts of data. ASTM task groups have explored the use of the compliance offset and correlation 
method for closure analysis (Ref 39). In the compliance offset method, crack closure levels are determined by finding the 
point that deviates from the linear portion (i.e., is offset) by a set amount (usually 1, 2, 4, or 8%). The correlation method 



determines the closure level by mathematically representing the "strength" of the linear relationship between load and 
displacement/strain along the curve. To confirm that the methods are applied correctly, one is encouraged to test 
algorithms with hypothetical, bilinear compliance curves, for which both methods should yield identical results. 

The compliance offset method is generally applied using a computer, because the calculations do not lend themselves to 
the use of spreadsheets. The procedure is as follows:  

1. COLLECT DIGITIZED STRAIN/DISPLACEMENT AND LOAD DATA FOR A COMPLETE LOAD 
CYCLE. THE DATA SAMPLING RATE SHOULD BE HIGH ENOUGH TO ENSURE THAT AT 
LEAST ONE DATA PAIR (DISPLACEMENT AND LOAD) IS TAKEN IN EVERY 2% INTERVAL 
OF THE CYCLIC LOAD RANGE.  

2. STARTING WITH THE FIRST DATA SAMPLE BELOW MAXIMUM LOAD ON THE 
UNLOADING CURVE, FIT A LEAST-SQUARES STRAIGHT LINE TO A SEGMENT OF THE 
CURVE SPANNING APPROXIMATELY THE UPPERMOST 25% OF THE CYCLIC LOAD 
RANGE. THE SLOPE OF THIS LINE IS THE COMPLIANCE VALUE THAT CORRESPONDS TO 
THE FULLY OPEN CRACK CONFIGURATION.  

3. STARTING WITH THE FIRST DATA SAMPLE BELOW MAXIMUM LOAD ON THE LOADING 
CURVE, FIT LEAST-SQUARES STRAIGHT LINES TO SEGMENTS OF THE CURVE THAT 
SPAN APPROXIMATELY 10% OF THE CYCLIC LOAD RANGE AND THAT OVERLAP EACH 
OTHER BY APPROXIMATELY 5% OF THE RANGE. STORE THE COMPLIANCE (SLOPE) AND 
THE CORRESPONDING MEAN LOAD FOR EACH SEGMENT IN A VERTICAL ARRAY WITH 
THE HIGHEST LOAD LOCATION AT THE TOP.  

4. REPLACE THE COMPLIANCE STORED IN EACH LOCATION IN THE ARRAY WITH THE 
CORRESPONDING COMPLIANCE OFFSET, WHICH IS COMPUTED AS A PERCENTAGE OF 
THE "OPEN CRACK" COMPLIANCE AND IS GIVEN BY:  

  

(EQ 16) 

5. IDENTIFY THE HIGHEST LOAD LOCATION IN THE ARRAY WHICH HAS A COMPLIANCE 
OFFSET GREATER THAN THE SELECTED OFFSET CRITERION, AND FOR WHICH ALL 
ARRAY LOCATIONS BELOW IT HAVE COMPLIANCE OFFSETS GREATER THAN THE 
OFFSET CRITERION.  

6. STARTING AT THE ARRAY LOCATION IDENTIFIED IN STEP 5, IDENTIFY THE NEAREST, 
HIGHER LOAD LOCATION WHICH HAS A COMPLIANCE OFFSET LESS THAN THE 
SELECTED OFFSET CRITERION, AND FOR WHICH ALL ARRAY LOCATIONS ABOVE IT 
HAVE COMPLIANCE OFFSETS LESS THAN THE OFFSET CRITERION.  

7. DETERMINE THE OPENING LOAD CORRESPONDING TO THE SELECTED OFFSET 
CRITERION BY LINEAR INTERPOLATION BETWEEN THE TWO (COMPLIANCE OFFSET, 
LOAD) POINTS IDENTIFIED IN STEPS 5 AND 6 (REF 39).  

An alternative to the offset method is the correlation coefficient method. The correlation coefficient, r, is defined as (Ref 
39):  

  
(EQ 17) 

where xi are individual load data samples, yi are individual displacement data samples, n is the number of data pairs, and 
denotes the summation from i = 1 to n. The closure level is defined as the load at which the correlation coefficient has 

the highest value. In contrast to the offset method, in which different levels of offset can be selected, there is only one 
criterion in this method. Both methods generate similar closure levels for the same data. However, issues of data quality 



are currently the biggest problem for consistent experimental closure analysis. Methods to characterize data quality are 
presently being explored. 

Fracture Surface Characterizations. Cracked specimens are also useful for establishing modes of crack advance and 
other interactions of the crack with the microstructure. Scanning electron microscopy is used to characterize the fracture 
surface. Care should be taken to establish the level of ∆K associated with the image of the fracture surface. This is 
especially important when working with brittle materials where inspection of the surface does not reveal an obvious 
difference in fracture surface morphology between the fatigued material and post-test fracture. 

Portions are often removed from the interior of the specimen and mounted for metallographic preparation. "Crack 
profiles" can be useful for illustrating the interaction of the crack with the microstructure. There can be marked 
differences in how cracks interact with microstructures, especially in cases where crack closure and distributed damage 
are important. 
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The concepts and procedures for fatigue crack growth testing at room or ambient temperature, described in this article, are 
generally applicable to elevated-temperature conditions. In this appendix, some of the features that are unique to testing 
and measurement at high temperatures are reviewed. In particular, methods for heating and controlling temperature are 
discussed briefly. Other aspects related to instrumentation, measurement, and test techniques are also highlighted. While 
there are no well-established standards for elevated-temperature crack growth testing, one standard testing procedure has 
been recommended recently based on a cooperative study using 304 stainless steel (Ref 40). While documentation on 
methods employed in elevated-temperature crack growth testing are scattered widely in the open literature, conferences 
devoted to this particular subject contain many papers that provide details of individual investigations (see, e.g., Ref 41). 

Specimen Design. In general, the specimens used in room-temperature testing are equally applicable for high-
temperature testing. In fact, in making comparisons of crack growth rates as a function of temperature, it is considered 
good practice to retain the same test specimen geometry at all temperatures tested. 

An exception to this is the specialized case of testing under thermomechanical fatigue (TMF) crack growth conditions. 
Here, the temperature as well as the load is cycled. In order to control the cyclic temperature on the specimen, effective 
means of both heating and cooling the specimen must be employed. This usually requires either a thin planar specimen or 
a thin-walled tube, both of which minimize the thermal mass and allow for more rapid heating or cooling and better 
control of temperature gradients. Information on some of the techniques that have been employed for TMF can be found 
in conference proceedings such as those of ASTM (Ref 42, 43), ASME (Ref 44), or the International Conferences on 
Fatigue and Fatigue Thresholds (Ref 45, 46). 



Another aspect of TMF crack growth that is almost unique to this type of test is the use of strain control as the mode of 
load application, similar to that used in low-cycle fatigue. A brief discussion of the problems and limitations of the use of 
strain control in elevated-temperature or TMF crack growth testing can be found in Ref 47. 

The final consideration in TMF crack growth testing is the ability to heat and cool the specimen, or the access of heat and 
cooling air to the specimen. For example, clevises used on compact-type specimens tend to shield the specimen from the 
heating or cooling source and make it difficult to control the temperature cycle. Therefore, other geometries, such as 
middle-tension geometries, are generally used for this type of test. 

Specimen Gripping. There are two main considerations in gripping specimens at high temperature. The first is the 
possible introduction of friction at any type of pin joint. Whereas friction can be minimized at room temperature through 
lubrication or careful surface finishing, these methods are less effective at elevated temperatures. Special high-
temperature lubricants or oxidation-resistant materials for pins and clevises are methods for minimizing the development 
of friction in pin joints. Rigid fixtures and grips, on the other hand, do not require such considerations. 

The second aspect of gripping at high temperatures is the possible loss of friction due to mismatches in the coefficient of 
thermal expansion of grips and specimens. Calculations or experimental evaluations should be made to ensure that the 
load-carrying capacity of the gripping system does not degrade due to differential thermal expansions so that slippage 
might occur. 

Further, it should be demonstrated that excessive clamping stresses do not develop such that the specimen is crushed or 
the grips fail. This aspect of high-temperature testing is only applicable to cases where "hot" grips are used, such as when 
the grips and specimens are both contained within a furnace. Cold grips, on the other hand, produce high-temperature 
gradients along the length of the specimen and make it more difficult to maintain a constant temperature over the gage 
length or the crack growth region of the specimen. 

Heating Methods. There are several methods available for heating specimens and maintaining a constant and uniform 
temperature during elevated-temperature crack growth testing. One of the more common methods is to use a 
commercially available or homemade furnace and power controllers that produce one or more zones of uniform, 
controlled temperature. Temperature control is achieved from thermocouple feedback, either from within the chamber, 
where the air temperature is being controlled, or from thermocouples directly attached to the specimen at one or more 
locations. In either case, temperature control with commercial units is generally accurate and reliable and can be 
considered to be a mature, state-of-the-art technology. 

A second method of heating specimens is through the use of induction heaters, where the specimen is heated by 
alternating currents produced by an electromagnetic field (EMF) generated by the inductance coil surrounding the test 
specimen. Shielding of the specimen by grips may cause nonuniform temperature distribution. Therefore, single-edge-
tension specimen geometries are generally preferred. The number and spacing of the coils, though calculated from 
formulas provided with such apparatus, is determined most often from trial and error and usually requires a certain 
amount of experience for optimum performance. Feedback is provided from one or more thermocouples attached to the 
specimen, and uniformity of temperature must be checked with some type of temperature mapping system such as 
multiple thermocouples on a dummy specimen. 

Another method of heating used in several laboratories is the use of radiant energy from quartz lamps mounted in 
reflective and cooled housings. Each lamp focuses its energy over a limited portion of the test specimen, so multiple 
lamps, multiple thermocouples, and good thermal conductivity across the specimen all lead to more uniform temperature 
fields. A description of the technique of quartz lamp heating can be found in Hartman (Ref 48). 

The last common method of specimen heating is direct resistance heating. Here, a current is passed directly through the 
specimen from one end to another. The test apparatus must be electrically insulated from the input and output leads. 
Uniform gage length specimens are better adapted to this method of heating than highly nonuniform ones; that is, a 
middle-tension specimen would be a much better candidate than a compact-type specimen. Because of the high current 
passing through the specimen, no conducting leads can be attached to the specimen that would provide an alternative path 
for the current. Thus, temperature measurement from thermocouples attached directly to the specimen and electric 
potential crack growth measurements cannot be made with this type of heating. Similarly, extensometry that attaches 
directly to the specimen must use nonconducting elements. 



Temperature Measurement. The science of the measurement of temperature, known as pyrometry, dates back to 
before World War II. Books on the subject of pyrometry in general (Ref 49), or optical pyrometry in particular (Ref 50) 
were published in 1941 and provide detailed descriptions of the theory and the methods used in that era. The basic 
principles have not changed. The most common method for temperature measurement is through the use of 
thermocouples, or thermoelectric pyrometer, directly attached to the specimen. A thermocouple is made by welding two 
dissimilar wires together at one end. A change in temperature will generate an EMF which can be recorded on an 
instrument attached to the other end of the wires. These provide a real-time, continuous record of temperatures at a given 
point on a specimen, and they are commonly used for temperature control feedback as well as direct temperature 
measurement. 

Another commonly used method of measuring temperature is through the use of commercially available infrared 
detectors, which sense the radiation emitted from a sample and convert the frequency of the radiation to temperature after 
appropriate calibration. The theory and methods of optical pyrometry are documented in numerous places (see, e.g., Ref 
51 and 52). The emissivity of the test material whose temperature is being measured is the quantity that is used as the 
basis of the measurement. Emissivity is the ratio between total radiant energy per square centimeter per second between 
the specimen being measured and a black body at the same temperature. Thus, as the emissivity of a material decreases 
from 1, the apparent temperature as measured by an optical pyrometer will deviate from the actual temperature by a 
greater amount. 

The emissivity of a heated specimen will always be less than 1, and the apparent temperature will therefore be less than 
the desired test temperature. Emissivity can be influenced by surface roughness, the spectral transmission of any windows 
between the test specimen and the measuring instrument, and the chemical changes of the specimen surface due to 
oxidation or other environmental degradation. All these issues should be addressed when using optical pyrometry. 
Commercial units are widely available for this type of measurement and usually come with detailed instructions. 

Crack Length Measurements. Electric potential drop is a common method of crack length determination, both at room 
temperature and at elevated temperatures. The major consideration for elevated-temperature testing is to ensure that 
temperature fields are uniform and constant between the potential drop leads. Changes in temperature can result in a false 
indication of crack length changes. The error is due to the resistivity change in the material due to a change in 
temperature, and this change, in turn, is dependent on the resistivity characteristics of the material. For the direct current 
potential drop (DCPD) method, a 3 °C (5.5 °F) change in temperature in an aluminum alloy can result in a 1% change in 
the DCPD signal, whereas for the same change in resistivity, Inconel 718 would require a 100 °C (180 °F) change in 
temperature (Ref 53). The electric potential drop method of crack length measurement, used commonly in both room- and 
elevated-temperature isothermal crack growth testing, has also been applied to TMF testing (Ref 54). As with any other 
technique, modifications and improvements are continually being developed and documented in the literature, as in the 
work of Shin et al. (Ref 55), where modification to the dc potential drop system is reported. 

Compliance methods are equally valid at elevated temperatures as at room temperature, provided that some simple 
considerations are addressed. Nonconstant thermal gradients must be avoided, because any change in the dimensions of 
any part of a mechanical extensometer can result in a change in electrical output. The gage portion, which is normally 
attached to the specimen through special high-temperature extension arms or feed rods, is usually shielded from the 
specimen (Fig. 19) and cooled with either blowing air or circulating water. Whatever the setup, the gage should reach 
thermal equilibrium and stability before measurements are made, in order to avoid false indications due to thermal 
transients. 



 

FIG. 19 FEED-ROD ATTACHMENT FOR HIGH-TEMPERATURES TESTS. FEED RODS ARE MADE OF QUARTZ FOR 
TESTS UP TO 1000 °C OR CERAMICS FOR TESTS AT HIGHER TEMPERATURES. 

Optical methods are less widely used today than years ago because of the availability of automated methods for crack 
length measurement. Optical methods, such as use of a traveling microscope, are useful for reference measurements and 
are equally valid at room or elevated temperature. At elevated temperature, however, the resolution of crack length may 
be reduced because of deterioration of the surface of the specimen through oxidation. When specialized optical methods 
such as laser interferometry are used, the deterioration of the specimen surface over time should be considered so that the 
optical information is still available with sufficient resolution. 

Special Methods. Other specialized techniques see occasional application in high-temperature crack growth testing. For 
example, crack growth over prolonged periods of time has been measured using real-time holographic interferometry (Ref 
56). Compact-tension specimens were tested under sustained load at 120 °C (250 °F) for 860 h, and crack-opening 
displacement (COD) was monitored. The COD measurements had to be converted to crack lengths using an elastic-plastic 
finite-element analysis code and clip gage COD measurements on a reference sample. 

Validity of K Solutions. The reduction of crack length versus N data to a da/dN-∆K curve depends on having a K 
solution for the specimen geometry being used. Stress-intensity solutions are widely available, or can be easily generated, 
for almost any specimen geometry used in laboratory testing. These solutions, however, are based on the assumption of a 
homogeneous material and do not take into account any thermal gradients or thermal stresses that may arise in elevated-
temperature crack growth testing. For cases where the specimen and grips are at a uniformly high temperature, such as 
within a furnace, there is no problem. For cases where the temperature is nonuniform, such as with inductance or quartz 
lamp heating with cooled grips, temperature gradients are developed along the axis of the specimen. These gradients, in 
turn, may result in thermal stresses that produce thermal K-values that alter the isothermal K solution for a given 
specimen. These thermal K-values, therefore, must be taken into account in the K analysis of the particular crack 
geometry. 

Ohta et al. (Ref 57) found that crack growth rate data at 300 °C (570 °F) in a middle-tension specimen matched room-
temperature data in a low-alloy ferritic steel (SB46) only when the parabolic temperature gradient that existed along the 
specimen was taken into account using finite element analysis, which was confirmed with experimental measurements. 
Coker et al. (Ref 58) conducted a finite element analysis of a single-edge crack specimen with thermal gradients between 
the plane of the crack and the room-temperature grips. For their specific geometry and temperature profile, stress-
intensity factors due to thermal stresses were below 2 MPa m  for a/W ･0.8. While these values are small, near-threshold 
tests involving very small values of ∆K could be substantially influenced by thermal stresses. It is important, therefore, to 
have calculations or estimates of thermal-stress-induced values that have nonuniform temperature profiles. Unfortunately, 
there are very few papers in the literature where this particular problem is addressed. Nonetheless, this can be an 



important consideration in high-temperature testing, particularly when testing in the near-threshold regime or when 
thermal gradients are severe. 

Thermal gradients and effective values of K resulting from direct resistance heating are discussed by Cunningham and 
Griffin (Ref 59). Their analysis shows when direct resistance heating becomes important during the cyclic conditions of 
thermal fatigue. The results indicate that stress intensities resulting from thermal gradients due to direct resistance heating 
are generally small except when thermal cycling frequencies are high. The thermal gradients and resultant K-values 
resulting from thermal cycling are reported in a subsequent publication (Ref 60). There, it is shown that for high thermal 
frequencies, significant magnitudes of K can be developed at the crack tip due to the thermal transients. For those 
involved in TMF crack growth testing, this information should be considered when determining the stress intensity at the 
crack tip. 
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Introduction 

CORROSION FATIGUE refers to the phenomenon of cracking in materials under the combined actions of fatigue (or 
cyclic) loading and a corrosive (or deleterious) environment (gaseous or aqueous). This phenomenon is known to occur in 
many engineering alloys over a broad range of environments and has been recognized as an important cause for failure of 
engineering structures. Characterization and understanding of corrosion fatigue kinetics and mechanisms are essential to 
service life prediction, fracture control, and the development of fatigue-resistant alloys. The primary characteristics of 
corrosion fatigue crack growth are that the crack growth rates can be substantially higher in the corrosive environment 
than those obtained in a benign environment (such as in vacuum) and that crack growth rates can be dependent upon a 
large number of chemical and electrochemical variables not present in a benign environment. 

Several corrosion fatigue mechanisms have been proposed to explain the enhanced crack growth rates with varying 
degrees of success. The generalized corrosion fatigue cracking mechanism involves the single or mutual occurrence of 
hydrogen-induced cracking and/or anodic dissolution at the crack tip. There appears currently to be at least four possible 
mechanisms of anodic dissolution:  

• SLIP-DISSOLUTION  
• BRITTLE FILM-RUPTURE  
• CORROSION-TUNNELING  
• SELECTIVE-DISSOLUTION (DEALLOYING)  

Hydrogen embrittlement appears to be divided into five types of mechanisms:  

• DECOHESION  
• PRESSURE  
• ADSORPTION  
• DEFORMATION  
• BRITTLE HYDRIDE  

The balance between various phenomena is very difficult to sort out. Many researchers think that dissolution and 
hydrogen-induced cracking processes are competitive, so that only one of them makes the major contribution to cracking 
and the lesser process can be ignored. However, both processes (dissolution and hydrogen evolution) can occur 
simultaneously at the crack tips over ranges of potential that have been measured or that are suspected to occur. If the 
processes were independent and were really competitive, it would only be necessary to determine which process is faster. 
The anodic and cathodic processes are, however, interdependent, and they may operate simultaneously or sequentially. 
Another general type of mechanism is the surface energy reduction mechanism, and it will be described later in this 
article. 

In addition to the various mechanisms of corrosion fatigue, there also are many mechanical, metallurgical, and 
environmental variables that affect fatigue crack growth rates. These variables are discussed in more detail following a 
brief review of the corrosion fatigue mechanisms associated with hydrogen-assisted cracking (hydrogen embrittlement) 
and anodic dissolution. Another common environment-assisted cracking phenomenon is stress-corrosion cracking where 
susceptible materials fail under the conjointed action of corrosion environment and a sustained load. In many engineering 
alloy/environment systems, because the fatigue process can efficiently rupture the protective surface oxide films and 
facilitate access to corrosive environments and produce new metal surfaces, threshold stress intensities for cracking to 
occur are often lower under corrosion fatigue conditions that under a static stress-corrosion cracking condition. 



Depending on the stress level and the cyclic frequency, the crack growth rates may be high under both stress-corrosion 
and corrosion fatigue. However the underlying mechanisms for both corrosion fatigue and stress-corrosion cracking may 
very well be the same, as the only difference between these two phenomena is the mode of loading (cyclic vs. sustained). 
Stress-corrosion cracking is covered elsewhere in this Volume. 
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Hydrogen-Assisted Cracking 

In corrosion fatigue, hydrogen (either atomic or protonic) is generated by the reaction of environmental species such as 
gaseous hydrogen, water vapor, water, and so forth, with the newly cracked material at the crack tip. This hydrogen is 
absorbed at the metal surface and then transported by diffusion or dislocation sweeping mechanisms into the highly 
stressed region (plastic zone) at the crack tip, where it causes localized damage and increases the fatigue crack growth 
rate. Figure 1 illustrates schematically various processes that might be involved in corrosion fatigue crack growth of 
ferrous alloys by a hydrogen-assisted cracking mechanism. The processes or steps shown in Fig. 1 are sequential, and the 
rate of corrosion fatigue crack growth is controlled by the slowest process in this sequence. Additionally, in some cases, 
hydrogen can enter the material during fabrication without an aggressive external environment. Several hydrogen-assisted 
cracking mechanisms have been proposed to explain how hydrogen enhances corrosion fatigue crack growth rates. 
Because of the complex nature of corrosion fatigue phenomenon, it is not likely that a unified hydrogen-assisted cracking 
mechanism can be assumed to account for all alloy/environment systems. Rather, the actual hydrogen-assisted cracking 
mechanism may depend on the specific alloy/environment combination. Several principal hydrogen-assisted cracking 
mechanisms are briefly discussed below. 

 

FIG. 1 VARIOUS SEQUENTIAL PROCESSES INVOLVED IN CORROSION FATIGUE CRACK GROWTH IN ALLOYS 
EXPOSED TO AGGRESSIVE ENVIRONMENTS. SOURCE: REF 1 

Pressure Mechanism. Many of the earlier observations of hydrogen embrittlement were associated with the formation 
of high-pressure hydrogen gas bubbles in internal voids and microcracks. These hydrogen bubbles may form when the 
alloy is exposed to a high-hydrogen-fugacity environment such as high-pressure hydrogen gas or an extreme cathodic 



charging condition. The atomic hydrogen derived from metal-environment surface reactions diffuses to crack-tip 
microstructural heterogeneities such as voids and microcracks, recombines to the molecular form, and builds up a very 
large internal pressure. For example, the hydrogen pressure under cathodic charging conditions can be as large as 105 atm. 
This high pressure obviously will exert an additional stress and thus will increase the crack-tip driving force and result in 
a higher crack propagation rate. 

Except in the high-hydrogen-fugacity environment, the pressure mechanism is not generally adequate for explaining the 
phenomenon of alloys cracking in less severe environments (most corrosion fatigue of engineering alloys). For instance, 
high-strength ferrous alloys exhibit significantly higher corrosion fatigue crack growth rates in gaseous hydrogen 
environments with pressure considerably less than 1 atm when compared with those obtained in vacuum. These 
observations suggest that, from a thermodynamic consideration, the hydrogen pressure developed in internal voids in the 
crack-tip region should not exceed the external hydrogen pressure of 1 atm. Thus, it would be difficult to reconcile these 
results with the classic pressure mechanism. 

The lattice decohesion mechanism postulates that hydrogen as a solute decreases the cohesive bonding forces 
between metal atoms. Crack growth occurs when the local tensile elastic stress in the crack-tip region exceeds the 
hydrogen-weakened interatomic cohesive strength. It is also suggested that hydrogen migrates to regions of maximum 
triaxial stresses under stress-assisted diffusion, and the magnitude of cohesive force reduction depends on the local 
hydrogen concentration. An accumulation of hydrogen is also preferred along grain or second-phase boundaries. This 
mechanism, though attractive because of its simplicity, is difficult to prove on the atomic scale. 

The surface adsorption mechanism proposes that strongly adsorbed hydrogen at the surface serves to lower the 
surface energy of the metal, and if the classic theory of the Griffith criteria for crack propagation is adopted, facilitates 
crack extension and increases the crack growth rate. The surface adsorption mechanism and the lattice decohesion 
mechanism are closely linked. While the adsorption mechanism suggests that adsorbed hydrogen reduces the surface 
energy needed for crack extension, the lattice decohesion mechanism proposes that hydrogen lowers the atomic bonding 
strength at the crack tip. The end results of these two mechanisms are the same in that the critical crack-tip drive force 
required for advancing the crack is reduced by the presence of hydrogen. 

One of the major deficiencies in the surface adsorption mechanism is centered on the generally large amount of plastic 
deformation energy that accompanies crack growth. The plastic deformation energy is usually much larger than the 
relatively small surface energy (about 1000 to 1). Thus, even a large reduction in surface energy due to hydrogen 
adsorption should not markedly affect the fracture stress. Another discrepancy is that other environmental species, such as 
oxygen and nitrogen, also strongly adsorb to the clean metal surfaces and have the potential to reduce surface energy to a 
greater extent than hydrogen. Yet, neither oxygen nor nitrogen accelerates crack growth rates like hydrogen does. 

Hydride Mechanism. Many metals that are susceptible to environmentally assisted cracking are also known to form 
stable or metastable hydrides. Hydrides have been reported to form in titanium, nickel, niobium, vanadium, zirconium, 
and so forth. These hydrides are often brittle and in alloy/environment systems where hydride precipitation is feasible, 
crack propagation is assisted by either cracking through the hydrides or along the hydride-matrix interfaces. Because of 
the volume expansion that occurs upon formation of metal hydrides, high tensile stress at the crack-tip region would 
promote the formation of stress-assisted hydrides. In alloys that form stable hydrides, hydride formation is a plausible 
mechanism for corrosion fatigue cracking. In alloys that form either metastable hydrides, such as AlH, or unstable 
hydrides, such as FeH, the evidence that links hydrides directly to fracture are lacking and the applicability of the hydride 
mechanism to these alloys is thus debatable. 

Hydrogen-Enhanced Plasticity Mechanism. In contrast to previous hydrogen-assisted cracking mechanisms that 
suggest hydrogen "embrittles" the material and thus reduces the driving force required for crack extension, the hydrogen-
enhanced plasticity mechanism proposes that hydrogen assists the processes of plastic flow by making dislocations move 
at reduced stresses or by easing the generation of dislocations at the crack tip. By recognizing that the three major 
categories of fracture paths, namely microvoid coalescence, cleavage, and intergranular cracking, which are observed in 
benign environments, are also produced in environmentally assisted cracking, it is argued that hydrogen in the lattice 
merely assists these fracture processes. This mechanism has received some experimental support recently in that, using 
environmental cell transmission electron microscopy, hydrogen is seen to enhance the dislocation mobility in nickel by 
reducing the activation enthalpy for dislocation motion. 
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Anodic Dissolution 

Commonly referred to as anodic dissolution, active path dissolution, slip dissolution, strain/stress-enhanced dissolution, 
and surface film rupture/metal dissolution, this mechanism maintains that crack growth rates are enhanced by anodic 
dissolution along susceptible paths such as grain boundaries or crack-tip strained metal that are anodic relative to the 
surrounding matrix. In corrosion fatigue cracking, the anodic dissolution mechanism depends on the rupture of the 
protective film at the crack tip by the fatigue process and the subsequent repassivation of the newly exposed fresh metal 
surface. Corrosion fatigue crack growth rates will be controlled by the bare surface anodic dissolution rate, the rate of 
repassivation, the rate of oxide film rupture, the mass transport rate of reactant to the dissolving surface, and the flux of 
solvated metal cations away from the surface. The repassivation rate is critical in that it must be rapid enough to avoid 
extensive and widespread dissolution, which leads to crack-tip blunting and pit formation rather than sharp and directional 
crack advance, but slow enough to allow significant dissolution at the crack tip. 

The dynamic nature of the anodic dissolution and repassivation processes is schematically illustrated in Fig. 2. Under 
fatigue loading, a slip step forms at the crack tip and ruptures the protective surface film (Fig. 2B). The freshly created 
surface reacts with the environment and partly dissolves until the crack-tip region is completely repassivated and the 
protective surface film is repaired (Fig. 2C and 2D). These processes repeat themselves when a slip step again ruptures 
the protective film and exposes more bare surface. 

 

FIG. 2 SEQUENCE OF EVENTS OCCURRING AT THE CRACK TIP. SOURCE: REF 2 

Anodic dissolution can be reduced or controlled by cathodic protection techniques, which are commonly used to increase 
the cracking resistance of alloys in marine environments. This phenomenon is consistent with the anodic dissolution 
mechanism in that it indicates an anodic process controlling the cracking. Cathodic protection will reduce the corrosion 
fatigue crack growth rate by promoting repassivation, reducing the dissolution rate, and facilitating film repair. 

While the anodic dissolution mechanism is often used to explain corrosion fatigue cracking of alloys exposed in 
deleterious aqueous environments, it is difficult to apply this mechanism to corrosion fatigue of alloys in gaseous 
environments (such as water vapor, hydrogen, or hydrogen sulfide) or in deaerated distilled water where the 



electrochemical reaction necessary for dissolution at the crack tip is unattainable. Also, the phenomenon of partial 
reversibility of preexposure by heat treatment is inconsistent with the anodic dissolution mechanism. 

Anodic dissolution also fails to account for several phenomenological observations, especially the fractographic features 
of steels. The brittlelike appearance of fatigue fracture surfaces, including fan-shaped features emanating from manganese 
sulfide inclusions in steels and brittle striations on the fans, are difficult to reconcile with the lateral dissolution velocity 
concept that is an integral part of the anodic dissolution mechanism description (Ref 3). The hydrogen-assisted cracking 
mechanism has the advantage that it can account for the fractographic features in steels, but it is difficult to quantify the 
hydrogen effect. 

Another concern is that the dissolution mechanism cannot account for the observed threshold behavior and frequency 
dependence of fatigue crack growth rates in steels without invoking a strong competitive process. For low load ratios (R 
~0.1 to 0.2), it has been demonstrated that very long cyclic periods produce little or no environmental assistance (Ref 4), 
while for very high load ratios (R ~0.8 to 0.9), the maximum in growth rate enhancement comes at high frequencies, up to 
about 10 or 20 Hz (Ref 5). On its own, anodic dissolution would predict a continuing increase in growth rates for 
increasing cyclic periods. Advocates of the dissolution mechanism usually invoke creep and crack blunting arguments to 
help handle the low frequency problem. 
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Surface Energy Reduction Mechanism 

This mechanism is similar to the hydrogen surface adsorption mechanism discussed previously in that the species (other 
than hydrogen) that are strongly adsorbed at the surfaces serve to lower the surface energy required for the formation of a 
crack and thus increase corrosion fatigue crack growth rates. The surface energy reduction mechanism is also difficult to 
reconcile with the problems that hinder the acceptance of the hydrogen adsorption mechanism. 
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Variables Affecting Corrosion Fatigue 



In corrosion fatigue crack growth analysis, the mechanical driving force is normally characterized in terms of the fracture 
mechanics parameters such as the crack-tip stress-intensity factor, K, or stress-intensity-factor range, K. The 
assumptions, utility, and restrictions of this approach are discussed in detail elsewhere in this Handbook. Two of the 
following three interrelated loading variables are commonly used for characterizing corrosion fatigue crack growth: 
maximum stress-intensity factor, Kmax; stress-intensity-factor range, ∆K (∆K = Kmax - Kmin); and stress ratio, or load ratio, 
R (R = Kmin/Kmax), where Kmin is the minimum stress-intensity factor in a load cycle. 

Many variables can influence corrosion fatigue crack growth. Many of the significant variables have been examined, and 
the results are available in a number of review papers. The influences of some of the variables on the corrosion fatigue 
crack growth are described briefly in the following sections. Some of these variables include, along with the 
aforementioned loading variables:  

 
MECHANICAL VARIABLES  

• FATIGUE LOAD FREQUENCY  
• FATIGUE LOAD RATIO  
• FATIGUE LOAD WAVEFORM  
• MAXIMUM STRESS-INTENSITY FACTOR AND STRESS-INTENSITY-FACTOR RANGE  
• LOAD INTERACTIONS IN VARIABLE AMPLITUDE LOADING (OVER/UNDER/SPECTRUM 

LOAD)  
• RESIDUAL STRESS  

GEOMETRICAL VARIABLES  

• CRACK SIZE  
• CRACK GEOMETRY  
• SPECIMEN THICKNESS (PLANE STRAIN VERSUS PLANE STRESS)  

METALLURGICAL VARIABLES  

• ALLOY COMPOSITION  
• MICROSTRUCTURE AND CRYSTAL STRUCTURE  
• HEAT TREATMENT  
• GRAIN BOUNDARY STRUCTURE  
• GRAIN SHAPE AND SIZE  
• TEXTURE  
• DISTRIBUTION OF ALLOY ELEMENTS AND IMPURITIES  
• DEFORMATION MODE (SLIP CHARACTER, TWINING, CLEAVAGE)  
• MECHANICAL PROPERTIES (STRENGTH, TOUGHNESS, ETC.)  

ENVIRONMENTAL VARIABLES  

• TYPE OF ENVIRONMENTS (GASEOUS OR LIQUID)  
• PARTIAL PRESSURE OF DAMAGING SPECIES IN GASEOUS ENVIRONMENTS  
• CONCENTRATION OF DAMAGING SPECIES IN AQUEOUS OR OTHER LIQUID 

ENVIRONMENTS  
• TEMPERATURE  
• PH  
• ELECTROCHEMICAL POTENTIAL  
• VISCOSITY OF THE ENVIRONMENT  



Effect of Fatigue Load Frequency. An example of the frequency effect is shown in Fig. 3 (Ref 6) for an AISI 4340 
steel in a water vapor environment (585 Pa). Data for tests in argon are also included in Fig. 3 for comparison. These data 
cover ∆K from 15 to 40 MPa m  at a load ratio, R, of 0.1 and the corresponding Kmax values are below the apparent KIscc 
(approximately 55 MPa m  for this water vapor pressure. Figure 3 clearly shows that the environmental effect is much 
more pronounced at lower cyclic frequencies than that at higher frequencies as the fatigue crack growth rates at 0.1 Hz are 
more than an order of magnitude higher than those obtained at 10 Hz. As shown in Fig. 4, the environment-induced 
increase, which is represented by the value (C - C0), is found to be linearly proportional to the "time-at-load" or period 
(the inverse of cyclic-load frequency). Fractographic examination of the fracture surfaces also indicated that, at lower 
frequencies, where the environmental effect was significant, the fracture path in water vapor was primarily intergranular 
along the prior austenite grain boundaries, similar to those observed in hydrogen and in water under sustained load 
conditions. At higher test frequencies, the fracture path was primarily transgranular with respect to the prior austenite 
grains and resembled paths in specimens tested in inert argon environment. 

 

FIG. 3 ROOM-TEMPERATURE FATIGUE CRACK GROWTH KINETICS OF AISI 4340 STEEL IN DEHUMIDIFIED 
ARGON AND IN WATER VAPOR (585 PA) AT R = 0.1 SOURCE: REF 6 



 

FIG. 4 ENVIRONMENT-DEPENDENT COMPONENT OF FATIGUE CRACK GROWTH PARAMETER AS A FUNCTION OF 
CYCLIC LOAD PERIOD FOR AISI STEEL IN 585 PA WATER VAPOR AT ROOM TEMPERATURE. SOURCE: REF 6 

Fatigue crack growth kinetics shown in Fig. 3 are steady-state rates corresponding to a particular cyclic load frequency. If 
the cyclic load frequency is abruptly changed during fatigue test, a region of transient growth may develop. Figure 5 
shows fatigue data obtained at 0.1, 1, and 10 Hz under the same maximum and minimum loads. A region of transient 
growth is evident following each change in cyclic load frequency, before steady-state growth rate related to the new 
cyclic load frequency is established. For example, decreasing the test frequency from 10 to 0.1 Hz did not produce an 
immediate change in crack growth rate to its expected steady-state value. Instead, it resulted in a gradual change that 
extended over crack growth increments of the order of 0.1 cm. Similarly, an increase in frequency produced a gradual 
decrease in growth rate to its steady-state value. The extent of crack growth required to establish steady-state growth and 
the size of the transition zone appeared to depend on the magnitude of the frequency change and on the crack length (or 
∆K, for constant load-amplitude fatigue). Because there is no influence of frequency on fatigue crack growth in argon 
over this range of frequencies, the observed transient phenomenon must result from interactions with the environment. 



 

FIG. 5 CRACK GROWTH RATE RESPONSE FROM CHANGES IN CYCLIC LOAD FREQUENCY. SOURCE: REF 6 

The above examples of the frequency effect are consistent with the hydrogen-assisted cracking mechanisms. Because 
condensation is not expected at such low water vapor pressure, it would be difficult to apply the anodic dissolution 
mechanism. Also, the anodic dissolution mechanism cannot explain adequately the observed transient responses during 
frequency cycling. 

Titanium alloys exhibit an unusual frequency dependency of corrosion fatigue crack growth in salt-water environments. 
This frequency dependence is illustrated in Fig. 6 by data on a Ti-6Al-4V alloy tested in 0.6 M NaCl solution. The crack 
growth rates increased with decreasing frequency and reached a maximum that depended on ∆K, and then decreased to 
rates that are comparable to those observed in vacuum or other inert environments. Further analyses also suggested that, 
at higher frequencies, corrosion fatigue crack growth rates were inversely proportional to the square root of frequency. 
This dependence, coupled with the surface reactivity of titanium, is consistent with hydrogen-diffusion-controlled crack 
growth and suggests a hydride formation mechanism. The abrupt decrease in crack growth rates at the lower frequencies 
is attributed to the difficulty of hydride formation at the substantially lower strain rates associated with the lower cyclic 
frequencies. 



 

FIG. 6 INFLUENCE OF FREQUENCY ON FATIGUE CRACK GROWTH IN A TI-6AL-4V ALLOY EXPOSED TO 0.6 M 
NACL SOLUTION AT ROOM TEMPERATURE AND R = 0.1. SOURCE: REF 7 

Effect of Environment (Water Vapor Pressure). Figure 7 shows the effect of water vapor pressure on the fatigue 
crack growth kinetics of 2219-T851 aluminum alloy at three ∆K levels, along with data from a reference dehumidified 
argon environment. As shown in Fig. 7, at the cyclic frequency of 5 Hz, the rate of fatigue crack growth is unaffected by 
water vapor until a threshold pressure is reached. The rates then increase and reach a maximum within an order of 
magnitude increase in vapor pressure from this threshold. The maximum fatigue crack growth rate at each ∆K is equal to 
that obtained in air, distilled water, and 3.5% NaCl solution. This observed crack growth response as a function of water 
vapor pressure is similar to the water vapor/aluminum alloy surface reaction kinetics and is consistent with the transport 
limited model. These results strongly suggest that, instead of an anodic dissolution mechanism, the hydrogen produced by 
the surface reactions is responsible for the enhancement in fatigue crack growth. 



 

FIG. 7 INFLUENCE OF WATER VAPOR PRESSURE ON FATIGUE CRACK GROWTH RATES IN 2219-T851 
ALUMINUM ALLOY AT ROOM TEMPERATURE. SOURCE: REF 8 

Effect of Grain Size. The influence of grain size on the corrosion-fatigue crack growth behavior of an alloy depends on 
the fracture mode of that particular alloy in the environment. In a benign environment, such as in a vacuum, the fatigue 
crack propagates generally along transgranular slip bands and the crack growth rates usually decrease with increasing 
grain size. Examples of this grain size effect are shown in Fig. 8 and Ti-8.6Al and in Fig. 9 for Al-5.7Zn-2.5Mg-1.5Cu. In 
both cases, the fatigue crack growth rates of coarser-grain alloys are substantially lower than those for finer-grain alloys. 
This grain size effect in the benign environment can be explained by the concept of reversed slip of dislocations within 
the plastic zone ahead of the crack tip or by increased closure induced by interference between irregular mating crack 
surfaces during unloading. 



 

FIG. 8 EFFECT OF GRAIN SIZE ON THE FATIGUE CRACK GROWTH RATES OF TI-8.6AL IN VACUUM AND 3.5% 
NACL SOLUTION. SOURCE: REF 9 

 

FIG. 9 EFFECT OF GRAIN SIZE ON THE FATIGUE CRACK GROWTH RATES OF AL-5.7ZN-2.5MG-1.5CU IN 
VACUUM AND 3.5% NACL SOLUTION. SOURCE: REF 9 

In aggressive environments, the grain size effect will either still be present or greatly diminish, depending on how the 
fracture mode of the alloy is affected by the environment. For the Ti-8.6Al alloy, the fracture mode in salt-water 
environments for both small- and larger-grain alloys is primarily transgranular slip-band cracking, similar to that in 
vacuum environments. As shown in Fig. 8, the corrosion fatigue crack growth rates of large-grain alloys are significantly 
lower than those of small-grain alloys. The slip reversal concept discussed previously can be applied to explain the 
observed grain size dependency of the corrosion fatigue crack growth behavior in Ti-8.6Al. 

However, for Al-5.7Zn-2.5Mg-1.5Cu in a salt-water environment, the grain size dependence of corrosion fatigue crack 
growth rates almost disappears, as shown in Fig. 9. Fractographic analyses indicated that the fracture path in salt water 
changed to intergranular at low ∆K. At higher ∆K, the transgranular fracture surfaces for both small- and large-grain 
alloys are relatively flat as several slip systems are activated and cross slips become possible. These changes in the 



fracture mode, particularly the change to intergranular separation, would explain the lack of grain size dependence for 
corrosion fatigue crack growth rates. 

The effect of stress ratio on corrosion fatigue crack growth rates depends on the alloy/environment system. In general, 
higher stress ratios will result in higher corrosion fatigue crack growth rates and lower corrosion fatigue crack growth 
thresholds. An example of the stress-ratio effect is shown in Fig. 10 for MF-80 HSLA steel in a salt-water environment. 
The corrosion fatigue crack growth rates of MF-80 HSLA steel in 3.5% NaCl solution at R = 0.67 are about two times 
higher than the rates obtained at R = 0.10 at similar stress-intensity levels. 

 

FIG. 10 EFFECT OF LOAD RATIO ON THE CORROSION FATIGUE CRACK GROWTH RATES OF MF-80 HSLA IN 
3.5% NACL SOLUTION. SOURCE: REF 10 



A special case of corrosion fatigue cracking is "ripple load" cracking. "Ripple loading" refers to a loading profile where 
relatively small amplitude cyclic loads are superimposed on a large sustained load. A typical ripple load profile is 
schematically shown in Fig. 11 where the stress ratio often exceeds R = 0.90. The significance of ripple load cracking is 
its relation to stress-corrosion cracking (SCC), where the applied load is assumed to be constant. However, in the real 
world, structures rarely experience a constant load condition, but are far more apt to see a combination of very small 
amplitude cyclic loads and a large constant load. A typical example is offshore platform structures. Under ripple loading 
conditions, if a structure is designed solely based on the SCC threshold without considering the possibility of ripple loads, 
cracking or fracture may occur prematurely. 

 

FIG. 11 RIPPLE LOAD PROFILE 

Ripple load cracking has been approached successfully as high stress ratio corrosion fatigue. An example of the ripple 
load effect is shown in Fig. 12 for 5Ni-Cr-Mo-V steel in a 3.5% NaCl solution. As shown in Fig. 12, at R = 0.90 
(representing ripple loads with a cyclic amplitude equal to 5% of the sustained load), cracking can occur by a corrosion 
fatigue mechanism under ripple loading at stress intensities as much as 60% lower than the static SCC threshold (KIscc) 
and the ripple load cracking threshold (KIRLC, which is defined as ∆Kth/(1 - R)) is less than half of the KIscc. 



 

FIG. 12 RIPPLE-LOAD CRACKING OF 5NI-CR-MO-V STEEL IN A 3.5% NACL SOLUTION. SOURCE: REF 11 

It is significant to note that the ripple effect depends strongly on the size or amplitude of the ripple loads. As the fatigue 
crack growth threshold, ∆Kth, varies with the stress ratio, R, the ripple load cracking threshold correspondingly varies with 
R. Thus, while a material may exhibit substantial ripple load degradation with larger amplitude ripple loading, the same 
material may show less or even no ripple load degradation if the existing ripples are smaller. Such ripple size effect is 
shown in Fig. 12 for 5Ni-Cr-Mo-V steel under SCC and ripple load conditions in a 3.5% aqueous NaCl solution. For the 
5Ni-Cr-Mo-V steel, a static KIscc was established at 110 MPa m . As shown in Fig. 12, a 1.25% ripple loading 
(corresponding to R = 0.975) did not cause any degradation and the apparent cracking threshold equaled the static KIscc. 
However, as the amplitude of the ripples was increased to 2.5% (corresponding to R = 0.95) and 5% (corresponding to R 
= 0.90) of the sustained load, ripple loading significantly reduced the values of time to failure and the apparent cracking 
threshold. For instance, at the initial stress intensity of 90 MPa m , which is well below the KIscc of 110 MPa m , SCC 
failure will not occur under static loading. However, when small ripple loads with amplitude equal to 2.5% of the static 
load were added, the test specimen failed in about 1600 h. For a 5% ripple loading, the failure time was further reduced to 
only 180 h. 

Not all materials, however, appear susceptible to the ripple load effect. While materials that exhibit greater SCC 
resistance under static load conditions, such as 5Ni-Cr-Mo-V steel, are susceptible to ripple load degradation, materials 
that are less SCC resistant may exhibit little or no ripple load degradation. An example is shown in Fig. 13 for a SCC-
susceptible AISI 4340 steel in a 3.5% NaCl solution. As shown in Fig. 13, the SCC threshold, determined from long-term 
static tests, was established at 33 MPa m . The two 5% ripple loading tests (corresponding to R = 0.90) produced results 
that fell directly on the static SCC time-to-failure curve. That is, even under a fairly large 5% ripple loading, AISI 4340 
steel does not exhibit any ripple load effect. It is also safe to predict, based on the experience with 5Ni-Cr-Mo-V steel, 
that AISI 4340 steel is not likely to demonstrate any ripple load degradation if the size of the ripple is smaller than 5% of 
the sustained load. 



 

FIG. 13 RIPPLED-LOAD CRACKING OF AISI 4340 STEEL IN A 3.5% NACL SOLUTION. SOURCE: REF 11 

Effect of Waveform. While cyclic load waveform has little effect on the fatigue crack growth rates in benign 
environments, available data indicate that corrosion fatigue crack growth rates in aggressive environments may be highly 
dependent on the shape of the cyclic load waveform. This waveform effect is illustrated in Fig. 14 and 15 for 15Ni-5Cr-
3Mo steel in ambient air and in a 3% NaCl solution, respectively. As shown in Fig. 14, fatigue crack growth rates in 
ambient air are identical and the applied cyclic load waveform has no effect on the fatigue crack growth rates. 



 

FIG. 14 EFFECT OF CYCLIC LOAD WAVEFORM ON THE FATIGUE CRACK GROWTH RATES OF 16NI-5CR-3MO 
STEEL IN AMBIENT AIR. SOURCE: REF 12 

 

FIG. 15 EFFECT OF CYCLIC LOAD WAVEFORM ON THE CORROSION FATIGUE CRACK GROWTH RATES OF 15NI-



5CR-3MO STEEL IN 3% NACL SOLUTION. SOURCE: REF 12 

The nature of the cyclic load waveform can significantly affect the corrosion fatigue crack growth rates in aggressive 
environments. As shown in Fig. 15, corrosion fatigue crack growth rates in 3% NaCl solution under both square and 
negative sawtooth waveforms, which have very short rising load periods, are identical and are statistically equal to the 
fatigue crack growth rates in ambient air. That is, no environment-enhanced effect is observed with the square and 
negative sawtooth waveforms. 

On the other hand, environment-enhanced effects on fatigue crack growth rates can be substantial if the cyclic waveform 
consists of a significant period of rising load. As shown in Fig. 15, the corrosion fatigue crack growth rates of 15Ni-5Cr-
3Mo steel in 3% NaCl solution under sinusoidal, triangular, and positive sawtooth waveforms, which all have long rising 
load periods, are identical and are about three times higher than the fatigue crack growth rates under square and negative 
sawtooth waveforms in the same 3% NaCl environment and in air. It has been suggested that the environmental 
enhancement of fatigue crack growth is caused primarily by the interaction between the environment and the steel during 
the rising load portion of each loading cycle. The longer the load rise time during each load cycle, the greater the 
influence of an aggressive environment. In the case of the square cyclic waveform that has a very short rising load period, 
the aggressive environment has little effect on the fatigue crack growth rates. 

Effect of Temperature. Because temperature may influence the environment/metal surface reactions as well as the 
many transport processes listed in Fig. 1, temperature can be expected to affect corrosion fatigue crack growth rates. In 
many environment/alloy systems, corrosion fatigue crack growth rates increase with increasing temperature. That is, the 
corrosion fatigue cracking process is thermally activated. If the activation energy for corrosion fatigue cracking can be 
measured, then the rate-limiting process and possibly the mechanism of cracking may be determined. 

An example of the temperature effect is shown in Fig. 16 for a metastable austenitic steel (composition in wt%: 0.27C-
0.43Mn-0.09Si-11.95Cr-1.90Mo-7.96Ni) in distilled water. As shown in Fig. 16, as the temperature increases, the 
corrosion fatigue crack growth rates also increase. The activation energy for corrosion fatigue crack growth has an 
averaged value of 35.2 kJ/mol. This activation energy is very close to the activation energy (36 ± 14 kJ/mol) of water 
vapor reaction with AISI 4340 steel surface (Ref 14). The good agreement between the activation energy for corrosion 
fatigue crack growth and the activation energy for water vapor/steel surface reaction kinetics suggests that the surface 
reaction is the rate limiting process for crack growth and the hydrogen produced during the surface reaction is responsible 
for the embrittlement of this austenitic steel fatigued in distilled water. 



 

FIG. 16 EFFECT OF TEMPERATURE ON THE CORROSION FATIGUE CRACK GROWTH RATE OF A METASTABLE 
AUSTENITIC STEEL IN DISTILLED WATER. SOURCE: REF 13 

Corrosion fatigue is a function of the chemistry of the environment/material system, the microstructure, and the applied 
loading conditions. Because environmental susceptibility is a complex phenomenon occurring at the atomic/molecular 
level, it is difficult to predict or verify using specific models or tests. For the present, it is necessary to characterize 
materials using appropriate real time loading profiles in the service environment to ensure adequate service lives. 
Obviously, given the widely varying nature of growth behaviors under such loading/environment conditions, variations in 
the environmental and loading parameters must be considered to ensure that the worst case conditions are captured in the 
life verification tests. 
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Introduction 

ENVIRONMENTAL EFFECTS play a dominant role in fatigue behavior, as illustrated in fatigue crack growth of 
laboratory test specimens (Fig. 1) and the general fatigue life behavior of engineering component applications (Fig. 2, 3). 
Many environments can produce a profound increase in crack growth rates, including seemingly innocuous environments 
such as high-purity water, laboratory air, and very low partial pressures of oxygen, hydrogen, or water vapor. A general 
review of these underlying mechanisms of environmental effects on fatigue crack growth is provided in the article 
"Mechanisms of Corrosion Fatigue" in this Volume. 



 

FIG. 1 ROOM-TEMPERATURE CORROSION FATIGUE CRACK GROWTH RATES. (A) EFFECT OF ENVIRONMENT ON 
FATIGUE CRACK PROPAGATION IN 4130 STEEL WITH A YIELD STRENGTH OF 1330 MPA (195 KSI). THE BAND 
OF DATA ABOUT THE MOIST AIR LINE REPRESENTS CRACKING IN 13 STEELS WITH VARYING 
MICROSTRUCTURES AND YIELD STRENGTH RANGING FROM 300 TO 2100 MPA (45 TO 3054 KSI). 



TEMPERATURE 23 °C (75 °F), FREQUENCY 0.1 HZ, LOAD RATIO 0.1. SOURCE: REF 1, 2. (B) EFFECT OF 
STRESS-INTENSITY AMPLITUDE AND LOADING FREQUENCY ON CORROSION FATIGUE CRACK GROWTH IN AN 
ULTRAHIGH-STRENGTH 4340 STEEL EXPOSED TO DISTILLED WATER. TEMPERATURE 23 °C. SOURCE: REF 3 

 

FIG. 2 STRESS AMPLITUDE VS. CYCLES-TO-FAILURE FOR CORROSION FATIGUE OF 0.18% C STEEL IN 3% 
NACL AT 25 °C, SHOWING THE STRONG EFFECT OF DISSOLVED OXYGEN IN ACCELERATING CRACKING AND 
ELIMINATING THE STRESS THRESHOLD. SOURCE: REF 4 

 

FIG. 3 EMPIRICALLY DERIVED DESIGN CODES FOR CORROSION FATIGUE OF OFFSHORE WELDED TUBE 
STRUCTURES, ILLUSTRATING THEIR INVALIDITY UNDER SPECIFIC TEST CONDITIONS AND THEIR 
CONSTANTLY CHANGING FORMULATION. HOT SPOT STRESS RANGE REFERS TO LOCAL PEAK STRESS 
AMPLITUDES AT SPECIFIC LOCATIONS OF THE STRUCTURE. SOURCE: REF 5 

The objective of this article is to introduce fundamental aspects of environmental crack advance in general, and corrosion 
fatigue in particular, and then discuss critical experimental issues associated with corrosion fatigue testing. Insufficient 
emphasis is often given to environmental effects, despite their influence on fatigue. Attention to testing detail is required 
because of the greater number of critical variables and their interactions. Whereas fatigue crack propagation studies in 
inert environments may evaluate only a few primary test variables, and require control to be maintained over less than a 



dozen significant parameters (alloy composition, heat treatment, etc.), the number of variables and control parameters in 
environmentally assisted cracking investigations is typically multiplied by 3 to 10 times (Fig. 4). 

 

FIG. 4 GENERAL INTERRELATIONSHIPS ASSOCIATED WITH ENVIRONMENTALLY ASSISTED CRACKING, WHICH 
CAN ENCOMPASS CRACK GROWTH RATES OF MORE THAN 10 MM/S TO LESS THAN 10-10 MM/S. (A) VENN 
DIAGRAM OF MECHANISMS. (B) VENN DIAGRAM OF VARIABLES LISTED IN TABLE 1 

TABLE 1 MATERIAL, MECHANICAL, AND ENVIRONMENTAL VARIABLES OF ENVIRONMENTALLY 
ASSISTED CRACKING 

METALLURGICAL VARIABLES  

• ALLOY COMPOSITION  
• DISTRIBUTION OF ALLOYING ELEMENTS AND IMPURITIES  
• MICROSTRUCTURE AND CRYSTAL STRUCTURE  
• HEAT TREATMENT  
• MECHANICAL WORKING  
• PREFERRED ORIENTATION OF GRAINS AND GRAIN BOUNDARIES (TEXTURE)  
• MECHANICAL PROPERTIES (STRENGTH, FRACTURE TOUGHNESS, ETC.)  

 



ENVIRONMENTAL VARIABLES  

• TEMPERATURE  
• TYPES OF ENVIRONMENTS: GASEOUS, LIQUID, LIQUID METAL, ETC.  
• PARTIAL PRESSURE OF DAMAGING SPECIES IN GASEOUS ENVIRONMENTS  
• CONCENTRATION OF DAMAGING SPECIES IN AQUEOUS OR OTHER LIQUID 

ENVIRONMENTS  
• ELECTRICAL POTENTIAL  
• PH  
• VISCOSITY OF THE ENVIRONMENT  
• COATINGS, INHIBITORS, ETC.  

 
MECHANICAL VARIABLES  

• MAXIMUM STRESS OR STRESS-INTENSITY FACTOR, MAX OR KMAX  
• CYCLIC STRESS OR STRESS-INTENSITY RANGE, ∆ OR ∆K  
• STRESS RATIO (R)  
• CYCLIC LOADING FREQUENCY  
• CYCLIC LOAD WAVEFORM (CONSTANT-AMPLITUDE LOADING)  
• LOAD INTERACTIONS IN VARIABLE-AMPLITUDE LOADING  
• STATE OF STRESS  
• RESIDUAL STRESS  
• CRACK SIZE AND SHAPE, AND THEIR RELATION TO COMPONENT SIZE AND 

GEOMETRY  
  

In this article, the primary emphasis is on corrosion fatigue testing of steel in high-temperature water. However, the 
Appendix at the end of this article provides details for corrosion fatigue testing in other aggressive environments. A brief 
collection of corrosion fatigue data for selected nonferrous alloys is also included in the Appendix . Further information 
on corrosion fatigue of specific alloys is covered in separate articles in this Volume. 
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Environmentally Assisted Cracking 



Because corrosion fatigue is just one part of the complex phenomenon known as environmentally assisted cracking (Fig. 
4), a brief review of some fundamentals is useful. Not all aspects of environmentally assisted crack advance are identical 
in all cracking systems, but many interactions between mechanical loading and environmental exposure are common 
across the spectrum of loading conditions and materials. 

In broad terms, the phenomenon of environmentally assisted cracking can encompass relevant crack propagation rates of 
more than 101 mm/s to less than 10-10 mm/s depending on:  

• ENVIRONMENT, INCLUDING LOW- AND HIGH-TEMPERATURE AQUEOUS SOLUTIONS, 
LOW- AND HIGH-TEMPERATURE GAS, STEAM, ORGANICS, LIQUID METALS, AND SO ON.  

• LOAD CONDITION, SUCH AS STATIC AND MONOTONICALLY INCREASING LOADING 
(STRESS-CORROSION CRACKING) AND CYCLING LOADING (CORROSION FATIGUE). IN 
MOST SYSTEMS, LOADING VARIATIONS REPRESENT A COMPLETE CONTINUUM IN 
RESPONSE, WHICH IS NOT SURPRISING GIVEN THAT DISTINCTIONS ARE NECESSARILY 
BLURRY WHEN CONSIDERING RIPPLE (I.E., LOW-AMPLITUDE) LOADING, LONG HOLD 
TIME BEHAVIOR, AND SO ON.  

Thus, the choice between the terms stress-corrosion cracking and corrosion fatigue is often arbitrary. They can refer to 
the same underlying degradation phenomenon.  

• MATERIAL, RANGING FROM METALS AND ALLOYS TO GLASSES, PLASTICS, 
COMPOSITES, CERAMICS, AND SO ON. MATERIALS SUCH AS VERY PURE METALS, 
WHICH WERE ONCE CONSIDERED UNSUSCEPTIBLE TO ENVIRONMENTALLY ASSISTED 
CRACKING, HAVE USUALLY, ON MORE DETAILED INVESTIGATION, BEEN SHOWN TO BE 
SUSCEPTIBLE.  

More examples of these variables are given in Table 1. 

Because of the large contribution of environment to crack advance, attention to experimental detail is greatly rewarded. 
Unless the multidisciplinary nature of these studies is recognized however, most efforts will produce seriously misleading 
results or outright confusion, which is perhaps most responsible for the slow progress in quantifying and understanding 
environmental cracking. Familiarity with chemical and physical metallurgy, mechanics, chemistry, electrochemistry, and 
corrosion also is generally considered essential. 

Environmental Factors during Crack Advancement. In simple terms and from a thermodynamic perspective, almost 
all engineering materials are highly reactive in most environments, consistent with the observation that, with rare 
exceptions, metals are found in nature in their oxidized state. Thus, the use of most engineering materials relies on the 
presence of a kinetic surface barrier (passivity) to reduce the oxidation rate to manageable proportions. When passivity is 
disturbed (e.g., by local strains in the underlying material), the reaction (oxidation) rate of the exposed metal is generally 
very high (>1 A/cm2, Fig. 5) as the protective film is reformed (as repassivation occurs). 



 

FIG. 5 OXIDATION CURRENT DENSITY VS. TIME FOLLOWING RUPTURE OF THE PROTECTIVE OXIDE ON A 
STAINLESS STEEL WIRE BY RAPID STRAINING IN HOT WATER. A HIGH-PEAK (BARE-SURFACE) CURRENT 
DENSITY (GENERALLY ･ 1 A/CM2, CORRESPONDING TO RAPID METAL DISSOLUTION) IS FOLLOWED BY 
REPASSIVATION AS THE PROTECTIVE FILM RE-FORMS. SOURCE: REF 6 

In aqueous environments, oxidation reactions can have several repercussions, including the formation of atomic hydrogen 
from chemical reactions (e.g., 2Fe + 3H2O → Fe2O3 + 6H) or electrochemical reactions (e.g., 2H+ + 2e- → 2H0 → H2), 
and shifts in pH from localization of specific reactions (e.g., differential aeration crevice cells). Thus, many 
environmental effects on crack advance are associated with the direct loss (oxidation/dissolution) of metal (known as the 
slip oxidation mechanism); the formation, absorption, and transport of hydrogen (hydrogen embrittlement); and other 
corrosion- or repassivation-related phenomena. An example of the latter is film-induced cleavage, whereby cracks that 
form in a brittle surface layer propagate in the ductile underlying metal. Such brittle layers can form by selective 
corrosion and dealloying, or by the formation of a brittle, coherent film (Ref 7). 

The role of deformation is often of paramount, fundamental importance, because it defines the periodicity of rupture of 
the protective oxide. For a growing crack, the crack-tip strain rate can be associated with reversed slip during cyclic 
loading, thermal or irradiation creep, or any "crack advance" process (e.g., corrosion) that redistributes the stress/strain 
fields in front of a crack and produces dislocation motion. 

In some alloy environment systems (e.g., carbon steels in carbonate/bicarbonate solutions, stainless steel in high-
temperature water), the maximum environmental contribution can be predicted by measuring the dissolution rate on a 
bare (e.g., scratched or rapidly strained) metal surface (Fig. 6). A large environmental component of crack advance thus 
may occur with increasing cyclic amplitude or frequency, although this can be misleading because:  

• THE INERT FATIGUE CRACK GROWTH RATE ALSO INCREASES, AND EVENTUALLY 
BECOMES DOMINANT. THUS THE ENVIRONMENTAL ENHANCEMENT (I.E., THE 
PERCENTAGE INCREASE ABOVE THE INERT BASELINE RATE) ALSO DECREASES, WHICH 



CAN LEAD, FOR EXAMPLE, TO TRANSITIONS FROM INTERGRANULAR CRACKING TO 
THE TRANSGRANULAR MORPHOLOGY CHARACTERISTIC OF INERT FATIGUE.  

• WITH DECREASING CYCLIC AMPLITUDE/FREQUENCY, THE ENVIRONMENTAL 
CONTRIBUTION TO CRACKING CAN BEGIN TO DOMINATE, AND THE TRADITIONAL 
PARIS LAW DEPENDENCE (E.G., ∆K4) CAN SHIFT SUBSTANTIALLY (E.G., TO ∆K2), 
RESULTING IN A GREATLY REDUCED SENSITIVITY TO CYCLIC AMPLITUDE OR 
FREQUENCY (FIG. 7, 8).  

 

FIG. 6 THE RELATIONSHIP BETWEEN (A) THE BARE-SURFACE CURRENT DENSITY AND (B) THE MAXIMUM 
ENVIRONMENTALLY ASSISTED CRACK GROWTH RATE FOR VARIOUS MATERIAL/ENVIRONMENT SYSTEMS. THIS 
DEMONSTRATES THE FARADAIC AGREEMENT IN THE FILM RUPTURE/SLIP OXIDATION BETWEEN DISSOLUTION 
KINETICS AND ENVIRONMENTAL CRACKING KINETICS. SOURCE: REF 6 



 



FIG. 7 HIGH-TEMPERATURE CORROSION FATIGUE OF STRUCTURAL STEELS IN WATER. (A) FATIGUE CRACK 
GROWTH OF A533B AND A508 LOW-ALLOY STEELS WITH 0.01-0.25% S TESTED IN DEAERATED HIGH-
TEMPERATURE WATER AT 0.0167 HZ AND R = 0.7. THE NOMINAL ∆K4 DEPENDENCY OF CRACK GROWTH RATE 
IN INERT ENVIRONMENTS CAN VARY SUBSTANTIALLY IN THE ENVIRONMENT. SOURCE: REF 8, 9. (B) EFFECT 
OF STRESS RATIO ON CORROSION FATIGUE CRACK PROPAGATION IN A533B AND A508 CARBON STEELS 
EXPOSED TO PRESSURIZED HIGH-PURITY WATER. TEMPERATURE 288 °C (550 °F), FREQUENCY 0.017 HZ. 
AVERAGE BEHAVIOR IN AIR IS REPRESENTED BY THE DASHED LINE LABELED "DRY." SOURCE: REF 10 

 

FIG. 8 CORROSION FATIGUE CRACK GROWTH RATES FOR A533B LOW-ALLOY STEEL (ASME GRADE SA533B-1, 
0.025% S) IN 288 °C PURE WATER. ENVIRONMENTAL ENHANCEMENT IS NOT UNIFORM BUT REACHES A 
MAXIMUM UNDER INTERMEDIATE ∆K, R, AND FREQUENCY CONDITIONS. SOURCE: REF 8, 9 

The interactions that give rise to corrosion fatigue can be quite complex and sometimes non-intuitive. For example, in 
low-alloy and carbon steels in high-temperature water (Fig. 8), a very large environmental enhancement occurs at 
intermediate ∆K or frequency conditions. At higher cyclic amplitudes or frequencies, the total crack growth rate becomes 
dominated by the inert fatigue crack growth rate. As cyclic amplitude or frequency is decreased, the environmental 
component is more pronounced, and the crack growth rate response follows a shallower ∆K/frequency dependency. With 
further decreases in cyclic amplitude or frequency, a dramatic decrease in crack growth rate is observed, and the 
subsequent response parallels the inert fatigue response. This complex behavior is associated with the ability to sustain an 
aggressive crack chemistry; in these steels, MnS inclusions dissolve and create a sulfur-rich crack chemistry. As the 
cyclic amplitude or frequency is decreased, eventually the rate of intersection of new MnS inclusions slows to the point 
that insufficient MnS dissolution occurs and a critical chemistry (for a large environmental enhancement) is not sustained. 
Complicating factors include the very high sensitivity to relatively low dissolved-sulfur concentrations ("high-sulfur" 
behavior is observed above about 1 ppm sulfur) and the large role of dissolved oxygen/corrosion potential (which 
concentrates sulfur anions in the crack), flow rate (which can flush out the aggressive crack chemistry), and nonuniform 
distribution of MnS inclusions (Ref 8, 11). 



Concepts and Role of Environmentally Assisted Crack Growth. Historically, the progression in the understanding 
of metal failure has shifted from addressing simple overload and buckling, to addressing repeated application of lesser 
loads (fatigue), then to addressing environmental effects on cracking. While the role of environment has long been 
acknowledged, the design and life evaluation codes (e.g., the ASME Boiler and Pressure Vessel Codes) are based largely 
on a mechanical engineering perspective and may ignore or average, rather than distinguish and quantify, the following:  

• TIME DEPENDENT (VS. CYCLE DEPENDENT) ENVIRONMENTAL CRACK GROWTH  
• THE CONTINUUM IN LOADING FROM CORROSION FATIGUE TO STRESS-CORROSION 

CRACKING  
• THE SPECTRUM OF ENVIRONMENTAL CONDITIONS  
• VARIATIONS IN MATERIAL MICROSTRUCTURE (E.G., SENSITIZATION)  

This historical emphasis on mechanical quantification to the exclusion of environmental and material effects can provide 
either overly conservative predictions, which penalize systems designed for and/or operated under improved conditions, 
or non-conservative predictions (i.e., creating risk of failure by environmental cracking). Other factors that are 
unaccounted for include "anomalies" associated with chemically short cracks, metallurgically small cracks, crack-tip 
shielding (closure), transient crack growth, and net section stresses above the yield strength. These factors are either 
proscribed in the design, left to the discretion of the engineer, or incorporated (by conservatism) into the code. 

Another aspect of corrosion fatigue, of importance both to laboratory studies and component life evaluation, is the 
difficulty in conceptually or experimentally distinguishing crack initiation from propagation. Many scientists and 
engineers consider crack initiation to be phenomenologically distinct from crack advance. However, in most instances 
there is little evidence to support this view, and any "initiation phase" is merely associated with crack detection capability. 
Thus "initiation" can span the range from complete failure, to 25% load drop in strain-controlled tests, to readily 
observable in visual examination, to subgrain size. All of these definitions of crack initiation are arbitrary. In many cases 
the processes that control propagation of long cracks also control very short crack behavior, although there are also 
instances where crack propagation occurs from localized corrosion (e.g., pitting or grain boundary attack), fracture of 
inclusions, and so on, where the processes controlling initiation differ from those that control propagation. In some 
systems, very small environmentally assisted cracks (e.g., ･20 μm) have been shown to behave exactly the same as long 
cracks (e.g., >1 mm) (Ref 12). Clearly the traditional distinctions and delineations associated with "crack initiation" need 
to be carefully examined. 

Similar concerns exist for the traditional concepts of an environmental fatigue threshold (∆Kth) and a threshold stress 
intensity for (constant-load) stress-corrosion cracking (KIscc). It has long been known that the nominal (applied) cyclic 
amplitude (∆K) can be attenuated at the crack tip by crack closure (crack-tip shielding) (Ref 13), which can be attributed 
to a variety of phenomena that promote premature contact of the crack flanks, including fracture surface roughness, oxide 
growth on the walls of the crack, plasticity or phase transformation in the crack wake, and high-viscosity fluids. While 
usually affecting the behavior primarily at low load ratios (Pmax/Pmin), under conditions where copious oxide forms in the 
crack (e.g., high-temperature water), closure can also occur at high load ratio (Ref 14). The significance of closure is very 

large, making it difficult to determine whether a "real" (intrinsic) threshold crack tip exists; closure can shift the 
observed threshold from less than 2 MPa m  to more than 15 MPa m  (ASTM STP 982, Mechanics of Fatigue Crack 
Closure, 1988). 

The role of environment can add substantial complexity by increasing crack growth rates, for example, while perhaps also 
increasing closure effects, which increases ∆Kth. However, the observed ∆Kth cannot be considered a constant, given the 
large effect of environment on oxide formation, oxide solubility (in aqueous systems) (Ref 14), and calcareous deposits 
(e.g., from sea water) (Ref 15). 

These concerns become greater when considering threshold stress intensity for stress-corrosion cracking (KIscc). No such 
closure mechanism can be invoked because closure limits the effective cyclic amplitude at the crack tip, precisely by 
maintaining a closure-induced "tare" load at the crack tip. Thus, the maximum load cannot be decreased, and in some 
instances it may be increased from oxide wedging forces. The origin and significance of KIscc is controversial, with broad 
agreement that it is very dependent on test technique (and most test variables) and is rarely, if ever, thermodynamic in 
origin. In many engineering systems, cracks are observed to grow at stress intensities dramatically lower than the 
observed KIscc in laboratory data. There is also increasing awareness that there is a subtle, delicate, and complex 
interdependence between sustained dynamic strain at the crack tip (which locally disrupts passivity) and the crack 



advance process itself. Once crack advance stalls, corrosion or small environmental, thermal, or loading fluctuations may 
be required to reinitiate crack advance. 

Fully integrated approaches to mechanistic understanding and life prediction of environmentally assisted cracking are 
being developed for a variety of systems (Ref 16, 17). Some of these (Ref 18) are specifically designed to address the 
shortcomings of the traditional codes that address only cyclic-based crack growth (not time-dependent crack growth) and 
fail to address the continuum in the environmental and material responses, crack initiation, the fundamental role of 
passivity in most alloy/environment systems, and so on. 
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General Test Methods 

Laboratory fatigue tests can be classified as crack initiation or crack propagation. In crack initiation testing, specimens or 
parts are subjected to the number of stress (or strain-controlled) cycles required for a fatigue crack to initiate and to 
subsequently grow large enough to produce failure. In crack propagation testing, fracture mechanics methods are used to 
determine the crack growth rates of preexisting cracks under cyclic loading. Both methods can be used in a benign 
environment, or by the combined effects of cyclic stresses and an aggressive environment (corrosion fatigue), as 
described below. A general review of corrosion fatigue testing is also provided in Ref 19 for these two general methods. 

Fatigue Life (Crack Initiation) Testing. In general, fatigue life testing is stress controlled (SN) or strain controlled ( -
N). The test specimens (Fig. 9) are described primarily by the mode of loading, such as:  

• DIRECT (AXIAL) STRESS  
• PLANE BENDING  
• ROTATING BEAM  
• ALTERNATING TORSION  
• COMBINED STRESS  



 

FIG. 9 TYPICAL FATIGUE LIFE TEST SPECIMENS. (A) TORSIONAL SPECIMEN. (B) ROTATING CANTILEVER BEAM 
SPECIMEN. (C) ROTATING BEAM SPECIMEN. (D) PLATE SPECIMEN FOR CANTILEVER REVERSE BENDING. (E) 
AXIAL LOADING SPECIMEN. THE DESIGN AND TYPE OF SPECIMEN USED DEPEND ON THE FATIGUE TESTING 
MACHINE USED AND THE OBJECTIVE OF THE FATIGUE STUDY. THE TEST SECTION IN THE SPECIMEN IS 
REDUCED IN CROSS SECTION TO PREVENT FAILURE IN THE GRIP ENDS AND SHOULD BE PROPORTIONED TO 
USE THE UPPER RANGES OF THE LOAD CAPACITY OF THE FATIGUE MACHINE (I.E., AVOIDING VERY LOW LOAD 



AMPLITUDES WHERE SENSITIVITY AND RESPONSE OF THE SYSTEM ARE DECREASED). 

Testing machines are defined by several classifications: (a) the controlled test parameter (load, deflection, strain, twist, 
torque, etc.); (b) the design characteristics of the machine (direct stress, plane bending, rotating beam, etc.) used to 
conduct the specimen test; or (c) the operating characteristics of the machine (electromechanical, servohydraulic, 
electromagnetic, etc.). Machines range from simple devices that consist of a cam run against a plane cantilever beam 
specimen in constant-deflection bending to complex servohydraulic machines that conduct computer-controlled spectrum 
load tests. 

High-cycle corrosion fatigue tests (performed in the range of 105 to 109 cycles to failure) are typically done at a relatively 
high frequency of 25 to 100 Hz to conserve time. Multiple, inexpensive rotating-bend machines are often dedicated to 
these experiments. Low-cycle corrosion fatigue tests (in the regime where plastic strain, p, dominates) follow from the 
ASTM standard for low-cycle fatigue testing in air (ASTM E 606) with further technical information provided in Ref 19 
and 20. 

For aqueous media, the typical cell for corrosion fatigue life testing includes an environmental chamber of glass or plastic 
that contains the electrolyte. The specimen is gripped outside of the test solution to preclude galvanic effects. The 
chamber is sealed to the specimen, and solution can be circulated through the environmental cell. The setup should 
include reference electrodes and counter electrodes to enable specimen (working electrode) polarization with standard 
potentiostatic procedures. Care should be taken to uniformly polarize the specimen, to account for voltage drop effects, 
and to isolate counter electrode reaction products. If potential is controlled, control of the oxygen content of the solution 
may not be necessary (Ref 19), although hightly deaerated solutions are considered prudent. 

Environmental containment for high-cycle and low-cycle corrosion fatigue life testing is similar, but the overall setup for 
low-cycle (strain-controlled) testing is more complicated because gage displacement must be measured. For strain-
controlled fatigue life testing in simple aqueous environments, diametral or axial displacement is measured by a 
contacting but galvanically insulated extensometer, perhaps employing pointed glass or ceramic arms extending from an 
extensometer body located outside of the solution. Hermetically sealed extensometers or linear-variable-differential 
transducers can be submerged in many electrolytes over a range of temperatures and pressures. Alternately, the specimen 
can be gripped in a horizontally mounted test machine and be half-submerged in the electrolyte with the extensometer 
contacting the dry side of the gauge (Ref 20). For simple and aggressive environments, grip displacement can be 
measured external to the cell-contained solution, such as for high-temperature water in a pressurized autoclave (Ref 21, 
22). It is necessary to conduct low-cycle fatigue tests in air (at temperature), with an extensometer mounted directly on 
the specimen gauge, to relate grip displacement and specimen strain (Ref 19). 

Fracture Mechanics (da/dN) versus ∆K Approach to Corrosion Fatigue. While there is still a strong reliance on 
smooth-specimen, low- and high-cycle fatigue testing, which is designed to characterize stress or strain amplitude vs. 
cycles to failure, there is an increasing emphasis on characterizing crack propagation using a fracture mechanics 
approach. This results from the ambiguities associated with defining or identifying crack "initiation" (addressed above), 
as well as increasingly successful efforts to unify the two approaches by predicting "initiation" and short crack behavior 
from a thorough understanding of crack propagation. The advantage of this approach is that corrosion fatigue crack 
growth (da/dN vs. ∆K) data from laboratory testing is in many cases (though not all, as described below) useable in stress-
intensity solutions for practical prediction of component life. For example, Fig. 10 illustrates the predicted 85-year life of 
a welded pipe based on week-long laboratory measurements of da/dN versus ∆K for steel in an oil environment. 



 

FIG. 10 PREDICTED FATIGUE CRACK EXTENSION FROM A WELD TOE CRACK IN AN API 5LX52 CARBON STEEL 
PIPELINE CARRYING HYDROGEN-SULFIDE-CONTAMINATED OIL. TEMPERATURE 23 °C (73 °F). SOURCE: REF 23 

Fracture mechanics is based on the concept of similitude, wherein the stress-intensity factor (K) defines the near-tip 
driving forces for crack growth and thus is able to characterize crack growth for different geometries and loads. Crack 
growth rate data also are important to fundamental studies of corrosion fatigue mechanisms. The fracture mechanics 
approach isolates crack propagation from initiation and in terms of a precise near-tip mechanical driving force, ∆K. Crack 
growth rates are related directly to the kinetics of mass transport and chemical reaction that constitute embrittlement. As 
shown in Fig. 11, prediction of the effect of loading frequency on crack growth rate in salt water (normalized to vacuum) 
identifies important rate-limiting crack tip electrochemical reactions. Modeling and measurements in Fig. 11 provide a 
sound basis for extrapolating short-term laboratory data to predict long-term component cracking. 



 

FIG. 11 MODELED EFFECT OF LOADING FREQUENCY ON CORROSION FATIGUE CRACK GROWTH IN ALLOY 
STEELS IN AN AQUEOUS CHLORIDE SOLUTION. THE DETERMINATION OF THE NORMALIZED CRACK GROWTH 
RATE AND THE TIME CONSTANTS, τO, FROM THE MODEL CAN BE FOUND IN REF 24. 

However, the fracture mechanics approach to corrosion fatigue can be compromised by various factors. In addition to the 
complications arising from crack-tip plasticity (which may affect the assumption of linear, elastic conditions for K) and 
crack closure effects (which can be accounted for if ∆Keff is known), environmental effects can complicate the 
requirement of similitude. This is not surprising, because stress intensity is designed to provide only a mechanical 
description of similitude, which cannot be expected to account for the interaction of chemical and mechanical 
contributions. Examples of loss of similitude from environmental effects would include any case where a different crack 
chemistry (or, more generally, chemical contribution to crack advance) develops in small versus deep cracks (where mass 
transport can vary substantially), or three-sided open cracks (e.g., compact-type specimens) versus 1-side open (thumbnail 
cracks) (where convection can have a dramatically different effect) (Ref 25). 

Another disadvantage of the fracture mechanics approach is that it may not provide a meaningful description of crack 
"nucleation," especially in cases where cracks are observed to nucleate by processes (e.g., pitting, and corrosion or 
cracking at inclusions) that are unrelated to crack advance. 

Importance of Environmental Definition and Control. The nature and variations of the environment are dominating 
factors in environmental cracking, and all environments must be considered damaging compared to vacuum or 
"laboratory air" until proven otherwise. Figure 1(a) shows that, compared to vacuum, the crack propagation rate of a high-
strength steel is 4 times higher in moist air, 100 times higher in sodium chloride solutions, and 1000 times higher in 
gaseous hydrogen. Environmental cracking kinetics tend to be controlled by chemical reaction and transport rates, and 
much less so by metallurgical variables. For example, the moist air data vary by less than 3 times for a wide range of yield 
strengths (300 to 2100 MPa) and microstructures (pearlitic, martensitic, and bainitic). The large differences in crack 
growth rate at constant ∆K correlate with a shift from ductile (reversed slip) transgranular fatigue cracking in vacuum, to 
brittle intergranular and transgranular cleavage micromechanisms in aggressive environments. 



Another example of environmental effects is shown in Fig. 7, 8, and 12 for a low-alloy steel of medium sulfur content 
tested in high-temperature water, where a very large environmental enhancement in crack growth rate is observed under 
specific conditions. Figures 7 and 8 highlight the important observation that the environment enhancement is not uniform, 
for example across the entire range of loading conditions. Indeed, the environmental enhancement tends to decrease at 
very high loading rates (e.g., at high frequency and ∆K values), and it may also decrease at very low loading rates. Figure 
12 shows the importance of the specific test conditions. Tests at high flow rates on three-side-open compact-type 
specimens caused the aggressive crack chemistry to be flushed out, resulting in lower crack growth rates. 

 

FIG. 12 THE EFFECT OF SOLUTION FLOW RATE ON THE CORROSION FATIGUE CRACK GROWTH RATE OF A 
MEDIUM-SULFUR, LOW-ALLOY STEEL TESTED IN DEAERATED 288 °C (550 °F) WATER. TESTS AT HIGH FLOW 
RATE ON THE 3-SIDE-OPEN COMPACT-TYPE SPECIMENS PERMIT THE AGGRESSIVE CRACK CHEMISTRY TO BE 
FLUSHED OUT, REDUCING THE CRACK GROWTH RATES. SOURCE: REF 8, 9 
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Key Test Variables 

The specific types and influence rankings of experimental variables in corrosion fatigue can vary markedly with specific 
alloy/environment systems. However, the following factors are crucial in most investigations of corrosion fatigue:  

• STRESS INTENSITY AMPLITUDE (∆K) OR STRESS AMPLITUDE (∆σ)  
• LOADING FREQUENCY (V)  
• LOAD RATIO (R = PMIN/PMAX OR KMIN/KMAX)  
• CHEMICAL CONCENTRATION AND CONTAMINANTS (E.G., FOR AQUEOUS 

ENVIRONMENTS: IONIC SPECIES; PH; AND DISSOLVED SPECIES/GASES, SUCH AS 
OXYGEN, HYDROGEN, AND COPPER ION, THAT INFLUENCE THE CORROSION 
POTENTIAL)  

• ALLOY MICROSTRUCTURE; YIELD STRENGTH; AND OFTEN INHOMOGENEITIES, SUCH 
AS MNS AND OTHER INCLUSIONS AND SECOND PHASES, GRAIN BOUNDARY 
ENRICHMENT OR DEPLETION, ETC.  

Other variables, such as load waveform, load history, and test temperature may also contribute, but they vary substantially 
in importance from system to system. Electrode potential should be monitored and, if appropriate, maintained constant 
during corrosion fatigue experimentation. Often, apparent effects of variables such as solution dissolved oxygen content, 
flow rate, ion concentration, and alloy composition on corrosion fatigue are traceable to changing electrode potential. 

Stress Intensity Amplitude (∆K). While environmental crack growth rates increase with increasing ∆K, the specific 
dependency varies greatly. In some environments, the effect of environment is merely to offset the observed crack growth 
rate by some fixed factor above the inert rate (e.g., Fig. 1(a) for moist air vs. vacuum; Fig. 7(a), 12 for low-alloy steel in 
high-temperature water). However, there is often a profound shift in the dependence of ∆K, typically producing a reduced 
∆K dependence in aggressive environments, at least in the intermediate region where power law behavior is observed. It 
is always important to examine the entire relevant ∆K regime, not assuming the observed enhancement at a specific ∆K. 

Environments do not always enhance the crack growth rate. The most common origins of crack retardation are associated 
with increased crack closure and crack blunting. Crack closure is most often increased by thicker oxides and perhaps the 
rougher (i.e., intergranular, with secondary cracks) fracture surface (Ref 13, 14). Crack blunting results from aggressive 
environments that result in inadequate passivity. If the flanks of the crack are not adequately passive, then the crack tip 
will not remain sharp. This has been observed in low-alloy and carbon steels in hot water (Fig. 13) and in other systems. 



 

FIG. 13 CYCLE-BASED CORROSION FATIGUE CRACK GROWTH RATES VS. TIME FOR AN SA333-GRADE 6 ASME 
CARBON STEEL TESTED IN 97 °C WATER. AT 0.1 PPM DISSOLVED OXYGEN, THE CORROSION RATE IS LOW, 
THE CRACK TIP REMAINS SHARP, AND CRACKING IS SUSTAINED. AT 1.5 PPM DISSOLVED OXYGEN, 
CONSIDERABLE CORROSION OCCURS, THE CRACK TIP BECOMES BLUNTED, AND THE CRACK GROWTH RATE 
DECAYS. SOURCE: REF 26 

Shifts in ∆K, Kmax, or load ratio during testing should be made very gradually, preferably continuously (e.g., under 
computer control). Changes in K should be limited to less than 10%, preferably much less. Any large change in growth 
rate should be confirmed using increments of <1%. Data may differ for rising K versus K-shedding conditions. Crack 
increments should be sufficient to provide statistically significant crack growth rates (e.g., >10 times above the crack 
length resolution) and should account for effects of plastic zone size under prior conditions during K-shedding. Shifts in 
frequency and hold time are not as restrictive, although changes greater than 3 to 10 times can lead to anomalous results. 

The presence of an environment can also shift the dependence on stress amplitude (∆σ) or plastic strain amplitude (∆ε), 
not only by decreasing the stress at which a certain cyclic life can be attained, but also by eliminating the stress amplitude 
threshold altogether (Fig. 2). This, and increased scatter in the data, can lead to differences in estimating environmental 
effects at different stress amplitudes (Fig. 3). Note also that there is a consistent trend versus time in which the 
"bounding" curves are periodically shifted lower and to the left in Fig. 3. 

Loading Frequency (ν). Because the environment induces a significant time-dependent response, environment 
enhancement can vary markedly with loading frequency. At high frequency it is common for the environmental 
enhancement to be substantially eliminated because of inadequate time available for associated chemical reaction and 
mass transport kinetics. 

Transitions in significant environmental enhancement are often apparent when plotting crack growth rate versus 
frequency or hold time. For example, in Fig. 11 at frequencies below about 0.1 Hz, time-dependent processes completely 
dominate and there is no effect of loading frequency (i.e., crack growth is not controlled by cycling and would be high at 
constant load). In contrast, above about 0.1 Hz there is little time dependency, and growth rates are proportional to 
frequency. 



Strong frequency effects are observed in most corrosion fatigue systems. In high-temperature water (Fig. 14), behavior 
similar to that in Fig. 11 exists, although it is plotted versus loading period or hold time (Ref 6) rather than frequency. 
Predictive modeling has been quite successful in accounting for the transition between cycle- and time-dependent 
behavior as a function of corrosion potential, water purity, and degree of sensitization of the stainless steel (Ref 6, 18). 

 

FIG. 14 COMPARISON OF OBSERVED (DATA) AND PREDICTED (CURVES) CRACK GROWTH RATES FOR 
SENSITIZED TYPE 304 STAINLESS STEEL IN 288 °C WATER. THUMBNAIL CRACK SPECIMENS WERE LOADED 
USING TRAPEZOIDAL LOADING PATTERNS OF VARYING HOLD TIME AT THE MAXIMUM STRESS INTENSITY 
WITH NET SECTION STRESSES ABOVE YIELD. THEORETICAL RELATIONS FOR VARIOUS NET SECTION 
STRESSES (IN KSI) AS NOTED BY NUMBERS. K(MAX) = 16.5 MPA m  (15 KSI in ); R = 0.1; LOADING RISE 
AND FALL TIMES OF 5S; E(CORR) = +125 MV(SHE); AND 0.1 S/CM. (A) IN 200 PPB DISSOLVED OXYGEN. (B) 
IN 150 PPB DISSOLVED HYDROGEN. SOURCE: REF 6 

Load Ratio (R). At higher load ratios (Pmin/Pmax), corrosion fatigue crack growth rates are usually higher than in inert 
environments. This can be viewed as a mean stress effect, and the greater environmental enhancement can be considered 
to result from the expected increase in contribution of time-dependent crack advance that would occur even under static 
load conditions. Figure 15 shows the effect of load ratio in low-alloy steel tested in high-temperature water at 0.017 Hz. 
The increased Kmax associated with testing at R = 0.7 (e.g., Kmax = 66.7 MPa m  for ∆K = 20 MPa m ) compared to 0.2 
(Kmax = 25 MPa m ) is substantial, and it is consistent with an increase in crack-tip strain rate and thereby an increase in 



the frequency of rupture of the protective oxide film and high growth rates. As expected, the effect of load ratio is 
frequency dependent. Also, if plotted versus Kmax rather than ∆K, higher crack growth rates should always result with 
decreasing load ratio. 

 

FIG. 15 CORROSION FATIGUE CRACK GROWTH RATES PLOTTED FOR MEDIUM-SULFUR A533B AND A508-2 
LOW-ALLOY STEELS AND WELDMENTS IN 288 °C DEAERATED (PRESSURIZED WATER REACTOR PRIMARY) 
WATER. DATA SHOW A STRONGER ENVIRONMENTAL EFFECT AT R = 0.7 THAN AT R = 0.2. SOURCE: REF 8, 9 

Test Environment and Chemical Contaminants. Besides the obvious concern of primary species (such as NaCl 
concentration for salt water) in corrosion fatigue, small amounts of contaminants are also a key variable. A striking 
example (Ref 27) of an environmental-purity effect is illustrated in Fig. 16 for gaseous hydrogen embrittlement of a low-
strength carbon steel. Relative to vacuum, crack growth is accelerated by factors of 3 and 25 for moist air and highly 
purified low-pressure hydrogen gas, respectively. Small additions of oxygen to the hydrogen environment essentially 
eliminate the brittle corrosion fatigue component to crack growth, consistent with a trend first reported by Johnson (Ref 
28). Similar effects have been reported for carbon monoxide and unsaturated hydrocarbon contamination of otherwise 
pure hydrogen environments. In aqueous environments, the effects of bulk ionic concentration and pH are often quite 
pronounced (especially in unbuffered systems), although dissolved oxidants are often of greater consequence (e.g., 
dissolved oxygen, hydrogen peroxide, and copper and iron ions), as are contaminants (e.g., dissolved sulfur, chloride, 
lead, mercury). 



 

FIG. 16 EFFECT OF OXYGEN (O2) CONTAMINATION ON GASEOUS HYDROGEN EMBRITTLEMENT OF A LOW-
STRENGTH AISI/SAE 1020 CARBON STEEL. FREQUENCY 1 HZ. SOURCE: REF 27 

The primary role of oxidizing and reducing species, especially dissolved oxygen and hydrogen, is in shifting the corrosion 
potential. Some species, such as nitrate, may also directly influence crack chemistry and, if reduced to ammonia, can be 
directly responsible for environmental enhancement (e.g., of brasses). In many cracking systems, the role of oxidants 
(elevated corrosion potential) is an indirect one, because inside the crack the oxidants are generally fully consumed and 
the corrosion potential is low (Ref 25). In such systems, the role of oxidants is to create a potential gradient, usually near 
the crack mouth, that causes anions (e.g., Cl-) to concentrate in the crack and causes the pH to shift. 

Oxidants increase the corrosion potential in aqueous environments, which can have very pronounced effects on 
environmental enhancement. This can occur at exceedingly low concentrations; in high-temperature water, crack growth 
rates can increase by orders of magnitude merely from the presence of parts-per-billion levels of dissolved oxygen in 
water (Fig. 17, 18); this is also evident in Fig. 14). Similar enhancements are observed for small concentrations of 
aqueous impurities (e.g., <10 ppb of sulfate or chloride) or MnS inclusions in low-alloy and carbon steels, which dissolve 
within the crack to form sulfides. This usually is associated with the formation of a differential aeration cell by complete 
oxygen consumption within the crack (Fig. 19). Thus, even very small cracks usually advance under deaerated conditions, 
and the gradient in corrosion potential that is formed from crack mouth to crack tip causes an increase in anion 
concentration and a shift in pH in the crack. The shift is often acidic, but not necessarily so, because it requires the 
presence of non-OH- anions to balance the acidity (H+). Thus, if only OH- is present (e.g., from NaOH), the pH shift can 
only be in the alkaline direction. 



 

FIG. 17 THE EFFECT OF DISSOLVED OXYGEN ON THE CORROSION POTENTIAL OF TYPE 304 STAINLESS STEEL 
IN 274 °C HIGH-PURITY WATER. IMPORTANT EFFECTS ON CORROSION POTENTIAL AND CRACK GROWTH RATE 
(FIG. 18) OCCUR AT PPB LEVELS OF DISSOLVED OXYGEN, A SMALL FRACTION OF THE OXYGEN-SATURATED 
VALUE OF ≈  42 PPM AT STANDARD TEMPERATURE AND PRESSURE. SOURCE: REF 6 

 

FIG. 18 COMPARISON OF OBSERVED (DATA) AND PREDICTED (CURVES) CRACK GROWTH RATE RESPONSE OF 
SENSITIZED TYPE 304 STAINLESS STEEL IN 288 °C WATER. CIRCLED DATA POINTS REPRESENT MEASURED 
CORROSION POTENTIALS AND CRACK GROWTH RATES UNDER IRRADIATED WATER CHEMISTRY CONDITIONS. 
SOURCE: REF 6, 18 



 

FIG. 19 SCHEMATIC OF CRACK SHOWING THE DIFFERENTIAL AERATION MACROCELL THAT ESTABLISHES THE 
CRACK-TIP CHEMISTRY AND THE LOCAL MICROCELL THAT IS ASSOCIATED WITH METAL DISSOLUTION AND 
CRACK ADVANCE. BECAUSE THE DIFFERENTIAL AERATION MACROCELL IS NOT ESSENTIAL TO ELEVATED 
CRACK GROWTH RATES, SOME COUPLING OF THE CURRENTS ASSOCIATED WITH THESE TWO CELLS MAY 
OCCUR, BUT THIS IS UNNECESSARY. SOURCE: REF 25 

Potentiostats can be used to control the specimen potential, although their use (which rarely directly simulates the real 
situation) can provide misleading data. Primary concerns are associated with:  

• VOLTAGE DROP IN SOLUTION: THE REFERENCE ELECTRODE READING MAY BE BIASED 
BY THE POTENTIAL DISTRIBUTION IN THE SOLUTION ASSOCIATED WITH PASSAGE OF 
IONIC CURRENT.  

• FAILURE TO POLARIZE THE CRACK TIP: EVEN IN HIGHLY CONDUCTIVE SOLUTIONS, THE 
CRACK-TIP POTENTIAL IS RARELY SIGNIFICANTLY AFFECTED BY EXTERNAL 
POLARIZATION, AND THEREFORE CRACK ADVANCE DOES NOT OCCUR AT THE 
POTENTIAL THAT IS CONTROLLED ON THE SPECIMEN SURFACE.  

• A REVERSAL OF SURFACE REACTIONS AND SHIFTS IN LOCAL PH: IN SOLUTIONS 
CONTAINING OXYGEN, THE REACTION ON THE EXTERNAL SURFACE IS CATHODIC, AND 
INSIDE THE CRACK, ANODIC REACTIONS OCCUR. WITH A POTENTIOSTAT, AS THE 
SPECIMEN IS POLARIZED TO MORE POSITIVE POTENTIALS, IT BECOMES MORE ANODIC 
AND CAUSING OXIDATION REACTIONS TO BECOME PREDOMINANTLY ON THE METAL 
SURFACE, WHICH CAN ALTER THE LOCAL PH. CATHODIC REACTIONS OCCUR 
PREDOMINANTLY ON THE RELATIVELY REMOTE COUNTER ELECTRODE.  



To accurately measure potentials, commercial or custom-built reference electrodes are used. Both to measure potentials 
accurately and to prevent galvanic coupling, it is desirable to electrically isolate the specimen from the linkage and 
surrounding metal surfaces. If the environment is not very conducting or the potentials of surrounding metal surfaces are 
not too different from the specimen, electrical isolation may not be critical. However, it is then necessary to place the 
reference electrode much closer to the test specimen than to other (electrically connected) metal surfaces. 

Other concerns for the environment include:  

• SPECIMEN AND GRIP DESIGN (E.G., TO AVOID FAILURE AT CREVICES BY MINIMIZING 
STRESS IN CREVICED REGIONS)  

• PROPER DESIGN OF ENVIRONMENTAL CELLS (E.G., TO AVOID CONTAMINATION FROM 
LEACHANTS FROM OR DIFFUSION OF OXYGEN THROUGH PLASTICS)  

• MAINTENANCE OF PROPER CHEMISTRY, WHICH OFTEN REQUIRES 
REFRESHED/FLOWING SYSTEMS FOR CONTROLLING THE CHEMISTRY IN GASES OR 
LIQUIDS  

• PROPER STABILITY AND MEASUREMENT OF TEMPERATURE (NEAR THE SPECIMEN)  
• PROPER AND THOROUGH MONITORING/RECORDING OF ALL RELEVANT CHEMICAL 

AND ELECTROCHEMICAL PARAMETERS  

Metallurgical Variables. Microstructure and alloy strength influence fatigue crack propagation in embrittling gases and 
liquids. In general, brittle corrosion fatigue cracking is accentuated by:  

• IMPURITY (E.G., PHOSPHORUS OR SULFUR) SEGREGATION AT GRAIN BOUNDARIES  
• SOLUTE DEPLETION OR SENSITIZATION (E.G., CHROMIUM) ABOUT GRAIN BOUNDARIES  
• PLANAR DEFORMATION ASSOCIATED WITH ORDERING OR PEAK AGED COHERENT 

PRECIPITATES  
• INCREASED YIELD STRENGTH OR HARDNESS  
• LARGE INCLUSIONS (E.G., MNS)  

The effects of alloy composition, grain size, and microstructure (e.g., bainitic vs. martensitic steel) vary with environment 
and brittle cracking mechanism. Laboratory experiments are necessary to establish specific trends. For example, sulfide 
(MnS) inclusions have already been discussed in connection with accelerated environmental cracking of low-alloy and 
carbon steels in hot water (Fig. 7, 8, 12, 15). 

Yield strength plays a large role in environmental cracking, which has been attributed both to enhanced crack-tip strain 
rate as well as to complete shifts in the crack advance mechanism. The importance of hydrogen embrittlement in higher-
strength materials has been confirmed by experiments in gaseous hydrogen. Its direct role in environmental crack advance 
is considered to be limited to about 150 °C in iron- and nickel-base alloys, although it may have an indirect role at higher 
temperatures. 

Similar effects have been observed for bulk or surface cold work, which raises the yield strength. Thus, machining and 
surface treatments such as shot peening can significantly affect cracking. Shot peening and related treatments that produce 
surface compressive stresses can be very beneficial, provided that cracks do not exist (or form) and that tensile stresses do 
not exceed them. If sufficient strain occurs, transgranular cracks often nucleate in the surface-hardened region. 

Other important microstructure factors include gamma prime or delta phases on grain boundaries of nickel alloys, 
martensite formation in steels, carbide formation (sensitization) in stainless steel and nickel alloys, and inhomogeneities 
(e.g., MnS and nonmetallic inclusions). These often have an even larger role in corrosion fatigue than under inert 
conditions, and a uniform microstructure or distribution of inhomogeneities can rarely be assumed. 

Crack Closure Effects. Premature crack surface contact during unloading, or "crack closure," can greatly reduce rates of 
fatigue crack propagation. The true (or effective) crack-tip driving force is reduced below the applied ∆K because of the 
reduced crack-tip displacement range. Closure phenomena are produced by a variety of mechanisms and are particularly 



relevant to fatigue crack propagation in the near-threshold regime, after large load excursions, or for corrosive 
environments. 

Two mechanisms of crack closure are relevant to corrosion fatigue. Rough intergranular crack surfaces (typical of 
environmental embrittlement) promote crack closure, because uniaxially loaded cracks open in a complex three-
dimensional mode, thus allowing for surface interactions and load transfer. Roughness-induced closure is most relevant to 
corrosion fatigue at low ∆K and at stress-ratio levels where absolute crack opening displacements (0.5 to 3 m) are less 
than fractured grain heights (5 to 50 μm). 

Alternately, crack closing is impeded by dense corrosion products within the fatigue crack. For mildly oxidizing 
environments, such as moist air, this closure mechanism is relevant at low stress-intensity levels and contributes to the 
formation of a "threshold," as described by Suresh and Ritchie (Inter. Metals Review, Vol 29, 1984, p 445-476). 

For corrosive bulk environments or localized crack solutions, cracking at high ∆K values may be retarded below the 
growth rates observed for air or vacuum due to corrosion product formation within the crack. The engineering 
significance of beneficial crack closure influences depends on the stability of the corrosion product during complex 
tension-compression loading and fluid conditions. 

The complexity of predicting environmentally enhanced cracking is emphasized by data contained in Fig. 20 for a 2.25Cr-
1Mo steel (ASTM A542, class 3) stressed in hydrogen at 23 °C (73 °F). At high ∆K levels and low loading frequencies, 
cracking is accelerated in hydrogen compared to moist air, due to classic hydrogen embrittlement. For low stress 
intensities, cracking is also enhanced by hydrogen exposure; however, the effect is not due to chemical embrittlement 
because of the rapid loading frequencies. Oxides form on crack surfaces through a fretting mechanism during cycling in 
air. Crack growth rates are reduced by oxide-induced closure. Thus crack growth at low frequencies may increase by 
embrittlement but decrease from increased oxide formation and closure. 

 

FIG. 20 CORROSION FATIGUE IN 2.25CR-1MO PRESSURE-VESSEL STEEL IN HYDROGEN DUE TO HYDROGEN 
EMBRITTLEMENT AT HIGH ∆K AND TO REDUCED OXIDE-INDUCED CLOSURE AT LOW ∆K. STRESS RATION = 



0.05 
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Corrosion Fatigue Crack Growth Test Methods 

Standard methods of fatigue crack growth (as defined in ASTM E 647 and described in the article "Fatigue Crack Growth 
Testing" in this Volume) are generally applicable to corrosion fatigue crack growth tests. ASTM E 647 (1991) also 



contains an appendix specific to crack growth in marine environments. Procedures for other corrosion fatigue 
environments are not standardized, but various methods have evolved. Some general aspects of corrosion fatigue crack 
growth are described below, and additional background is provided in Ref 19. 

Three problem areas are relevant to corrosion fatigue experimentation. The environment must be contained about the 
cracked specimen without affecting loading, crack monitoring, or specimen-environment composition. Parameters such as 
environmental purity, composition, temperature, and electrode potential must be monitored and controlled frequently. 

Secondly, the deleterious effect of low cyclic frequency dictates that crack growth rates must be measured at low (often 
<0.2 Hz) frequencies, which lead to long test times, often from several days to weeks. Load-control and crack-monitoring 
electronics and environment composition must be stable throughout long-term testing. 

Thirdly, crack length must also be measured for calculations of stress intensity and crack growth rate. Optical methods are 
often precluded by the environment and test chamber. Indirect methods, based on specimen compliance or electrical 
potential difference, have been applied successfully to monitor crack growth in a wide variety of hostile environments and 
are described in more detail below. Experimental and analytical requirements, however, are complex for indirect crack 
monitoring. 

Test Specimens. Finally, specimen geometry and size requirements for ∆K-based crack propagation data, which are 
scaleable to components through similitude, have not been established completely for subcritical crack growth. In-plane 
yielding must be limited to the crack tip by guaranteeing that the net section stress is below yield and that the maximum 
plastic zone size, defined as ~0.2 (Kmax/σys)2, is much less (e.g., 10- to 50-fold) than the uncracked ligament. Specimen 
thickness, as it influences the degree of plane-strain constraint, and crack size, as it influences the chemical driving force, 
may affect corrosion fatigue crack speeds. Currently, such effects are unpredictable; specimen thickness and crack 
geometry must be treated as variables. 

Corrosion fatigue testing often is performed at low cyclic frequencies. Consequently, multiple test stations are desirable. 
For this reason and for general economy, compact tension specimens are frequently used. Such specimens minimize the 
applied load required to achieve a given crack tip stress intensity, thus permitting the use of low load capacity and less 
expensive test machines. 

In corrosion fatigue, the electrochemistry within the crack is mass transport dependent and can vary with crack depth, and 
possibly also with specimen geometry and with accessibility of solution in the through-thickness direction via the crack 
sides. These factors can influence crack growth rates despite the constancy of the range of the stress-intensity factor. The 
application of fracture mechanics to corrosion fatigue must therefore be considered carefully, because in some 
circumstances the basic concepts may be invalid. In reports of test data, information regarding crack depth should be 
quoted or be deducible from the data. An alternative is to determine crack depth and ∆K as independent variables to verify 
that ∆K is an adequate characterizing parameter for the rate of crack growth. 

In applying load to specimens in a test cell, cell friction must not affect load in sealed systems. This is generally not a 
significant factor in most ambient-temperature applications, however. Insulation between specimens and grips, pin 
assemblies, and so forth is essential to avoid galvanic effects, but greases should not be used. 

Electrode Potential 

Monitoring and reporting the electrode potential during corrosion fatigue experiments is important. The potential should 
be measured using a reference electrode located in the bulk solution adjacent to the specimen. When impressed currents 
are applied to the specimen, measurement should be made adjacent to the surface using a Luggin capillary to minimize 
the potential drop between the reference electrode and the metal surface, the magnitude of which will depend on the 
solution conductivity and flow of current. 

Selection of a reference electrode depends on the particular application, but those most commonly used in laboratory 
room-temperature tests are the saturated calomel electrode and the silver/silver chloride electrode. For some solutions in 
which contamination with chloride is undesirable, use of a mercury/mercurous sulfate reference electrode is an option. 
Contamination can be reduced by using commercially available double-junction electrodes, in which the outer jacket is 
filled with test solution. 



In quoting measured potentials, the potential should be referred to a standard scale such as the standard hydrogen 
electrode (SHE) or the saturated calomel electrode (SCE) at 25 °C (75 °F). In tests remote from 25 °C (75 °F), allowance 
must be made for the fact that the half cell potential of the reference electrode varies with temperature. A high-impedance 
meter (>1012 Ω), such as an electrometer or a pH meter, should be used for monitoring potential, although periodic (short-
term) measurements can usually be successfully performed using digital voltmeters whose input impedance is 109 ohms 
(usually limited ･2V full scale dc ranges). 

Near room temperature, it generally is possible to use commercial reference electrodes such as calomel and silver chloride 
electrodes; some electrode designs permit use near boiling. Designs that place the reference electrode in a separate 
chamber at a different temperature than the test solution are complicated by formation of a thermal junction potential in 
the electrolyte, the magnitude of which may be large (over 0.1 V). 

At temperatures over boiling, a custom reference electrode generally is necessary. Most investigators use internal or 
external silver/silver chloride reference electrodes. For internal electrodes, the silver chloride reaction occurs at the test 
temperature. For external electrodes, the silver chloride reaction occurs at room temperature, but system pressure is 
applied (so no streaming potentials form), with a temperature gradient occurring in the potassium chloride electrolyte as it 
enters the autoclave. A porous junction in the autoclave isolates the potassium chloride electrolyte from the autoclave 
solution. This thermal junction potential has been well characterized over a range of temperatures and potassium chloride 
concentrations (Electrochem. Society, Vol 126, 1979, p 908). 

Potentials should be reported on the standard hydrogen electrode (SHE) scale, particularly for elevated-temperature tests, 
for which the conversion factors to V(SHE) are not widely known. However, when comparing results as a function of 
temperature, it may be helpful to eliminate the contribution of the standard hydrogen cell, because like other reactions, it 
has a potential that varies with temperature. It is by convention that the standard hydrogen cell is 0 V at any temperature; 
relative to the standard hydrogen reaction at 25 °C (75 °F), the potential of the standard hydrogen reaction is about 0.021 
V at 50 °C (120 °F), 0.057 V at 100 °C (212 °F), 0.086 V at 150 °C (300 °F), and about 0.105 V between 210 and 300 °C 
(410 and 570 °F). 

Application of imposed potential using a potentiostat requires electrical isolation of the specimen. In some cases, it may 
be difficult to insulate the specimen from the loading linkage; instead, the linkage must be insulated from the autoclave, 
and the measured current flow cannot be attributed only to reactions at the specimen. Ground loops present perpetual 
problems, because most potentiostats are designed to hold the specimen at ground (or virtual ground). With necessary 
mechanical and plumbing connections, the autoclave is usually connected to ground; thus, the specimen is effectively 
connected to the autoclave. The problem is compounded if the autoclave is used as the counter electrode, because the 
ground loop shorts out the potentiostat. Options include thorough electrical isolation of the autoclave from ground and use 
of a fully floating potentiostat. 

Attachment of a lead to the specimen to permit measurement or application of potential can be a challenge in aggressive 
environments. Recommendations include use of wire that is either identical to the specimen or a very noble metal, such as 
platinum. Attachment using a weld bead (e.g., by gas-tungsten arc welding) usually is superior to spot welding. Covering 
the lead wire with heat-shrink Teflon and, at low test temperatures, covering the weld with an organic "stopoff" coating 
helps maintain a good connection and minimizes the effects of the wire (via galvanic coupling or its contribution to the 
measured current). Another technique involves the use of a commercially available plasma-sprayed insulating coating, 
which can also be used in high-temperature water. 

Errors in the potential applied by a potentiostat can occur in solutions of low conductivity. These iR drops, which result 
from current flow between the counter electrode and working electrode in the high-resistance solution, are detected by the 
reference electrode and summed with the electrode potential of the specimen. Electronic compensation is possible, but not 
straightforward in most high-resistivity media. Partial compensation is possible by placing the reference electrode near 
the specimen, although for small specimens the measured potential becomes very sensitive to electrode positioning. A 
rough estimate of the possible error can be made by multiplying the resistivity of the solution (preferably determined by 
measuring the alternating current (ac) flowing between the counter electrode and working electrode when a known 1000 
Hz ac voltage is applied) by the potentiostat current that flows during a test. 

Monitoring Crack Length 



The electrical potential technique and the compliance method (discussed elsewhere in this Volume) are frequently used to 
monitor fatigue crack growth in solution and in gaseous environments. Visual methods generally are not practical; often, 
the crack and the test specimen are obscured by the test chamber, or a microscope with a long focal length is needed. 

The electrical potential technique is preferred over the compliance method for use inside an environmental test chamber, 
because the compliance gage may outgas and is a potential source of test environment contamination. Its use in a 
corrosive environment is also unsuitable. The electric potential technique, however, is noncontaminating and can be used 
in most environments. 

Use of the compliance method is generally limited to compact tension (CT, or compact type) and wedge-opening load 
specimens. It is not used for center-cracked tension specimens because of limitations in sensitivity and accuracy. The 
electrical potential technique can be readily applied to all three specimen types. The principal drawback of the electrical 
potential technique is that the specimen must be electrically conductive; thus, it cannot be applied directly to specimens 
made of nonelectrically conducting materials, such as polymer-based composites and ceramics. In addition, electrical 
shorting across the crack surfaces may affect its measurement accuracy, particularly for tests in vacuum. Both the 
electrical potential and compliance techniques can be readily interfaced with a computer for real-time control of the 
experiment and for online data acquisition and reduction. 

Potential Drop Method. The most common and sensitive in situ crack monitoring technique is reversing direct current 
(dc) potential drop, which typically applies a constant current to a specimen and measures the changes in potential across 
the specimen as the crack grows. The current is reversed between readings to eliminate thermoelectric effects, amplifier 
offsets, and so on. A digital voltmeter is recommended, preferably with an integration time of more than one power line 
cycle. Hundreds or thousands of readings are often averaged to reduce noise and improve the sensitivity. Some 
investigators use a "reference probe" pair, whose potential is as insensitive as possible to crack growth, to normalize any 
changes in current or temperature (which changes the resistivity of metals). Usually, solving the problem at its origin (i.e., 
using very stable constant current sources; using high-quality, well-tuned digital temperature controllers; and ensuring 
stable room temperature) works better. 

In the environment, there are several special considerations. Solution conductivity can be a major issue; an extreme 
example is the inability to use potential drop in liquid metal environments. Some deviations in crack length versus 
measured potential response can also occur in highly conducting environments (e.g., aqueous solutions), and it must be 
recognized that the crack chemistry can be substantially more conductive and at different pH than the bulk solution. 
However, despite the small distance between the upper and lower crack flanks, the role of ionic (e.g., aqueous) 
conductivity is not large compared to that of metal conductivity, because aqueous conductivities are typically measured in 
10-1 to 10-6 S/cm (S, or Siemen, is Ω-1), whereas metal conductivities are typically between 105 and 106 S/cm. Thus, errors 
associated with aqueous environments are relatively small, although not always ignorable. 

Another concern relates to inaccuracies in indicated crack length because of a nonuniform crack front or because of metal 
contact along the crack flank during the fatigue cycle. In both cases, an abnormal fraction of the dc current "shorts" 
through the uncracked metal ligament in the wake of the nominal crack front, and the measured potential and indicated 
crack length is strongly affected. For example, if the crack front moves forward in a 25 mm compact-type specimen by 3 
mm in all locations except along one narrow, rectangular ligament that is only 1 mm wide, the indicated crack advance by 
potential drop can be very small (i.e., dramatically less than the area average of crack advance). Nonuniform crack fronts 
are much more common when the environmental contribution to crack advance is high, and static loading (stress-
corrosion cracking) is generally much worse than dynamic loading (e.g., corrosion fatigue). Certain microstructures, such 
as weld metal, can be quite susceptible to accelerated or retarded crack advance in localized regions (i.e., along certain 
weld dendrites). The "unzipping" of the final metal ligament can lead to anomalously high "apparent" crack growth rates 
over certain testing periods. 

In many instances, the importance of metal contact from the upper to lower crack flank surface during the fatigue cycle is 
low because of the formation of surface oxides of very limited electrical conductivity. However, in vacuum, hydrogen, or 
sufficiently reducing aqueous conditions (e.g., nickel-base alloys in hot water containing sufficient dissolved hydrogen), 
little or no oxide forms, and contact and shorting of dc current occurs during the unloading cycle. In these cases, either a 
different crack monitoring technique should be used, or potential drop measurements should only be made at maximum 
load. Even so, making environmental conditions more reducing (e.g., increasing the hydrogen fugacity in high-
temperature water testing of nickel-base alloys) can lead to an indicated decrease in crack length by potential drop 
because of the change in the insulating characteristic of the oxides. 



Other concerns for dc potential drop include electrochemical effects, particularly polarization. If a well-designed, ground 
isolated power supply is used, then all of the dc current that leaves the "+" terminal must return on the "-" terminal, and 
direct polarization of the specimen is not possible. In most cases, there is little basis for concern for the electrochemical 
effects of using dc potential drop, although, for example, the small potential difference between the crack flanks could 
have some influence in tight cracks in conductive solutions. This potential difference is very small near the crack tip, so it 
is more likely to influence, for example, dissolution of MnS inclusions at some distance toward the crack mouth, where 
the potential difference across the crack flanks is higher. While the potential difference between the upper and lower 
surfaces of the crack is small (typically 100 μV in many potential drop implementations), the gradient can be relatively 
large because of the small separation of the crack faces. The importance of this issue can be quantified by establishing a 
steady-state crack growth rate and disconnecting the potential drop system for a period of time, then reconnecting it to 
evaluate its effect (or by comparing a duplicate experiment using an extensometer to monitor the crack growth rate). 

Electrochemical effects can also result from improperly insulated dc current leads. Because significant current is passed 
through leads that are often relatively small, the potential drop in the current leads can be large (e.g., >1 V). If the current 
leads are not continuously insulated through the entire solution right up to the location where they are spot welded onto 
the specimen, there is an opportunity for crosstalk with closely adjacent potential leads (where the signal is typically 100 
μV). Additionally, biasing of the specimen can occur if the current leads are not continuously insulated through the 
system seals. Any ionic communication in the tight-fitting seal area permits leakage to the metal (e.g., autoclave), and a 
circuit is established. The current leads act like a 1 V battery that is shared across two resistors, one representing the water 
resistivity in the seal and one representing the water resistivity between the specimen and the autoclave. This can cause 
some polarization of the specimen in conductive solutions, or voltage (iR) drop in low-conductivity solutions. In the latter 
case, even though no substantial polarization occurs, reference electrodes that are located between the specimen and the 
autoclave "see" the voltage drop, and the apparent (measured) corrosion potential can be observed to fluctuate as the 
direction of the dc current is reversed. This represents a good check of the integrity of the dc potential drop system and 
wire insulation. 

Finally, there is a potential concern for self-heating of the specimen by the applied dc current. While this is not a problem 
in aqueous environments or at common current densities, there have been cases where high current densities coupled with 
air or vacuum exposure resulted in significant self-heating. 

High-quality implementations of dc potential drop are consistently able to achieve a crack length resolution on 1T 
compact-type specimens of about 1 μm, and an overall accuracy of <5% on the overall increment in crack advance. 
Current and potential leads can be insulated using Teflon tubing for test temperatures up to 300 °C; above 300 °C, 
zirconia is generally used. The relationship between measured potential and crack length varies with specimen geometry 
and placement of the current and potential leads (see the article "Fatigue Crack Growth Testing" in this Volume). Because 
of this sensitivity to lead placement, it is best to avoid detaching and reattaching leads on specimens (e.g., specimens that 
are only periodically measured for crack length such as those for in-reactor exposures). 

Compliance Method and Other Cracking Monitoring Methods. The next most common crack following technique 
is mechanical compliance, which relies on the relationship between crack mouth opening displacement and load during an 
unload/reload cycle). Resolution is typically limited by the strain gage or proximity sensors (e.g., eddy current or 
capacitance) that must monitor crack opening displacement in the (high-temperature water) environment. See the article 
"Fatigue Crack Growth Testing" in this Volume. 

Another method is the ac potential drop technique, which relies on the "skin" (surface) effect of high-frequency current in 
metals. The advantage of the skin effect for detecting crack nucleation is generally more than offset by the higher noise 
(poorer noise rejection) of the ac measurement, even with sophisticated lock-in amplifiers, although improved 
instrumentation is closing the gap. Other crack following techniques include burst detection by monitoring pressurized 
tubes, periodic ultrasonic or eddy current scans to detect small cracks, and periodic interruption and inspection. 

In aqueous environments, electrochemical noise can be used as a semiquantitative crack monitoring technique. This 
technique measures the small variations in corrosion potential and/or corrosion current as cracks (or other corrosion 
phenomena, such as pitting) nucleate and grow. This technique is good at discriminating the early stages of crack 
initiation. However, the correlation between crack depth (or number of cracks) and the electrochemical noise signal is at 
best semiquantitative, because: (a) the noise signal intensity decreases with increasing crack depth, increasing distance 
between sensors, and the location of cracking on the specimen surface (especially in low-conductivity solutions); and (b) 
noise from multiple small cracks cannot be distinguished from noise from longer cracks. 

Post-Test Analysis 



Parametric Measurement, Computer Automation, and Data Analysis. Most aspects of experimental procedure 
are basic to all types of fatigue testing (see the article "Fatigue Crack Growth Testing" in this Volume). In environments, 
there are numerous additional parameters to control and measure (e.g., those related to partial pressures of gases, ionic 
species, pH, corrosion potential, temperature, etc.). These are ideally measured on a "continuous" basis and included as 
part of the computer data record, and they generally substantially expand the size and complexity of the data acquisition 
requirements. 

Additionally, data analysis should recognize the time-dependent character of environmentally assisted cracking (or high-
temperature creep-fatigue interactions). Fatigue processes are historically viewed as (purely) cycle-dependent processes, 
and this approach must be broadened to avoid missing (or misinterpreting) environmental enhancement. It is particularly 
important to factor this into experimental design, so that experiments include an evaluation over a wide range of loading 
frequencies and/or hold times. By contrast, the assumption that the greatest environmental enhancement occurs at very 
low frequency/long hold time can also be erroneous, because of the role of dissolving species in the crack (e.g., MnS 
dissolution in low-alloy and carbon steels, which can require continuing exposure of new MnS inclusions to maintain the 
sulfur-rich crack-tip chemistry). Thus, corrosion fatigue testing requires recognition that:  

• IT IS IMPORTANT TO ACHIEVE A STEADY-STATE CRACK GROWTH RATE AT EACH TEST 
CONDITION, WHICH REQUIRES ACHIEVING A STEADY-STATE SURFACE CONDITION 
AND CRACK CHEMISTRY. THE POTENTIALLY LARGE ROLE OF NONUNIFORM 
DISTRIBUTION OF INHOMOGENEITIES MUST ALSO BE RECOGNIZED.  

• TIME DEPENDENCY IS VERY IMPORTANT, AND THEREFORE THE ROLE OF 
MEAN/MAXIMUM STRESS AND FREQUENCY/HOLD TIME CAN BE VERY LARGE.  

• UNEXPECTED INCREASES IN CRACK GROWTH RATE CAN OCCUR AT SPECIFIC LOADING 
CONDITIONS (E.G., ASSOCIATED WITH ACHIEVING CRITICAL CRACK CHEMISTRY). 
SOME SYSTEMS ALSO EXHIBIT HYSTERESIS (E.G., IN FREQUENCY, WHEREBY HIGH 
CRACK GROWTH RATES CAN BE SUSTAINED TO LOW FREQUENCY, BUT ONCE A LOW 
GROWTH RATE IS OBTAINED, THE FREQUENCY MAY HAVE TO BE INCREASED TO HIGH 
VALUES BEFORE A RETURN TO "HIGH" GROWTH RATES IS OBSERVED). THIS BEHAVIOR 
IS OFTEN CHARACTERISTIC OF ANY SYSTEM WHERE THERE IS A STRONG 
INTERACTION BETWEEN THE CRACK CHEMISTRY AND GROWTH RATE.  

Calculation of Crack Growth Rate. Crack growth rate is calculated from crack length versus cycle number (da/dN) 
data. The data for crack growth rate determination should be chosen to eliminate transient effects, which may be caused 
by changes in stress-intensity range level, test frequency or waveform, or gas partial pressure or temperature. The crack 
length increment for transient behavior can be estimated from the plastic zone size, Rp:  

  

where ∆K is the stress-intensity factor range and σys is the yield strength. 

Crack length data should not be used for crack growth rate determination until the crack has propagated a distance of at 
least twice the plastic zone size. Crack growth rate can be calculated by the secant and incremental methods, which are 
described in the article "Fatigue Crack Growth Testing" in this Volume and in ASTM E 647. 

Analysis of the fracture surface is crucial to ensure accuracy of the crack monitoring technique, to identify branching 
and out-of-plane cracking, and to determine crack morphology. Because pits can act as nucleation sites for cracking in 
solutions containing chloride, possible interaction between pitting and fatigue behavior should also be examined. 
Accurate determination of crack growth on a cycle or time basis requires an understanding of the resolution of the 
monitoring technique under the actual test conditions. 

Fracture surfaces of fatigue-fractured test specimens usually are examined by scanning electron microscopy to determine 
the fracture path and the fracture mode of the test material in relation to its microstructure. Such information may be 
valuable in identifying the fracture mechanism in certain environment and material combinations and may be used to 



assess the severity of the deleterious environment and to aid in analyzing service failures. Fatigue in inert environments 
(including vacuum) generally produces different fracture modes or fracture paths than does fatigue in deleterious 
environments. Good qualitative agreement between the observed fracture modes and fatigue crack growth kinetics can be 
expected. In some cases, excellent quantitative correlation between fracture surface morphology and fatigue crack growth 
kinetics has been reported. 
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Appendix: Crack Growth Test Methods for Specific Environments* 

The preceding article provides an overview of corrosion fatigue testing, with particular emphasis on corrosion fatigue 
crack growth of steels in high-temperature water. This appendix briefly reviews test methods for other environments and 
gives a brief summary of environmental effects on fatigue of selected nonferrous alloys. Environmentally assisted fracture 
of specific alloys is covered elsewhere in this Volume. 

Vacuum and Gases at Room Temperature 

One of the most critical considerations for fatigue tests in vacuum and gaseous environments is the maintenance of the 
purity of (and the reduction and measurement of the impurity level in) the test environment. As mentioned above, small 
amounts of contaminants (impurities) in the test environment can lead to fatigue crack growth rates that are not 
representative of the resistance of the material to fatigue crack growth in that environment. 

A clean environmental test chamber that provides a very low background pressure and quantifiable impurity levels (below 
10-7 to 10-6 Pa, or 7.5 × 10-10 to 7.5 × 10-9 torr) is essential, even if the tests are to be carried out in gaseous environments 
at relatively high pressures (i.e., above the background). 

Environment Containment. An all-metal environmental test chamber with mechanical-force feedthroughs is preferred 
for the study of environmentally assisted fatigue crack growth in vacuum and gaseous environments. Stainless steels are 
suitable materials for the environmental test chamber, with copper used as the gasketing material. The test chamber 
usually is equipped with a glass viewport that enables the operator to visually monitor the progress of the experiment. 

With adequate pumping, the background pressure in the clean test chamber is usually below 10-6 Pa (7.5 × 10-9 torr). 
Maintaining an ultraclean test system is important, because a small amount of impurities can either significantly reduce or 
accelerate the fatigue crack growth rate, depending on the material and the types of impurities. 

To achieve a low background pressure, the test chamber frequently is baked out (with the test specimen in place) at a 
temperature above ambient (60 to 400 °C, or 140 to 750 °F) to remove adsorbed and absorbed gases on the chamber wall. 
The bakeout temperature should be considerably below the tempering or aging temperature of the test material to ensure 
that the microstructure and the mechanical properties of the test material are not altered by the bakeout process. For 
example, the first-step artificial aging temperature for high-strength 7050-T7451 aluminum alloy is 121 °C (250 °F). The 
bakeout temperature for the test chamber is thus normally kept below 80 °C (175 °F). 

Environment. Only high-purity, laboratory-grade gases should be used. Additional purification and dehumidification of 
the gas is recommended by passing it through a molecular-sieve purifier and a cold trap (-196 °C, or -321 °F) before 
allowing the gas to enter the test chamber. Gas pressure in the environmental test chamber is usually controlled by 
admitting the gas through a variable-leak valve. 



If the test environment contains a toxic gas (such as hydrogen sulfide) or a combustible gas (such as hydrogen or 
methane), a protective hood with negative suction pressure should be used to enclose the test chamber or the entire test 
system. The test chamber should be purged thoroughly with an inert gas, such as argon or nitrogen, before it is reopened 
to the atmosphere. 

If water vapor is used as the test environment, it can be drawn through the variable-leak valve from a high-purity reservoir 
that is attached to the test chamber. Deionized distilled water in the reservoir should be purified further by subjecting it to 
repeated freezing/pumping/thawing cycles to remove residual dissolved gases in the water (Surface Science, Vol 64, 
1977, p 617). 

Certain gases can decompose or react with containment vessels over time. For example, hydrogen sulfide can react with a 
stainless steel container to produce hydrogen. Provision must be made to remove the product gases before the test gas is 
admitted into the test chamber. 

Finally, if the environment consists of mixed gases, the gas at the lowest partial pressure should be admitted first. If 
premixed gases are used, they must be thoroughly mixed in the supply reservoir to minimize stratification. 

If test conditions such as gas pressure, test frequency, or applied load are changed during fatigue testing, a transient 
period may occur before the material assumes the steady-state fatigue crack growth rate that corresponds to the new test 
condition. The duration of this transient period depends on several variables, including the type of material, the test 
environment, and the magnitude of the change in test conditions. 

High-Temperature Vacuum and Oxidizing Gases 

Fatigue testing in elevated-temperature vacuum and oxidizing environments requires a carefully designed vacuum test 
chamber. The chamber must keep the test specimen in a vacuum or oxidizing gas environment, allowing forces to be 
applied to the specimen, a means to measure crack length, and a method of applying and controlling the specimen 
temperature. 

Variables that can affect fatigue crack growth rate at high temperature are time and rate dependent or structure dependent. 
Examples of time- and rate-dependent variables are oxidation and creep (Fig. 21). Structure-dependent variables include 
phase transformations, nucleation and growth of new and existing phases, and grain growth. When fatigue crack growth 
rate test data are reported for these environments, test temperature, vacuum pressure, partial pressure of oxidizing gas, 
waveform type, waveform frequency, and stress ratio must be reported. Additional information on high-temperature 
fatigue crack growth testing is given in the article "Fatigue Crack Growth Testing" in this Volume. 



 

FIG. 21 HIGH-TEMPERATURE FATIGUE CRACK GROWTH OF TWO NICKEL-BASE SUPERALLOYS. (A) HASTELLOY 
X AT 760 °C (1400 °F) WITH R = 0.05. (B) NASA 11B-7 AT 650 °C (1200 °F) WITH R = 0.05. 

Environment Chambers. Materials used in the test chamber should be selected to minimize outgassing in vacuum. For 
example, many plastic materials contain plasticizers, which slowly outgas in vacuum. These types of materials limit the 
ultimate vacuum obtainable. Stainless steel is suitable for the manufacture of the main test chamber. Components in the 
chamber should be designed for fast outgassing. When threaded components are used in the test chamber, channels should 
be machined in the threads to allow paths for fast outgassing. 

For vacuum levels of 6.5 × 10-5 Pa (5 × 10-7 torr), O-rings provide sufficient sealing; for higher vacuum levels, copper 
gaskets should be used. Electricity, water, radiofrequency, and the thermocouple can be input into the chamber using 
standard vacuum feedthroughs. 

Specimen Heating and Temperature Control. Induction heating is the only suitable method to heat test specimens in 
vacuum and oxidizing environments. Radiofrequency generators with frequencies of 200 to 500 kHz are used for 
induction heating of test specimens. The induction coils should be made of copper and have no insulating coating. When 
oxidizing gases are introduced into the test chamber, a certain pressure range exists at which the gases will be ionized 
between the specimen and induction coils. In this pressure range, it is impossible to heat the specimen, because the radio 
frequency field arcs and shuts off the radiofrequency generator. To continue testing, the gas pressure must be either 
increased or decreased. 



Two types of temperature controllers that are suitable for induction heating are thermocouple and infrared controllers. 
Each controller type has advantages and disadvantages. Infrared temperature controllers measure and control temperature 
from the spectral energy density emitted from the test specimen over a certain wavelength range. These measurements are 
noncontacting but require a clear optical path from the sensor head to the test specimen. Infrared temperature controllers 
have a minimum temperature measurement capability of approximately 350 °C (660 °F). Two-color infrared controllers 
eliminate errors due to transmission loss and emissivity changes, but they have a minimum temperature measuring 
capability of 700 °C (1290 °F). 

Thermocouple temperature controllers are also used in vacuum test chambers. A variety of thermocouple types can be 
used, depending on the temperature range and the required durability of the thermocouple. For example, American 
National Standards Institute type S and type K thermocouple temperature ranges overlap, but for long-term tests of more 
than one week, type S thermocouples are preferred because they are more oxidation resistant. This would not be a 
consideration in a high-vacuum environment. Thin thermocouple wire less than 0.25 mm (0.01 in.) in diameter must be 
used to eliminate inductive heating of the thermocouple wire. With some temperature controllers, it is necessary to filter 
out radiofrequency noise in the thermocouple with a passive inductor/capacitor-type filter. 

Test Specimens. Because high-temperature vacuum requires specimen heating by induction, many of the standard 
fracture mechanics test specimens cannot be used. Center-cracked tension and single-edge notched specimens are 
commonly used, because it is relatively easy to maintain the specimen gage section at uniform temperature with induction 
heating. When tests are conducted at high vacuum levels or low oxidizing gas partial pressures, specimen thickness may 
affect crack growth rate, because transport of the oxidizing gas to the crack tip may be the rate-limiting factor. 

Aqueous Solutions at Ambient Temperature 

Fatigue studies in aqueous solutions at ambient temperatures present fewer problems experimentally than many of the 
other environments considered in this article. Nevertheless, it is often the case that the most frequent problem in 
determining the validity of corrosion fatigue data lies with the control and monitoring of the bulk water chemistry and the 
monitoring and recording of the electrochemical potential. 

Environment Containment. Glass and plastics are suitable materials for environmental test chambers and ancillary 
pipework for aqueous solutions at ambient temperatures. At elevated temperatures (>60 °C, or 140 °F), however, 
dissolution of silicates from glassware can inhibit corrosion. Dissolution of plasticizers from certain plastics (e.g., 
polypropylene) is also a concern. Flexible plastics, such as twin-pack casting silicone rubber, have proved to be useful in 
the vicinity of the fatigue specimen. 

A corrosion fatigue test cell that avoids the need for a water-tight seal at the specimen is shown in Fig. 22. Normal 
specimen movement and any sudden fracture event can be accommodated without catastrophic consequences. Highly 
effective seals between plastic and metal surfaces can be made with silicone rubber caulking compounds, if necessary, 
although sufficient time must be allowed for escape of the acetic acid solvent base. 



 

FIG. 22 TYPICAL CORROSION FATIGUE TEST CELL. MAINTENANCE OF THE EQUILIBRIUM OXYGEN 
CONCENTRATION IS ENSURED BY CASCADING THE SOLUTION IN THE CIRCULATION RIG. 

Fatigue specimens of passive metals such as aluminum, titanium, and stainless steel may be subject to crevice corrosion 
under the caulking compound unless a primer and epoxy paint coat are applied initially to the metal surface. Gasket seals 
using O-rings, for example, can also form a satisfactory seal, but generally are more expensive to engineer and can also be 
subject to crevice corrosion in some configurations. The decision to circulate the environment depends on the application 
and the extent of any problems in controlling water chemistry. 

Water Chemistry. The prevailing water chemistry and the electrode potential of the material in its environment in the 
field are essential factors in any simulation experiment. Accelerated fatigue cracking can occur in a number of 
environments, including seawater, salt water/salt spray, and body fluids. These must be reproduced as closely as possible 
in the laboratory, although limitations are necessarily imposed in simulating aspects of complex environments, such as the 
biological activity of seawater. 

The importance of reproducing the service environment as closely as possible is illustrated by comparing the behavior of 
metals in sodium chloride and in seawater. The buffering action of seawater associated with dissolved 
bicarbonate/carbonate can result in the formation of calcareous scale under cathodic protection, which can precipitate in 
cracks and influence the cyclic crack opening and closing, thus affecting crack growth rates. Substitute ocean water, as 
described in ASTM D 1141, usually is a satisfactory substitute for seawater, but some differences have been observed in 
relation to the rate of calcareous scale formation and the rate of corrosion fatigue growth. 

Laboratory solutions should be prepared using the purest chemicals available in distilled or deionized water. 
Concentrations at the level of parts per million can have profound effects on electrochemistry and corrosion. 

Several variables must be measured and controlled when simulating an aqueous environment: solution purity, 
composition, temperature, pH, dissolved oxygen content, and the flow (circulation) rate of the solution. 

Acidified Chloride 

Investigations performed in acidified chloride, particularly at high temperature, pose unique problems. These include not 
only experimental barriers, such as suitable containment and seal materials and sensitivity to low-level oxidizing species, 
but also interpretational complexities, such as the effects of pitting and crevice processes on enhancement or retardation 
(by blunting) of crack initiation and growth. Care must be exercised in designing and conducting experiments to ensure 
personnel and equipment safety and to ensure proper simulation, control, and monitoring of environmental parameters. 



Below 100 °C (212 °F). Materials and techniques for solution containment depend on the test temperature regime. 
Below the boiling point in solutions containing dissolved oxygen, a primary design concern is to prevent leaks that can 
damage equipment. A horizontal loading frame helps ensure that sensitive components are not readily damaged by leaks. 
Additionally, some specimen configurations (such as compact tension) permit the loading linkage to be placed above the 
solution, simplifying the choice of materials and seal designs. 

Testing in deaerated solutions may require careful selection of materials, depending on the sensitivity of the test to low 
oxygen concentration. For example, the clear, flexible tubing often used in laboratories is very permeable to oxygen. 
Additionally, some plastics degrade in acidic environments. 

Above 100 °C (212 °F), the propensity for pitting and crevice attack increases, the internal pressure rises, the design 
strength of some materials (e.g., titanium) begins to decrease, and good seal design (particularly for sliding seals) is 
crucial. Pitting and crevice potential studies show that the resistance of iron- and nickel-base alloys in environments 
containing chloride decrease from room temperature to about 200 °C (390 °F). 

The best approach for selecting pressure boundary materials is to combine published data with recommendations from 
autoclave manufacturers and metals producers. No assumptions should be made regarding the performance of materials 
with varying environment. For example, commercial-purity titanium, which is often used in neutral and acidified chloride 
environments, performs very poorly in acidified chloride under reducing conditions, in acidified environments containing 
sulfate, and in caustic environments at high temperature. Addition of a small amount (0.2%) of palladium (grade 7) 
greatly improves resistance in acidified environments that contain sulfate. 

Above 200 °C (390 °F), materials selection is particularly difficult. In general, for acidified chlorides, commercial-
purity titanium is favored under oxidizing conditions (containing oxygen, iron ion, or copper ion), while zirconium (for 
example, UNS R60702) is favored for reducing environments. Zirconium alloys are highly intolerant of fluoride. In some 
cases, high-strength materials, such as Ti-6Al-4V or the Hastelloy C series alloys, are required, although there is generally 
a loss in corrosion resistance. Liners of Teflon or tantalum are options in some instances. 

Because of its effect on the autoclave and test results, control of the oxidizing nature of the environment is often critical. 
In addition to oxidizing species, such as oxygen, iron ions, and copper ions, care in the use of externally applied potential 
is required. The autoclave may be polarized into a harmful regime if ground loops exist, or if it is used as the 
counterelectrode. A similar result can occur if the autoclave contacts a dissimilar metal. 

Because of the rate and extent of expansion on leakage, hot pressurized water poses a serious safety hazard. Each 
autoclave must have a pressure-relief device attached to it, preferably in a fashion that does not permit bypassing or 
isolation. Selection of the pressure-relief device must account for the pressure, environment (often gold-coated elements 
are used in rupture disks), and temperature at which the device actually operates. Additionally, autoclaves, particularly 
when used in aggressive environments, must be examined regularly for damage resulting from pitting, crevice attack, 
general corrosion, hydriding, and so forth. 

Pressure testing coupled with dimensional checks must also be performed. Manufacturers offer this service and will 
usually provide the test details. Test pressure and dimensional tolerances are a function of autoclave design, material, and 
temperature of use. Leaks may also occur in tubing and in valves, which are often difficult to inspect or test. Leaks almost 
always develop slowly. Nevertheless, a relatively rapid, controlled method for depressurizing the system should be 
included in the system design. 

For some applications, inexpensive miniature autoclaves can be custom fabricated. The small internal volume of these 
devices is an advantage if a leak occurs in the system. 

Liquid Metal Environments 

Liquid metals (sodium, potassium, and lithium, for example) are frequently used in heat-transport applications at elevated 
temperatures. Such applications include liquid-metal-cooled nuclear reactors, first-wall coolant for fusion devices, and 
heat-transport systems in solar collectors. These applications often involve cyclic temperature and/or pressure 
fluctuations, as well as other sources of cyclic stresses. For this reason, knowledge of the fatigue crack propagation 
behavior of structural alloys in the liquid metal environments is sometimes necessary. 



Generally, liquid metals react (in some cases, quite violently) with air and/or water vapor; therefore, testing systems must 
be designed to exclude both air and water. Three basic designs have been developed to expose the specimen (or crack 
region of a specimen) to the liquid metal environment, while excluding air, water, and other contaminants. 

The simplest method uses a sealed environmental chamber attached to the specimen that completely surrounds the notch 
and crack extension plane in a compact-type specimen. The small environmental chamber contains the liquid metal but 
does not extend to the region of the loading holes; hence, the loading pins, clevis grips, and remainder of the load train are 
not subjected to the liquid metal environment. 

Relative motion across the notch and crack area is accommodated by bellows. This type of system has the advantages of 
simplicity and low cost. The main disadvantage is that the liquid metal is static; hence, the characteristics of large heat 
transport systems (e.g., mass transport due to nonisothermal operation) cannot be studied. 

The second type of system, a circulating loop, is much more costly to build and operate, but it can be used to study 
potential effects on fatigue crack propagation such as mass transport, which occurs during carburizing, decarburizing, and 
dissolution of alloying elements. A third type of system consists of an open crucible (containing the test specimen 
immersed in static liquid metal) that is located within an inert gas cell or glovebox. This type of system is relatively 
inexpensive to build and operate, but it has the greatest potential for exposure to air and other contaminants. 

Austenitic stainless steels generally have been used in the construction of current systems, and their use has been 
satisfactory. System designers should consider, however, that under some conditions mechanical properties (tensile, stress 
rupture, etc.) can be influenced by long-term exposure to liquid metals. 

Typical results for fatigue crack propagation behavior of austenitic stainless steels in a liquid sodium environment are 
documented in Ref 29 and 30. In most cases, fatigue crack propagation rates are lower in sodium environments than in 
elevated-temperature air environments. The relatively benign nature of sodium environments also leaves the fracture faces 
in excellent condition for viewing with optical microscopes, scanning electron microscopes, or transmission electron 
microscopes. 

Steam or Boiling Water with Contaminants 

Corrosive environments, such as steam or boiling water with contaminants, come in contact with many structural 
components. To assess the structural integrity of machine hardware, testing in the environments of concern is essential. 
Fatigue crack growth testing in corrosive environments requires special care because of the presence of corrosive 
mediums and testing complexity. 

Environment Containment. Special designs are required to accommodate fatigue crack growth testing in steam or 
boiling water with contaminants. If the environmental pressure and temperature are moderate, for example at a pressure of 
500 kPa (72.5 psi) and a temperature of 100 °C (212 °F), simple stainless steel O-ring sealed chambers can be clamped to 
each side of the specimen in which cracking will occur. If necessary, the test environment can be circulated through the 
chamber at a controlled flow rate. 

If the environmental pressure and temperature are high, for example in steam at a pressure of 7.2 MPa (1040 psi) and a 
temperature of 288 °C (550 °F), a chamber that encloses the test specimens must be constructed. Composition of the test 
environment must be carefully analyzed before and after the experiment, given the variety of possible chemical effects on 
crack growth rates. (See Fig. 23 and 24 as examples for selected alloys.) 



 

FIG. 23 EFFECT OF HYDRAZINE ON FATIGUE CRACK GROWTH RATES OF (A) 403 STAINLESS AND (B) TI-6AL-
4V. ENVIRONMENT: 0.1 G NACL + 0.1 G NA2SO4 (G/100 ML H2O) IN BOILING WATER (100 °C, OR 212 °F). 
STRESS RATIO = 0.8. 



 

FIG. 24 EFFECT OF PH ON NEAR-THRESHOLD FATIGUE CRACK GROWTH RATES OF (A) TYPE 403 STAINLESS 
AND (B) TI-6AL-4V. ENVIRONMENT: 0.1 G NACL + 0.1 G NA2SO4 (G/100 ML H2O) IN BOILING WATER (100 °C, 
OR 212 °F). STRESS RATIO = 0.8 

Dissolved Oxygen. Control and measurement of dissolved oxygen levels in the steam environment are of prime 
importance, because oxygen can affect fatigue crack propagation rate properties. Oxygen content can be controlled by 
bubbling argon or nitrogen through the water reservoir, or by maintaining a hydrogen overpressure. Oxygen content can 
be measured by using a colorimetric technique or by using oxygen analyzers that can continuously monitor oxygen in the 
parts per billion range. 
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Introduction 

MEASUREMENT OR DETECTION of fatigue cracks and damage can, in general terms, be classified into the following 
two application areas: laboratory methods and field service assessment methods. Specific techniques for these two areas 
of application are summarized in Table 1. Several techniques are available to detect crack initiation and measure crack 
size for laboratory and field applications. 

TABLE 1 APPLICATIONS OF THE METHODS AVAILABLE FOR DETECTING FATIGUE CRACKS 

METHOD  APPLICATION  
OPTICAL  DETECTING FATIGUE CRACKS IN THE LABORATORY  
COMPLIANCE  DETECTING FATIGUE CRACKS IN THE LABORATORY  
ELECTRIC 
POTENTIAL/KRAK GAGE  

DETECTING FATIGUE CRACKS IN THE LABORATORY AND 
DURING SERVICE  

GEL ELECTRODE IMAGING  DETECTING FATIGUE CRACKS IN THE LABORATORY  
LIQUID PENETRANT  INSPECTING STRUCTURAL COMPONENTS IN THE 

LABORATORY AND DURING SERVICE  
MAGNETIC PROPERTY  DETECTING FATIGUE DAMAGE IN THE LABORATORY AND 

INSPECTING STRUCTURAL COMPONENTS DURING SERVICE  
POSITRON ANNIHILATION  RESIDUAL LIFE ESTIMATION AND FATIGUE DAMAGE IN 

THE LABORATORY  
ACOUSTIC EMISSION  LABORATORY AND IN-FIELD TESTING  
ULTRASONICS  LABORATORY AND IN-FIELD TESTING  
EDDY CURRENT  LABORATORY AND IN-FIELD TESTING  
INFRARED  LABORATORY AND IN-FIELD TESTING  
EXOELECTRONS  RESIDUAL LIFE ESTIMATION IN THE LABORATORY  
GAMMA RADIOGRAPHY  LABORATORY AND IN-FIELD TESTING  
SCANNING ELECTRON 
MICROSCOPE  

BASIC UNDERSTANDING OF THE CRACK INITIATION AND 
GROWTH MECHANISMS  

TRANSMISSION ELECTRON 
MICROSCOPE  

BASIC UNDERSTANDING OF THE CRACK INITIATION AND 
GROWTH MECHANISMS  

SCANNING TUNNELING 
MICROSCOPE  

UNDERSTANDING OF THE CRACK NUCLEATION 
PHENOMENA  

ATOMIC FORCE 
MICROSCOPE  

DETECTING FATIGUE CRACK INITIATION  

SCANNING ACOUSTIC 
MICROSCOPE  

DETECTING FATIGUE CRACK INITIATION  

X-RAY DIFFRACTION  DETECTING FATIGUE DAMAGE AND RESIDUAL STRESSES 
IN THE LABORATORY   



This article describes and compares the test techniques listed in Table 1. An attempt is made to include methods that are 
available for monitoring crack initiation and crack growth. Some methods (such as x-ray diffraction) for obtaining 
information on fatigue damage in test specimens are also included. The fatigue damage can be considered as the 
progressive development of a crack from the submicroscopic phases of cyclic slip and crack initiation, followed by the 
macroscopic crack propagation stage, to final fracture. These three stages are important in determining the fatigue life of 
structural components. In many cases, crack initiation can, however, be the dominant event for life analyses and design 
considerations, such as the applications of S (applied stress) versus N (fatigue-life cycle) curves. Furthermore, crack 
initiation is the precursor of fatigue failure. If the early stage of crack initiation can be detected and the mechanisms of 
crack initiation can be better understood, fatigue failure may be prevented. 

Each method in Table 1 is summarized in the following sections along with a brief discussion of principles underlying 
each method. When selecting a method for fatigue crack detection or monitoring, oftentimes the sensitivity or crack size 
resolution plays a dominant role in the selection. The resolution of crack detection methods can range from 0.1 m to 0.5 
mm as summarized in Table 2. The resolution depends on the specific technique, component geometry, surface condition, 
physical accessibility, and phenomenon responsible for crack initiation. While selecting a technique for crack detection, 
the sensitivity or crack size resolution plays a dominant role. For a higher crack size resolution requirement, the choice 
should be a method having greater sensitivity. 

TABLE 2 SUMMARY OF THE CRACK DETECTION SENSITIVITY OF THE METHODS AVAILABLE FOR 
DETECTING FATIGUE CRACKS 

METHOD  CRACK DETECTION 
SENSITIVITY, MM  

GAMMA RADIOGRAPHY  2% OF THE COMPONENT THICKNESS  
MAGNETIC PARTICLE  0.5  
KRAK GAGE  0.25  
ACOUSTIC EMISSION  0.1  
EDDY CURRENT  0.1  
OPTICAL MICROSCOPE  0.1-0.5  
ELECTRIC POTENTIAL  0.1-0.5  
MAGNETIC PROPERTY  0.076  
ULTRASONICS  0.050  
GEL ELECTRODE IMAGING  0.030  
LIQUID PENETRANT  0.025-0.25  
COMPLIANCE  0.01  
SCANNING ELECTRON MICROSCOPE  0.001  
TRANSMISSION ELECTRON MICROSCOPE  0.0001  
SCANNING TUNNELING MICROSCOPE  0.0001   

Techniques listed in Table 1 can be used for either lab or field use, with some suitable for both. For example, the eddy 
current technique is used as an inspection tool and as a laboratory tool. Generally, one technique may not satisfy all 
requirements, and hence, a combination of two or more techniques may be utilized. For example, one may utilize the 
compliance technique for measuring the crack initiation and propagation behavior, and the mechanisms involved in the 
fatigue process could be examined using the scanning electron microscope. 

Table 3 is a collection of sample testing and material parameters from several investigations (Ref 1, 2, 3, 4, 5, 6, 7) 
including loading type, specimen type, material, environment, crack initiation site, crack detection method, and 
sensitivity. For example, loading condition could be bending, axial, reverse bending, tension, and mode II loadings. 
Specimen types could be plate, welded plate, cylindrical bar, compact-type (CT) specimen, blunt-notched specimen, and 
three-point bend bar. Test environments have been air, water, vacuum, hydrogen, helium, and oxygen. 

TABLE 3 TESTING PARAMETERS ADOPTED BY SOME FATIGUE RESEARCHERS 



LOADIN
G TYPE  

SPECIMEN 
TYPE  

MATERIA
L  

ENVIRONMEN
T  

CRACK 
DETECTION 
METHOD  

SENSITIVIT
Y, 
MM  

RE
F  

REVERSE 
BENDIN
G  

PLATE  ALPHA 
IRON  

AIR AND 
VACUUM  

SCANNING 
ELECTRON 
MICROSCOPY 
REPLICA  

0.001  1  

AXIAL  PLATE  ALPHA 
IRON  

AIR  TRANSMISSIO
N ELECTRON 
MICROSCOPY 
REPLICA  

0.0001  2  

TENSION  COMPACT 
TYPE WITH 
BLUNT 
NOTCH  

316 
STAINLESS 
STEEL  

AIR AND COAL 
PROCESS 
SOLVENT  

OPTICAL 
MICROSCOPE 
AND KRAK 
GAGE  

0.25  3  

BENDIN
G  

PLATE  HT-80 
STEEL 
WELDMEN
T  

SEA WATER  COMPUTER 
IMAGE  

. . .  4  

MODE II  NOTCHED 
PLATE  

4340 STEEL  AIR, WATER, 
AND 
HYDROGEN  

OPTICAL 
MICROSCOPE  

0.1  5  

AXIAL  PLATE  SILVER  HELIUM AND 
OXYGEN  

SCANNING 
TUNNELING 
MICROSCOPE  

0.0001  6  

AXIAL  CYLINDRICA
L BAR  

4340 
STEEL  

AIR  ACOUSTIC 
EMISSION  

0.1  7  
 

Other reviews on techniques for detecting fatigue crack initiation and propagation are provided by Allen et al. (Ref 8) and 
Liaw et al. (Ref 9). More detailed information on the probability of detecting cracks is addressed in the article "NDE 
Reliability Data Analysis" in Volume 17 of the ASM Handbook, Nondestructive Evaluation and Quality Control. 
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Crack Measurement for Specimen Testing 

Laboratory methods for developing fatigue life (S-N or ε-N) and crack growth (da/dN versus ∆K) are described elsewhere 
in this Volume and in Ref 10. General aspects of S-N or ε-N testing are discussed in this Volume in the article "Corrosion 
Fatigue Testing," while crack growth testing and crack monitoring techniques are described in detail in the article 
"Fatigue Crack Growth Testing." Nonetheless, this section briefly summarizes the key methods for detecting and 
monitoring fatigue cracks in laboratory specimen testing as reference information prior to discussions of methods suitable 
for field or service life assessment. 

Optical methods are often used to characterize fatigue crack growth, and numerous investigators have utilized this 
technique. Monitoring crack length is usually done by a traveling microscope, and the crack on the specimen surface is 
observed usually at a magnification of 20 to 50×. The crack length is measured as a function of cycles at intervals so as to 
obtain an even distribution of da/dN versus ∆K. Traveling microscopes usually have a repeatability of 0.01 mm, and the 
interval between measurements is typically about 0.25 mm. To aid in crack-length measurements, scribe marks are often 
applied on specimens. 

Surface characteristics of a metal object at two different times in its fatigue life can be correlated when coherent optical 
techniques are employed as shown by Marom and Mueller (Ref 11). They reported that the degree of correlation prevalent 
between these two states may be used for detecting the onset of fatigue failure and the subsequent formation of fatigue 
cracks. A stroboscopic light source arrangement to observe specimens during fatigue testing has been reported (Ref 10). 
Cracks can be detected with good sensitivity provided the light is triggered at the time of the maximum tensile stress, and 
the specimen observation is conducted at moderate magnification. 

The optical technique is simple and inexpensive, and calibration is not required (Ref 12). Accurate measurements can be 
performed provided corrosion or oxidation products are not formed during testing. Crack length is usually underestimated 
with this method. This technique has the following limitations:  

• IT IS TIME CONSUMING.  
• AUTOMATION IS EXPENSIVE.  
• THE SPECIMEN MUST BE ACCESSIBLE DURING THE TESTING.  

The compliance method is based on the principle that when a specimen is loaded, a change in the strain and 
displacement of the specimen will occur. These strains and displacements are altered by the length of the initiated crack. 
Crack length can be estimated from remote strain and displacement measurements. However, each specimen/crack 
geometry requires separate calibration that can be either experimental or theoretical. The methods used to measure 
changes in compliance include crack-opening displacement (COD), back-face strain, and crack-tip strain measurements 
(Ref 12 and 13). 

The compliance method typically has a crack-length detection sensitivity of 10 μm, and more detailed discussions on the 
use of the method in specimen testing is contained in the article "Fatigue Crack Growth Testing" in this Volume. Duggan 
and Proctor (Ref 14) also have provided a good review of crack-length measurements from specimen compliance 
changes. Compliance-crack-length relationships has been given for most of the common fatigue crack growth specimen 
configurations (Ref 15, 16). The compliance method enables crack growth measurements with accuracies similar to 
optical and electrical methods in the case of long cracks and high crack growth rates (Ref 13). The strain gage method is 
more suitable than the crack-opening displacement measurement in high-frequency fatigue tests. The unloading elastic 
compliance method is applicable for both short and long crack measurements 



Each compliance method has its own merits and demerits. For example, the COD method is less expensive, the specimen 
need not be visually accessible, and it provides an average crack-length figure. However, separate calibration tests are 
required in some cases. Richards (Ref 12) also has summarized the advantages and limitations of the various compliance 
techniques, such as COD, back-face strain, and crack-tip strain measurements as described below. 

The COD method has the following advantages: it can be used from nonaggressive to aggressive environments and for 
various geometry configurations that behave in an elastic manner; its costs range from low in room-temperature air tests 
to moderately expensive in high-temperature aggressive environments; it can be used as a remote method and is easily 
automated; and it produces an average crack-length figure where crack-front curvature occurs. The COD technique, 
however, has its limitations: separate calibration tests are warranted in some instances, and it is used for specimens where 
time-dependent, time-independent, and reversed-plasticity effects are small. 

The back-face strain method has the following advantages (Ref 12): cost ranges from low in room-temperature tests to 
moderately expensive in high-temperature tests, remote method, easy automation, and crack length increases of 10 μm 
can be resolved. However, this technique could be used only for specimens where time-dependent, time-independent, and 
reversed plasticity effects are small. 

The crack tip strain measurement is applicable to various specimen geometries and detects crack initiation even in a large-
scale plasticity condition. However, it cannot be used for large specimens where the surface behavior is not identical with 
the crack growth in the interior. 

Electric Potential Measurement. The existence of a crack or defect in an electrical field can introduce a perturbation 
which, if measured, can be interpreted in terms of crack size and shape. The electric field can be produced by means of 
direct potential or alternating potential. In this method, a constant current is passed through a cracked test specimen, and 
the change in the electric potential across the crack, as the crack propagates, is monitored and measured. When the crack 
length increases, the uncracked cross-sectional area of the specimen decreases and the electrical resistance increases. This 
is reflected as an increase in the potential difference between two points across the crack. The calibration curves are 
established by monitoring this potential increase against a reference potential and plotting it as a function of crack length 
to specimen width ratio. The electrical potential crack monitoring technique is discussed in detail in the article "Fatigue 
Crack Growth Testing" in this Volume, but a brief description of the direct potential (with a krak gage technique) and 
alternating current (ac) methods are summarized below. 

In general, electric potential methods can be used for detecting crack initiation as well as for measuring the propagation 
rate in the laboratory. If proper calibration is established, this method can be used for predicting residual life as well. This 
can be used for room-temperature applications as well as high-temperature applications. Typically, the crack-detection 
sensitivity of this method ranges from 0.1 to 0.5 mm. For the Krak Gage technique, the crack detection sensitivity is 
around 0.25 mm. Richards (Ref 12) and Watt (Ref 17) have summarized the relative advantages and disadvantages of dc 
(direct potential) and ac potential difference methods, as described below. 

The direct potential (DP) method uses the changing potential distribution around a growing crack when a constant 
direct current is passed through the specimen. This is usually monitored by measuring the potential difference between 
two probes, which are placed on either side of the crack. The technique relies on the relationship between the crack length 
and the measured potential, which can be determined either by empirical or theoretical means. The basic equipment for 
the DP method consists of a source of constant dc current and a means of measuring the potential differences that are 
produced across the crack plane. 

The direct potential technique is simple, robust, and of relatively low cost. It is amenable to automation and for long-term 
high-temperature testing but is well established for only certain specimen geometries. Theoretical relationships are 
limited, and hence the potential difference and crack-length relationship needs to be established through calibration tests. 
Furthermore, the method has the limitation of not distinguishing between the crack extension and external dimensional 
changes of the specimen that would typically occur during general yielding and is not suitable for large specimens. The 
possible interference of electrochemical conditions near the crack tip cause some uncertainty in corrosion fatigue and 
stress-corrosion studies. For the DP method, the sensitivity level has been reported from 0.1 to 0.5 mm based on a review 
of the measurements documented in Ref 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28. 

The Krak Gage technique utilizes an indirect dc potential measurement method, and Liaw et al. have utilized this gage for 
fatigue studies (Ref 29, 30, 31). Krak Gage is a registered tradename of Hartrun Corperation (Chaska, MN) and is a 
bondable, thin, electrically insulated metal foil of certain dimensions photoetched from a constantan alloy. The gage 



backing is made of a flexible epoxy-phenolic matrix that provides the desired insulation and bonding surface area similar 
to the technology of foil-type strain gages. Conventional and well-established foil strain-gage installation methods can be 
applied to the bonding and installation of such a gage to test samples. The gage is bonded to the specimen under 
investigation such that when a crack is initiated in the material, it will also propagate in the bonded Krak Gage. 

A constant current source of the order of 100 mA is used to excite the low-resistance gage, as shown in Fig. 1. A 
propagating crack produces a large change in the resistance of the gage and yields a sufficient dc output, proportional to 
crack length, of 0 to 100 mV for the full-scale rating of the gage. The output voltage of the gage is further amplified to a 
10 V dc full scale and is shown in Fig. 1(b). The precision in the geometry of the gage determines the accuracy and the 
linear relationship between the output voltage and the crack length. A typical length of the gage equals 20 mm and yields 
a crack-detection sensitivity of 0.25 mm. The potential generated is further amplified and displayed on a digital voltmeter. 
Furthermore, analog outputs are provided to readily interface with all conventional recording instrumentation, data 
acquisition systems, and computers for fully automated crack detection. 



 

FIG. 1 SCHEMATIC OF THE KRAK GAGE TECHNIQUE. (A) CONSTANT CURRENT CIRCUITRY. (B) OUTPUT 
VOLTAGE AMPLIFICATION CIRCUITRY. SOURCE: REF 29 

The ac electric potential method involves an ac source connected to the specimen such that the current flows 
perpendicularly to the crack. The ac field is typically limited to the thin skin at the metal surface and hence is effective in 
measuring crack dimensions at or near the specimen surface compared to the dc method. For the ac technique, the 
following crack-depth equation is applicable:  

D = (V/VO - 1)D/2  (EQ 1) 



where d is the crack depth, v is the measured electric potential, vo is the initial electric potential, and D is the separation 
distance of the output leads for measuring the potential. 

The ac electric potential method is applicable to all test geometries, involves simple calibration procedures, and has no 
specimen-size dependence. This technique can be easily automated and has high sensitivity suitable for large-specimen 
testing and for surface-crack detection in specimens and structures. Similar to the dc method, the ac method produces 
average crack length values and accommodates relaxation from linear elastic behavior. However, the ac method is 
relatively expensive, connection wires need to be carefully placed, electrical insulation of specimens are required, and 
long-term stability is difficult to achieve. Erroneous crack-length measurements can occur due to bridging of crack 
surfaces by corrosion products in both dc and ac methods. 

Wei and Brazill (Ref 32) utilized an ac potential method for monitoring fatigue crack growth rates in an ASTM A 542 
steel and reported that fatigue crack growth rates could be determined within ±20%. Their setup comprised an excitation 
circuit that supplied a constant ac current to the system and a measurement circuit that detected the ac potential drop 
across the system. 

For the CT specimen geometry, Wei and Brazill (Ref 32) established the relationship between the normalized ac potential 
and the crack length through a calibration test in which data pairs of crack length and potential were recorded during 
fatigue. The calibration crack length was taken as the five-point average of posttest measurements on the fracture surface 
obtained at the specimen side surface, quarter points, and midpoint. They normalized the potential measurements with 
respect to the initial potential of the uncracked specimen and obtained a calibration curve of crack length versus 
normalized ac potential for three specimens (Fig. 2). Also shown in Fig. 2 is the calibration data obtained for two 
specimens utilizing a dc system, and the curves were fitted using a third-order polynomial. The accuracy of the ac crack-
length measurement method was reported to be better than 1% for crack lengths from 20 to 45 mm. The ac system had a 
resolution better than 0.01 mm for a 20 nV resolution in the electric potential at an operating current of 1 A. 

 

FIG. 2 CALIBRATION CURVE FOR AC AND DC POTENTIAL SYSTEMS. SOURCE: REF 32 

Gel Electrode Imaging Methods. Gel electrode imaging is capable of detecting fatigue crack initiation. It is simple and 
possesses good sensitivity. Typically, the crack detection sensitivity of this method is of the order of 30 μm. This 
technique uses a hand-held probe for detecting and imaging short fatigue cracks in metallic components subjected to 
cyclic loading (Ref 33). The only precondition is that the metal surface be coated with a thin anodic film before fatigue 
testing. It can be used to follow the fatigue damage process without the need for dismantling the test fixture. Fatigue 



cracks as small as 0.01 mm can be easily imaged and provides discrimination of features, such as machining marks, 
scratches, or notches. 

The gel electrode imaging method is based upon a redox printing technique developed by Klein (Ref 34). Klein soaked a 
filter paper in an electrolyte containing potassium iodide, starch, and agar gel and squeezed it between the specimen and a 
metal cathode. On application of an electric potential, the potassium iodide is anodically oxidized to release iodine ions 
that react with the starch to form a black adsorption complex. This usually occurs at conductive flaws in the surface oxide 
film on the metal at the interface between the electrolyte and the positively polarized specimen. Klein mapped the 
distribution of high conductivity defective areas in anodic oxide films on several valve metals. 

Baxter (Ref 35) modified Klein's method and imaged fatigue cracks in 6061-T6 aluminum. He used a liquid drop 
electrode with a surface skin of dehydrated gel and pressed it against the specimen. During fatigue damage imaging, the 
current flows preferentially to thinner surface oxide regions that form during fatigue of the underlying metal. A thick 
layer of the surface oxide on the specimen is grown prior to the fatigue test, and during fatigue loading the thick oxide 
film develops microcracks exposing fresh metal surfaces. These regions rapidly reoxidize but only to a very thin layer, 
thus providing sites of high conductivity during subsequent imaging. 

Baxter printed the image on the gel tip and photographed it immediately in order to prevent the deterioration of the image 
that occurs at room temperature within a few hours. The current during imaging was recorded on a Nicolet digital 
oscilloscope and was then displayed on a recorder. The total charge flow was obtained by measuring the area under the 
curve. Figure 3 shows the experimental setup for developing image and recording current flow. 

 

FIG. 3 SCHEMATIC OF EXPERIMENTAL ARRANGEMENT FOR DEVELOPING IMAGE AND RECORDING CURRENT 
FLOW. SOURCE: REF 35 

The sensitivity and spatial resolution attainable by this method is determined by the amount of charge flow, which 
depends on the duration of the voltage pulse. The data obtained during imaging of virgin cracks with 10 and 25 ms pulses 
are shown in Fig. 4. The charge flow in the absence of a fatigue crack is indicated in the figure, and the data extrapolation 
indicate that fatigue cracks as small as 60 μm can be detected with a 10 ms pulse. The result corresponded well with the 
microscopic examination. 



 

FIG. 4 EFFECT OF CRACK LENGTH ON THE CHARGE FLOW DURING THE FORMATION OF AN IMAGE BY A 10 V 
PULSE. SOURCE: REF 35 
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Liquid Penetrant Method 

The liquid penetrant method involves the penetration of liquid to flow into the minute surface openings through capillary 
action (Ref 36). The test surface is covered with a penetrating liquid, then the excess liquid is removed after a particular 
period of time and a developing agent is then applied to the surface. A powder film is formed after drying of the 
developing agent, and it draws the liquid to the surface from the crack. 

The liquid penetrant method provides only crack length information, and cracks of the order of 1 μm can be detected. 
Typically, the crack detection sensitivity ranges from 0.025 to 0.25 mm. However, the crack depth information cannot be 
obtained by this technique. The sensitivity level of the method depends on the surface condition, crack morphology, and 
physical access to the components. The sensitivity spectrum of this method ranges from fine, tight cracks to broad, 
shallow, and open cracks. Using this method, only crack-length information can be obtained and cracks of the order of 1 

m in width can be detected. For field applications, the crack detection sensitivity ranges from 0.025 to 0.25 mm 
provided that the surface is clean, polished, and an appropriate penetrant is selected. 

The liquid penetrant technique is simple, applicable to nonmagnetic and magnetic materials, and possesses higher 
sensitivity than the magnetic particle method. However, only surface imperfections can be detected, and in components 
having high surface roughness or porosity, this method cannot be successfully employed. 

The liquid penetrant method is classified into four methods: water washable, postemulsifiable lipophilic, solvent 
removable, and postemulsifiable hydrophilic. The latter terms indicate the type of media that are required to remove the 
excess penetrant from the surface. For example, solvent removable requires a solvent, while water washable mandates a 
water spray. These methods are discussed in detail in ASM Handbook, Volume 17, Nondestructive Evaluation and 
Quality Control. 
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Magnetic Techniques 



Magnetic techniques are primarily used as inspection techniques for detecting fatigue cracks in structural components, 
and in particular, the magnetic particle method is widely used. However, these methods can be employed only for 
magnetic materials. Magnetic methods provide ways of following how the magnetic properties of materials change as a 
function of various factors, such as microstructure, heat treatment, chemical composition, and mechanical condition. The 
crack detection sensitivity of the magnetic method is of the order of 0.076 mm. 

Structure-sensitive magnetic properties, such as coercivity, remanence, permeability, susceptibility, and hysteresis loss, 
are intimately related to the microscale of domain sizes and orientations, and hence their measurements can be used to 
infer the microstructural state of the steel (Ref 8). Fatigue damage is associated with changes in dislocation density and 
dislocation structure, and thus could be measured by magnetic techniques. The different magnetic methods could be used 
for the measurement of fatigue damage and they are described below. 

Magnetic Barkhausen Effect. The Barkhausen effect (Ref 37) consists of discontinuous changes in the flux density 
known as Barkhausen jumps. These jumps are due to sudden irreversible motion of magnetic domain walls when they 
break away from pinning sites because of changes in the magnetic field H. By placing a search coil in the vicinity of the 
specimen undergoing a change in magnetization, a series of transient pulses of electromotive force will be induced across 
it and could be measured individually by counting and amplitude sorting or as a root mean square (rms) signal, as a 
function of magnetic field or as a scalar rms value (Ref 8). 

Karjalainen and Moilanen (Ref 38, 39) investigated the effects of plastic deformation and fatigue on the magnetic 
Barkhausen effect. They utilized a surface coil placed between two magnetizing pole pieces operating at 50 Hz and 
measured the root-mean-square Barkhausen signal with respect to an applied stress axis from the mild steel tensile sample 
in both parallel, Bp, and perpendicular, Bt, directions. The authors observed drastic changes in the Barkhausen signals 
occurring only after 5% of the fatigue life and suggested that the life of components could be determined using this 
technique. 

Magnetoacoustic Emission. Magnetoacoustic emission (MAE) is caused by microscopic changes in strain due to 
magnetostriction when the discontinuous irreversible domain wall motion of the non-180° domain wall occurs (Ref 40). It 
arises when ferromagnetic steels are subjected to a time-dependent field. A piezoelectric transducer bonded to the 
specimen could measure acoustic emissions, and the amplitude of MAE depends on the magnetostriction coefficient, 
frequency, and amplitude of the driving field. Because the stress alters the magnetocrystalline anisotropy, MAE should 
also change with the applied stress. 

The MAE technique is of recent origin and not well developed but is sensitive to fatigue damage. Ono and Shibata (Ref 
41) investigated several carbon steels, A533-B steel, and pure iron, using MAE. The magnetic field was alternated at 60 
Hz, and the maximum field was 25.5 kA/m rms. They used two acoustic emission transducers of different resonant 
frequencies and measured rms voltages at two frequency ranges. Also, the maximum applied stress level was 350 MPa in 
tension. They observed that the 1020 steel showed the highest acoustic emission response among the materials tested. 
They also reported that residual stress levels can be determined by monitoring the ratio of the outputs of the two acoustic 
emission transducers for a given material condition. 

Magnetic Particle Method. When a ferromagnetic material is magnetized, magnetic discontinuities that lie in a 
direction generally transverse to the magnetic field will set up leakage fields. The presence of this leakage field, and 
hence the crack or discontinuity can be detected by the application of finely divided magnetic particles over the surface, 
which tend to gather and are held by the leakage field. Thus, an outline of the discontinuity and its location, size, shape, 
and extent could be obtained from the magnetically held collection of particles. More details about this method are given 
in ASM Handbook, Volume 17, Nondestructive Evaluation and Quality Control. 

Magnetic particles are available in a variety of highly visible colors or as a fluorescent substance visible under a black 
light. Crack detection resolution depends on the type of magnetic particles applied. The magnetic particle accumulation 
could be used to ascertain crack length, but no useful information about crack depth is generated. It is used as an 
inspection technique for detecting cracks in structural components during service, and cracks with a major dimension of 
0.5 mm can be detected (Ref 36). 

Magnetic Flux Leakage. When a ferromagnetic material is magnetized, magnetic discontinuities, such as microcracks, 
voids, inclusions, and local stresses, give rise to magnetic flux leakage. The magnetic flux leakage could be measured 
utilizing a magnetometer, and the field components could be measured in three directions (perpendicular and parallel to 
the flaw and normal to the surface). 



Barton (Ref 42) monitored fatigue damage during stress cycling of SAE 4140 steel specimens using a high-frequency 
vibrating magnetic probe (60 kHz). He used various tensile and compressive stress levels and reported that fatigue 
damage signals were detected in the steel tubes well before gross crack development. Fatigue cracks were easily detected 
using this method, and he reported that the cracks could be detected with an accuracy of ±0.25 mm. Barton established a 
functional relationship between signal buildup and fatigue damage so that fatigue life could be predicted with good 
accuracy. The crack detection sensitivity of this method can be of the order of 0.076 mm (Ref 9). 

Magnescope. Jiles et al. (Ref 43) reported a portable inspection device that could be used for nondestructive evaluation 
of the mechanical condition of steel structures and components outside the laboratory. They showed the dependence of 
magnetic properties of four identical samples of rail steel as a function of number of fatigue cycles. Jiles et al. followed 
the changes in remanence and coercivity of the rail steel samples with expended fatigue life. He observed that the 
coercivity and remanence reduced drastically as the material approached failure. Thus, by measuring coercivity and 
remanence, one would be able to predict the remaining fatigue life. 
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Positron Annihilation 

Positron annihilation is a nondestructive method that may be utilized for predicting fatigue life. It involves injecting of 
positrons from a radioactive source and measuring positron lifetime as a function of fatigue cycles. It can provide a basic 
understanding of what stage the material is subjected to in terms of its total life. 

The positron-annihilation method obtains information about the state of imperfection of the solid based on the principle 
that when a positron is injected into a material, it annihilates with an electron within a few hundred picoseconds (Ref 8). 
During this process, it emits annihilation radiation in the form of two gamma rays that travel in opposite directions. The 



average behavior of a large number of positrons are usually determined, and the precision of the measurement has a direct 
dependence on the square root of the measurement duration. 

By measuring the positron lifetime in a solid, the state of imperfection of the solid can be deduced (Ref 44). The defects 
in crystals, such as dislocation or vacancy, serve as trapping sites for positrons. Hence, trapped positrons survive on an 
average longer than an untrapped positron. Untrapped positrons, on the other hand, annihilate with an electron in a more 
perfect region of the lattice. Thus, by measuring the average positron lifetime, the state of crystalline perfection can be 
ascertained with high sensitivity. 

In a similar manner, the state of imperfection of the solid can be deduced by measuring the Doppler broadening of the 
energies of gamma rays emitted during the annihilation events (Ref 44). Defect trap sites are deprived of higher energy 
core electrons, and hence a trapped positron has a higher probability of annihilating with a lower energy conduction 
electron. This trend is reflected as a narrowing of the energy distribution about the value of 511 keV. If the electron-
positron center of the mass was stationary, then 511 keV would be the gamma ray energy. Thus, the Doppler energy shift 
from the 511 keV can be considered to be due to the energy of the electron involved in the annihilation process. 

Fatigue damage increases defect concentration, such as dislocation and vacancies, in the test specimen and hence can be 
estimated from positron annihilation measurements. The fraction of positrons trapped at the defect sites increases with 
increase in fatigue damage, and hence saturation can occur at high damage levels. In order for positrons to be useful for 
actual applications, there has to be a reasonable balance between the trapping and annihilation processes (Ref 8). The 
existence of such balance and whether fatigue life could be monitored successfully using positron lifetime measurements 
can be determined only by empirical methods. 

In high-cycle fatigue testing, it typically takes several fatigue cycles before fatigue damage can be observed in a test 
specimen (Ref 8). With the inception of fatigue damage, a rapid buildup of damage occurs with sustained fatigue cycling. 
This damage can be easily followed using positron lifetime measurements since the positron response increases with 
increase in fatigue damage. This process continues and beyond a particular damage level, the positron response either 
flattens or increases very slowly. 

The positron mean lifetime measurements are conducted by sandwiching the positron source between two flat-faced 
portions of the test specimen with the two scintillator detectors positioned on the opposite sides of the sandwich (Ref 8). 
A 22Na source emits a 1.37 MeV marker gamma ray along with the positron at the same time. By measuring the time lag 
between the arrival of the marker gamma ray and of one of the annihilation gamma rays in the scintillators, the individual 
positron lifetime in the sample is established. 

The Doppler broadening measurements are typically conducted using a Ge(Li) detector, multichannel analyzer, and 
digital stabilizer (Ref 44) and has a resolution of 1.24 keV full width half maximum at the total count rate of 14 kHz. The 
changes in the spectrum of the annihilation photon energies are described using a shape factor. The shape factor 
represents the sum of counts in a peak region divided by the total counts in two wing regions. 

Lynn and Byrne (Ref 45) investigated AISI 4340 steels of Rockwell hardness levels (27 and 51 HRC) using cantilever 
bending fatigue cycles with a maximum stress of two-thirds of their corresponding yield stresses. Figure 5 summarizes 
their measurements. The mean positron lifetime decreased during fatigue for 51-HRC steel, and this was due to cyclic 
fatigue softening. However, fatigue hardening of the soft 27-HRC samples resulted in increasing the mean positron 
lifetime. The positron lifetime was 119 ps initially, and increased to 165 ps at fracture, thus indicating an increase in the 
number of defects. Also, the decrease in slope occurred at about 20% of the total fatigue life. 



 

FIG. 5 MEAN POSITRON LIFETIME IN PICOSECONDS VERSUS NUMBER OF FATIGUE CYCLES FOR 4340 STEEL 
OF INITIAL HARDNESSES. 27 AND 51 HRC. SOURCE: REF 45 

Alexopoulos and Byrne (Ref 46) conducted x-ray line broadening and positron lifetime measurements on 4340 steel with 
hardness of 30 HRC. In order to provide a better explanation and understanding for the increase in the positron lifetime 
with cyclic fatigue of soft steels, they made measurements at much smaller fatigue intervals. They observed that the mean 
positron lifetime increased to a maximum in the vicinity of 104 cycles, and subsequently, instead of failure, there was an 
interesting undulation in the positron mean lifetime. This undulation persisted till fracture at about 73,000 cycles, and the 
more frequent interruptions and reapplications of fatigue cycling seem to have considerably increased the fatigue life by a 
factor of about 7. They called this process "coaxing." The x-ray measurements did not give any indications of 
corresponding changes in particle size. This trend indicates that the positrons did respond to structural changes that do not 
influence the x-ray particle size. Byrne (Ref 44) did an excellent review paper on positron studies of the annealing of the 
cold-worked state of different materials. 

Duffin and Byrne (Ref 47) utilized positron Doppler broadening measurements to detect changes in trapping mechanisms 
in steels. They cycled 1020 steel at an alternating stress of ±606.7 MPa (much below the yield stress of 1110 MPa) in 
cantilever bending in a thermomechanically produced condition arrived at by: 75% cold rolling, up-quenching to 751.5 °C 
for 1 min followed by a brine quench. The Doppler peak to wings parameter was plotted as a function of fatigue cycles, 
and the variation reflected an increasing degree of damage during cycling. An excellent review of the application of 
positron annihilation techniques for defect characterization was done by Granatelli and Lynn (Ref 48). 
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Acoustic Emission Techniques 

Acoustic emissions allow the capability of determining fatigue crack initiation and following the crack propagation as the 
crack generates elastic waves in the material. Acoustic emissions occur as a result of the release of elastic strain energy 
that accompanies crack extension and other processes involving atomic rearrangement in materials (Ref 49). These elastic 
waves can be detected by the use of sensitive transducers that are located at the surface of the sample. These piezoelectric 
transducers normally operate in the range of 20 kHz to 1 MHz. 

Acoustic emissions can produce transducer outputs that can vary over many orders of magnitude from less than 10 V to 
more than 1 V. Usually, most emissions produce outputs toward the lower end of this range, and hence processing 
equipment is used. The initial preamplification of the acoustic emission signals involves a gain of 20, 40, or 60 dB. Band-
pass filtration is then used, commonly over the range of 100 to 300 kHz, for removing much of the mechanical and 
electrical background noise before final amplification. This is followed by main amplifiers with gain levels. There are 
various methods by which the amplified acoustic emission signals can be analyzed. The different methods yield different 
information about the source responsible for the emissions. They include: ring-down counting, event counting, energy 
measurements, amplitude measurements, and frequency analyses. A good summary of the analyzing methods, and a 
review of the literature is provided by Lindley and McIntyre (Ref 50). 

Acoustic emission monitoring has been used in the laboratory to study various crack propagation mechanisms including 
fatigue, corrosion fatigue, stress corrosion, hydrogen embrittlement, and ductile tearing. It could also be useful for 
predicting the residual fatigue life in specimens, if properly calibrated. The crack detection sensitivity of this method is of 
the order of 0.1 mm. Examples are given below. 

Morton and coworkers (Ref 51, 52) studied the high-cycle fatigue behavior of 2024-T851 aluminum and correlated the 
peak load acoustic emission rate, N ', with the crack growth rate, da/dN, and the applied stress-intensity factor range, ∆K 
(Fig. 6). 



 

FIG. 6 CRACK GROWTH RATE AND ∆K VERSUS ACOUSTIC EMISSION COUNT RATE FOR 2024-T851 ALUMINUM 
ALLOY. SOURCE: REF 51 

Houssyn-Emam and Bassim (Ref 7) utilized an acoustic emission technique to monitor the onset of crack initiation and to 
follow the fatigue damage process in low-cycle fatigue of AISI 4340 steel. They plotted total counts against the number 
of cycles and divided it into three regimes. The first stage is the initial softening that results in a high acoustic emission 
activity. The second stage corresponds to a quasi-stable stage during which there is relatively little activity. This is 
followed by a further increase in the acoustic activity that accompanies the onset of crack initiation and crack propagation 
to failure. 
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Ultrasonic Methods 

Ultrasonic techniques involve transmitting pulses of elastic waves into the specimen from an ultrasonic probe held on the 
surfaces of the specimen (Ref 53). It is used for following crack propagation as an in-field or a laboratory technique. The 
crack detection sensitivity of this technique is around 50 μm. 

Ultrasonic techniques are widely used for the detection and sizing of fatigue cracks and monitoring the crack growth both 
in the laboratory and field. Ultrasonic methods fall into one of the following groups depending on the way the crack size 
is determined (Ref 53):  

• THOSE METHODS THAT CALIBRATE THE ULTRASONIC SIGNAL AMPLITUDE DIRECTLY 
IN TERMS OF CRACK SIZE  

• THOSE TECHNIQUES IN WHICH TRANSMITTING AND/OR RECEIVING PROBES ARE 
DISPLACED OVER THE SPECIMEN SURFACE TO LOCATE THE CRACK TIP AT A 
PARTICULAR POSITION WITHIN THE ULTRASONIC BEAM  

• THOSE METHODS THAT MEASURE CRACK SIZE BY THE TIME OF FLIGHT OF PULSES 
FROM THE TRANSMITTER TO RECEIVER VIA THE CRACK TIP, IRRESPECTIVE OF THE 
PULSE AMPLITUDE  

Ultrasonic measurements comprise two stages. The first stage involves obtaining the signal from the crack, and the 
second stage involves the interpretation of this signal to estimate crack size and shape. In order to obtain a signal, the 
most commonly used equipment is the piezoelectric probe and commercial flaw detector, and it is shown in Fig. 7. The 
wavepackets of ultrasound are transmitted into the specimen, and the scattered pulses are then received at the probe. 
These pulses are then reconverted to electric signals and are displayed on an oscilloscope screen as a function of time of 
flight. 



 

FIG. 7 BLOCK DIAGRAM OF AN ULTRASONIC PROBE AND FLAW DETECTOR. SOURCE: REF 53 

Ultrasonic Amplitude Calibration Methods. In this method, a fixed transmitting probe is used to beam pulses onto a 
crack, and a fixed receiver is used to receive the signal (Ref 53). The receiver can be located either in the shadow of the 
crack or positioned so as to receive the specular reflection from the crack face. The amplitude calibration methods use 
specimens containing known cracks to calibrate either the drop in directly transmitted signals or the amplitude of specular 



echoes against crack size. If the ultrasonic coupling of the probes and the morphology and orientation of the cracks are 
reproducible, then accurate results could be obtained. 

Lumb et al. (Ref 54) utilized a compression beam to monitor through-thickness growth of fatigue and ductile cracks 
initiating at shallow surface notches or natural cracks at the toes of the welds. They established the ultrasonic signal 
versus crack depth calibration curve using milled slots and checked against part-through fatigue cracks from interrupted 
tests. They reported that growth increments of 0.025 mm can be easily detected and larger amounts of growth measured to 
±0.25 mm. 

Defebvre and Pouliquen (Ref 55) monitored fatigue tests using surface waves. They observed a sudden increase in the 
attenuation at about 60,000 cycles of a steel sample and related it to the onset of microcracking. They monitored a total of 
170,000 cycles and the crack had propagated to 30% of the width of the specimen during this time. 

Recently, Resch and Karpur (Ref 56) utilized a surface acoustic wave technique to detect the initiation of surface 
microcracks in highly stressed regions of hourglass-shaped 2024-T6 alloy aluminum specimens during fatigue cycling. 
They used contacting wave transducers to excite the incident waves and to detect the reflected wave signals. They 
demonstrated the effectiveness of a split spectrum processing algorithm to separate specular reflections of isolated cracks 
from nonspecular reflections of microstructural features. 

Joshi (Ref 57) utilized an ultrasonic attenuation technique to monitor continuously precrack damage and crack 
propagation in polycrystalline aluminum and steel specimens subjected to cyclic loading. He reported that the 
measurement of change in ultrasonic attenuation prior to the onset of the stage II crack propagation proved useful in 
explaining the rate of crack propagation. Also, the specimens that undergo higher precrack damage showed shorter 
postcrack percent lives. 

Probe Displacement Method on Compact Specimens. Clark (Ref 58) developed an equipment that utilized the 
specularly reflected signal from the crack for use in a wedge-opening load (WOL) fracture-toughness specimen. They 
used a fixed 10 mm diam, 10 MHz normal compression probe in pulse-echo to observe the increase in echo as the fatigue 
crack grows. They moved the probe along the surfaces of specimens containing long fatigue cracks to establish the 
calibration curve of growth against echo amplitude. The accuracy of this method was found to be about ±0.1 mm using 
beach-marked cracks in steel and aluminum. However, the maximum amount of crack that can be monitored without 
transducer movement was only 2.5 mm because of the saturation characteristics of the associated instrumentation. 

Subsequently, Clark and Ceschini introduced a motor drive to increment the probe's position along the specimen (Ref 59). 
They used a conventional ultrasonic flaw detector in conjunction with a reflectoscope. Using this method, the position of 
the transducer on the specimen surface can be related to the extent of crack growth by transducer movement such that a 
constant flaw signal is maintained from the tip of the propagating crack. This arrangement permitted the crack tip always 
to be kept near the center of the beam. Their setup is shown schematically in Fig. 8. 



 

FIG. 8 CLARK AND CESCHINI'S ULTRASONIC SETUP. SOURCE: REF 59 

First, a 25 mm sweep to peak second back reflection signal was generated through the uncracked portion of the specimen 
by adjusting the ultrasonic instrumentation. Then the transducer was positioned on the specimen so as to obtain a 5 mm 
sweep to peak signal from the fatigue precrack tip (Fig. 8, position A). The position A corresponds to the zero crack 
growth transducer location. This serves as a reference for subsequent crack growth measurements. With an increase in 
crack length, the flaw signal amplitude increases (Fig. 8, position B) due to the increase in the reflecting area of the crack 
within the scanning beam. The transducer is then moved to position C in the direction of crack growth till the flaw signal 
is similar to that of position A. Thus, the transducer movement distance is equivalent to the crack growth increment. By 
recording the transducer location versus time or cycles, one could deduce the crack growth rate. Using this method, a 
crack-length measurement sensitivity of ±0.25 mm was reported. 

Time of Flight Measuring Techniques. These methods detect and measure the flight time of the ultrasonic pulse 
diffracted from the crack tip (Ref 60). If the path taken from the transmitter to the receiver via the crack tip is known, one 
can calculate the position of the tip and hence the crack length. 

The probe arrangement for measuring surface cracks along with the electronics is shown in Fig. 9 (Ref 53). Most of the 
beam that is incident on the crack is either reflected or passed directly on, but a small portion is diffracted. This diffracted 
signal reaches the receiver. If the transmitted rays emerge effectively from a point on the specimen surface, and the 
diffracted rays are received at another point, then the time of the flight, t, to the crack depth, a, is related by the equation  

A = [(CT/2)2 - H2] 1
2   (EQ 2) 

where c is the velocity of sound, and h is the horizontal distance of the receiver from the crack. 



 

FIG. 9 SCHEMATIC MEASURING THE TIME OF FLIGHT OF A DIFFRACTED WAVE. SOURCE: REF 53 

The surface crack measurements by timing the diffracted pulses is accurate since the time of flight can be measured 
precisely to nanoseconds level. Mudge and Whitaker (Ref 61) have measured fatigue precracks in wide plate tests and the 
onset of ductile tearing in crack-opening displacement specimens. They reported errors in measuring fatigue crack depth 
within ±0.2 mm. 

Silk (Ref 60) pointed out that both surface and subsurface defects can be evaluated using the ultrasonic method. Richards 
(Ref 12) summarized the relative merits and demerits of the ultrasonic methods for fatigue crack growth monitoring. The 
merits of this method include: Embedded cracks and crack profiles can be easily measured, it can be easily automated, 
both metals and nonmetals can be studied, and it accommodates relaxation from linear-elastic behavior. However, the 
ultrasonic methods have the following limitations: They are neither suited for small specimens nor are they well 
developed for high-temperature studies, and they are expensive. 
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Eddy Current Techniques 

The eddy current method is essentially a combination of a local resistance measuring technique and a magnetic method. 
Typically, the crack-length as well as the crack-depth information can be easily obtained using this method. It is widely 
used in the areospace industry and also for laboratory applications. The crack detection sensitivity of this technique is 
around 0.1 mm. 

The eddy current method is essentially a variation of the alternating current electric potential method. The connection 
between the specimen and the measuring system is done by electromagnetic induction instead of connecting wires (Ref 9, 
62). In this method, an alternating current is passed through a coil adjacent to the sample surface, which contains crack 
initiation sites or cracks. An alternating magnetic field is created, and this induces eddy current in the sample. The eddy 
currents result in a secondary current, which adds vectorially to the exciting field, and the combined field can then be 
detected by a secondary coil. However, for crack detection, the variation in the complex impedance of the driving coil is 
usually determined. 

The eddy current method uses a range of frequency from several hundred Hz to several MHz depending upon the type of 
application. Eddy current excitation is usually on a small, local scale, and hence a traveling probe is commonly employed 
to scan the whole surface of the test specimens and to detect small defects. Because there are no direct electrical 
connections to the specimen, the specimen insulation from the test machine is usually not required. 

Portable eddy current instruments are available, and they exhibit phase and/or amplitude changes in the eddy currents 
induced in the presence of a crack. The amplitude or phase variation can then provide estimates of crack length or depth, 
respectively, and typically for a short crack, crack length or depth is obtained from amplitude or phase variation. The 
crack length or crack depth is usually several times the eddy current skin depth, S, and is given by the equation  



S = (  0 F)-0.5  (EQ 3) 

where μ is the permeability of the material, μ0 is that of the free space permeability, σ is the metal conductivity, and f is 
the frequency. In eddy current measurements, there is always a compromise between high sensitivity at high frequencies 
and the ability to monitor deeper cracks at lower frequencies. 

The eddy current method depends on the change in the inductance of a search coil in the vicinity of a conducting test 
specimen caused by the generation of electrical currents in the test specimen when it is subjected to a time-varying 
magnetic field. It can be used for the crack detection because the defects interrupt the flow of the eddy currents generated 
in the material. This is reflected in a different complex impedance of the eddy current pick-up coil when it is positioned 
over the flaw in comparison to the signal generated over an undamaged region of the material. 

An eddy current system employed for continuous crack monitoring has been reported (Ref 10). In this system, the probe 
is enclosed in a nylon sheath and is positioned at a fixed distance (0.25 mm) from the sheet surface in order to prevent any 
damage of the probe when the specimen fractures into two pieces. On the occurrence of a crack, the eddy current off-null 
signal is used to drive the linear servoactuator horizontally to the right. The probe is then moved physically to the right, 
and when it reaches the crack tip the off-null signal drops to zero and the servoactuator movement is stopped. Thus, the 
high-response actuator system is locked onto the tip of the crack. This system is capable of measuring increments in crack 
growth of less than 0.25 mm. The eddy current method is simple and amenable to automation. However, it is expensive 
and produces only surface measurements (Ref 12). 
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Infrared Techniques 

Infrared techniques allow detection of fatigue damage from remote locations. It also can be used for predicting the 
residual fatigue life of components in service. Infrared techniques have been investigated for their potential to detect 
fatigue damage since the mid-1970s. They can be classified into passive, mechanically activated, or radiation activated 
(Ref 8). In the passive technique, the heat produced by spontaneous strain release is monitored, and in the case of the 
mechanically activated method, the rise in temperature around stress concentrations is monitored when the material is 
subjected to cyclic loading. In the radiation-activated technique, heat is applied to the material and the subsequent heat 
flow is observed over a period of time. The infrared technique has the following features: Functions in real-time, is 
nondestructive, and can be used for remote measurements. 

Huang et al. (Ref 63) used an infrared-sensing method for monitoring fatigue processes in stainless steels and superalloys 
during a revolving-bending fatigue test. They used an infrared radiometer to record the temperature changes of the center 
part of the specimen. They reported an exponential relationship between the temperature rise and stress increment of the 
fatigue fracture. The rate of increase in the initial temperature for materials with high ductility during high-stress fatigue 
testing could be related to the life of the fatigue fracture. On the basis of their experiments, they concluded that the 



infrared technique could be used for monitoring the sudden fracture due to overloading as well as for predicting fatigue 
life. 
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Exoelectrons 

Exoelectron methods can be used to predict residual fatigue life as well as to follow crack propagation. However, it has 
limited sensitivity for detecting fatigue cracks. The photoelectron emission from a metal may be enhanced by plastic 
deformation of the surface (Ref 64). This effect is commonly known as exoelectron emission. Exoelectrons can be 
produced by unidirectional tensile deformation from slip steps. As a slip step emerges from a brittle natural surface oxide, 
cracks open to reveal the fresh metal surface of the slip step. These surfaces have a lower photoelectric work function 
than the surrounding oxide-coated surface and result in enhanced emission. 

Baxter investigated the fatigue behavior of a 1018 steel sheet stock in a reverse-bending constant-amplitude mode using 
the exoelectron approach (Ref 64). The specimen was mounted in a vacuum chamber, and a small spot (~70 μm diam) of 
ultraviolet radiation was used to scan along its gage length. The light source utilized was a 1 kW mercury arch lamp with 
a Corning 9-54 filter. The ultraviolet spectral range of interest stability was monitored by diverting the beam through an 
interference filter, and the transmitted radiation was measured using an RCA 1P28 photomultiplier. The electrons emitted 
from the sample were accelerated up to 500 eV and were detected by an electron multiplier. Baxter recorded the emission 
rate as a function of the position of the light spot. Five parallel paths separated by ~300 μm were scanned to provide a 
more complete and representative picture of the exoelectron emission generated during fatigue. 

Baxter demonstrated that the exoelectrons emitted are associated with the accumulation of fatigue damage but are also 
influenced by pressure. For example, exposure to higher pressures of air results in decreased exoelectron emission. He 
interrupted the fatigue cycling at 800 cycles and exposed the sample to air at atmospheric pressure for 1 h, thereby 
eliminating the three emission peaks. On resumption of the fatigue cycling, the emission peaks reappeared, grew rapidly, 
and followed an apparent extension of the original growth curve which clearly shows the significance of the surface oxide 
(Fig. 10). With the accumulation of fatigue deformation, the brittle surface oxide cracks open and reveal a fresh metal 
surface of a lower work function (∆ϕ  ~1 eV) that emits exoelectrons. The location of final failure always corresponded to 
the largest exoelectron peak. 



 

FIG. 10 GROWTH OF THREE EXOELECTRON PEAKS WITH CONTINUED FATIGUE CYCLING. TEST INTERRUPTED 
AT 800 CYCLES AND SPECIMEN EXPOSED TO AIR AT ATMOSPHERIC PRESSURE FOR 1 H. FATIGUE CYCLING 
THEN RESUMED UNDER VACUUM. SOURCE: REF 64 

Samples after being fatigued at different strain amplitudes were compared to produce a range of fatigue lives from 27,400 
to 942,000 cycles. The normalized exoelectron emission intensity (at 2%) was plotted against the number of fatigue 
cycles normalized with respect to the number of cycles of failure. The parallel growth curves revealed that the increase of 
localized exoelectron emission is a very systematic, reproducible, and continuous process, particularly in the range of 
0.7% to 7% of life. Based on his results, Baxter concluded that the intensity of the localized exoelectron emission is a 
measure of the localized accumulation of fatigue damage. Also, the growth of the emission is not only a function of the 
number of fatigue cycles at a given strain level but is related to the total accumulated fraction of life. In order to facilitate 
the extraction of the number of fatigue cycles remaining before failure from the exoelectron emission measurement, he 
developed a procedure for normalizing the emission intensity. Based on this new procedure, he showed that when the 
maximum intensity of localized exoelectron emission is 10 times the initial background intensity, the sample is between 
0.8 to 3% of its ultimate fatigue life. 
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Gamma Radiography 

The gamma radiography technique is an in-field technique, and the crack detection sensitivity is typically around 2% of 
the component thickness. It uses penetrating radiation emitted by an isotope source, such as 60Co or 192Ir, on a structural 
component (Ref 9). This penetrating radiation is either transmitted or attenuated by the component under investigation. 
Fatigue cracks having major dimensions parallel to the radiation represents regions lacking attenuative material, and the 
difference can be easily imaged on a radiographic film. 



Gamma radiography is typically an in-field application technique, and its use is restricted to dense or thick metallic 
materials. Crack detection sensitivity of this method is typically 2% of the thickness of the component. Crack length also 
can be measured with a sensitivity level that depends on component geometry, crack morphology, and accessibility to the 
component (Ref 36). Another method similar to gamma radiography is x-ray radiography, which is primarily used for 
laboratory applications. 
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Microscopy Methods 

Microscopic techniques allow us the capability of understanding the mechanisms involved in fatigue crack initiation and 
propagation. It is the most widely used technique for characterizing the fatigue damage. It has very high sensitivity for 
crack detection and can be used for following crack propagation. This feature provides us insights not only in 
microstructural changes, but also in compositional changes. Crack detection sensitivity of the scanning electron 
microscopy (SEM) and the transmission electron microscopy (TEM) methods are 1 and 0.1 m, respectively. Optical 



techniques serve the same purpose as that of the microscopic techniques but with a lower sensitivity. Atomic force 
microscopy (AFM), scanning tunneling microscopy (STM), and scanning acoustic microscopy (SAM) are relatively new 
techniques. They can provide much better insights into the crack nucleation process than any of the other techniques. 
However, they have to be nurtured and involve elaborate specimen preparation. 

Electron Microscopy. Scanning electron microscopy (SEM) and transmission electron microscopy (TEM) are often 
used to follow fatigue crack initiation and growth behavior to identify the mechanisms involved. The fatigue process can 
be divided into four stages based on the structural changes that take place when a metal is subjected to cyclic stress as 
described in the article "Fatigue Failure in Metals" in this Volume and Ref 65:  

• CRACK INITIATION: THIS REPRESENTS THE EARLY DEVELOPMENT OF FATIGUE 
DAMAGE.  

• SLIP-BAND CRACK GROWTH: DURING THIS STAGE, THE DEEPENING OF THE INITIAL 
CRACK ON PLANES OF HIGH SHEAR STRESS TAKES PLACE AND IS REFERRED TO AS 
STAGE I CRACK GROWTH.  

• CRACK GROWTH ON PLANES OF HIGH TENSILE STRESS: THE CRACK GROWS IN A 
DIRECTION NORMAL TO THE MAXIMUM TENSILE STRESS AND IS REFERRED TO AS 
STAGE II CRACK GROWTH.  

• FINAL DUCTILE FRACTURE: THE CRACK REACHES A LENGTH AT WHICH THE 
REMAINING CROSS SECTION DOES NOT HAVE THE ABILITY TO SUPPORT THE APPLIED 
LOAD.  

For steel alloys subjected to fatigue testing in air or inert environments, the crack can initiate from persistent slip bands, 
extrusions/intrusions, grain boundaries, inclusions, and porosity (Ref 9). During fatigue testing, the dislocations can move 
to the specimen surface and form fine lines. These lines are called persistent slip bands. The stage I crack propagates 
initially along these slip bands, and the fracture surface of stage I fractures are typically featureless. In contrast, the stage 
II crack propagation fracture surface is marked by a pattern of ripples or fatigue fracture striations. 

Three approaches of following fatigue damage using SEM are replication, direct, and in situ techniques. In the replication 
method using SEM, cellulose acetate films softened with acetone are typically used to replicate the specimen surface for 
detecting crack initiation (Ref 9). Usually, the replicas are taken at a predetermined number of fatigue cycles to detect 
crack initiation processes. The replicas are placed or rolled onto the fatigued specimens. The specimen should be under 
tensile loading as replication proceeds. The above procedure enables the opening of the cracks and the better penetration 
of the replication material into the potential cracking area. Following acetone evaporation, the acetate films are removed 
from the specimens to develop replicas. 

The replicas are typically coated with gold in a vacuum evaporator. Replicas represent a negative image of the actual 
surface as the replicas are typically based on the one-stage technique. Hence, small fatigue cracks on the specimen surface 
appear as protrusions whereas extrusions on the surface appear as valleys in the micrographs. The crack-length detection 
sensitivity is typically 1 μm. A two-stage replica technique is also available (Ref 66). 

In the two-stage replication method, a layer of solder approximately 0.3 μm is vapor deposited on the cellulose acetate, 
and subsequently a mount of epoxy adhesive containing a set screw is applied to enable the peeling of the solder film. 
Thus, in this technique, positive impressions of the actual test specimens are obtained. The resolution of crack size 
detection is typically 0.1 μm. 

The replication techniques enable the microstructural evolution of fatigue cracks to be examined easily at the same site on 
the specimen as a function of the number of fatigue cycles and provides detailed and direct information of small fatigue 
cracks. 

In the direct method, the fatigued specimens are periodically removed from the test machine and inspected for evaluating 
crack initiation process using SEM. In some instances, a multiple specimen technique is used for studying crack initiation. 
Each specimen can be fatigued for a given number of cycles and removed from the test machine for SEM examination. 
This method is expensive and time consuming compared with the replication technique. In the in situ technique, the 
fatigue machine is installed in the SEM, and the test specimens are fatigued as well as inspected in the SEM (Ref 67, 68, 



69, 70). This method is effective and convenient for investigating crack initiation, and the detection sensitivity is typically 
1 μm. 

Two-stage replicas are prepared for TEM examination (Ref 9). Replicas are taken from the fatigued specimens and coated 
with a thin layer of metal, such as gold. Then, the replicas are generally coated with amorphous carbon to develop the 
two-stage replicas. Typical crack detection sensitivity is 0.1 μm. 

Davidson and Lankford (Ref 71) have provided a comprehensive review of fatigue crack growth in metals and alloys and 
discuss in detail the origin of striations and crack growth. The spacing of fatigue striations provides important evidence 
for understanding the fatigue crack growth process. This is because striations provide unambiguous, quantitative evidence 
of the increment by which a fatigue crack advances. Grinberg (Ref 72) examined the fatigue behavior of annealed iron in 
moist air. Figure 11 illustrates the fatigue crack growth behavior compared with the average number of cycles required for 
single striation formation, and the striation spacing was found to be much greater than da/dN (Ref 72). 

 

FIG. 11 CRACK GROWTH RATE AND STRIATION SPACING FOR AN ANNEALED IRON TESTED IN MOIST AIR. 
SOURCE: REF 72 

Scanning Tunneling Microscope (STM). The STM is a recent innovation and is capable of resolving surface features 
down to the atomic level. The STM works on the principle of development of tunneling current (Ref 73). A tunneling 
current is developed when an electrode is placed close to the specimen surface at a distance of 0.5 to 1.0 nm away from 
the surface. By maintaining a constant tunneling current, as the probe moves across the specimen, it pops up when there is 
a protrusion on the surface. It moves down when it comes across a cavity, and the up-and-down motions are recorded by 
the computer. The topographical data thus gathered provide a sensitive image of the specimen surface. 

The STM has a sharp conducting tip that traces the surface contours with atomic resolution, and the tip is moved in three 
dimensions by means of an x, y, z piezoelectric translator (Ref 74). With the piezoelectric element calibrated to move 1 
nm for a 1 V application, the tip will move over approximately three atoms for an incremental potential of 1 V. The 
voltage applied to the z-piezo element governs the distance between the surface of the specimen and the tip. The voltage 
is determined by a feedback circuit that also measures and controls a small electric current. This current is due to the 
electrons tunneling between the tip and the sample and is affected by the bias voltage applied to the tip. The tunneling 
current is maintained constant by the feedback circuit, which modulates the voltage to the z- piezo, as the x-piezo moves 
the tip across the specimen surface. 

The amplitude of the tunneling current is very sensitive to the gap distance between the tip and the specimen surface. For 
example, as the distance between the tip and the surface changes by 0.1 nm, the tunneling current value changes by a 



multiple of 2 or greater. This tunneling current sensitivity enables divulging of height differences along the contours to be 
better than 0.01 of an atomic diameter. However, the lateral resolution along the contours is governed by the radius of 
curvature of the tip. In a single scan, the voltage applied to the z-piezo is recorded as a function of the voltage applied to 
the x-piezo. Thus, a complete image is an assembly of multiple scans, with each displaced from the preceding scan by a 
small shift in the y direction, to form a raster pattern. By virtue of computer-aided image processing, the data can be 
presented as images that provide topographical information either as a gray level, illuminated filled surfaces, or 
multicolored elevation maps. 

Recently, Venkataraman et al. (Ref 6) used STM to study fatigue crack initiation of silver single crystals oriented for a 
single slip. They reported that the slip bands could easily be captured using STM, and the fatigue process has a definite 
crack nucleation stage. An STM image of a just-nucleated crack found within a slip band of a specimen fatigued to crack 
initiation at 180 K in He-15%O2 was also captured. Subsequently, Sriram et al. (Ref 75) demonstrated the effect of 
oxygen partial pressure on fatigue crack initiation in silver single crystals and captured the nucleation process using STM. 

Sriram et al. (Ref 76) investigated the role of surface chemistry in the initiation of fatigue cracks for silver single crystals. 
They conducted fatigue tests in an oxygen environment up to crack initiation on pure silver specimens. The STM can be 
easily utilized for observing shallow cracks with the lateral resolution restricted by the geometry of the tip. However, the 
STM can be used only for conducting surfaces. By using STM, the cracks were identified that satisfied the following 
criteria:  

• THEY WERE INVARIABLY ASSOCIATED WITH SLIP BANDS.  
• THEY WERE PIT- OR ARROWHEAD-SHAPED AND USUALLY 1 μM IN LENGTH ALONG THE 

SLIP BANDS AND 0.1 μM DEEP.  
• THE CRACKS APPEARED ONLY AFTER A CERTAIN NUMBER OF CYCLES IN COMPARISON 

WITH INTRUSIONS OR EXTRUSIONS.  

Atomic Force Microscope (AFM). The AFM is a recent invention that produces images that are much closer to simple 
topographs and can image nonconducting surfaces (Ref 74, 77). The AFM is a combination of the principles of the 
scanning tunneling microscope and the stylus profilometer. 

The AFM operates by measuring the forces between the specimen and the probe. These forces are determined by the 
nature of the sample, the operating distance between the probe and the sample, the geometry of the probe, and the 
contaminants present on the specimen surface. The two important properties of the AFM cantilever are spring constant 
and resonant frequency. The spring constant governs the force between the probe and the specimen when they are close to 
each other; the spring constant is defined by the material used to build the cantilever. If the cantilever is moved from its 
equilibrium position and released, it will vibrate at a resonant frequency. This frequency is determined by the cantilever 
material, dimensions of the cantilever, and the forces acting on the probe. 

The AFM records interatomic forces between the apex of a tip and atoms in a sample as the tip is moved over the surface 
of the sample (Ref 74). During this process, it senses the repulsive forces between the tip and the sample with the tip 
actually touching the sample. The tip is very sharp, and the tracking force used is small, and the tip traces over individual 
atoms without damaging the surface of the sample. In this mode of operation, the AFM cantilever is weak with a very low 
spring constant. 

Another mode in which the AFM can be operated involves being sensitive to the attractive forces between the tip and the 
sample. A feedback system is used in order to prevent the tip from touching and damaging the sample. Also, the 
resolution attained in this mode of operation is at the expense of decreased lateral resolution. 

Recently, Gerberich (Ref 78) used AFM to study fatigued titanium samples. He reported that it can be used to capture 
images of the surface where fatigue cracks normally initiate, and the slip upset can be directly measured to angstrom 
accuracy. 

Scanning Acoustic Microscope (SAM). The SAM is based on the principle that an acoustic lens having good focusing 
properties on axis can be used to focus acoustic waves onto a spot on a specimen and receive the acoustic energy from the 
spot (see ASM Handbook, Volume 17, Nondestructive Evaluation and Quality Control). By scanning the lens over the 
specimen systematically, and by sending the intensity of the reflected signal to a synchronous display, a scanned image is 



built up. Fatigue crack images of an Al-20%Si plain bearing alloy that failed in fatigue have been recorded using SAM 
(Ref 9). 
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X-Ray Diffraction 

X-ray diffraction can be used for determining the compositional changes, strain changes, and residual stress evaluation 
during fatigue process. Hence, by utilizing this technique the processes occurring during fatigue damage can be 
understood. The macroscopic and microscopic properties of materials subjected to fatigue cycling have been studied 
using XRD techniques by measuring the position and shape of diffraction profiles (Ref 8). The XRD method is widely 
used for the qualitative and quantitative analysis of samples, precise determination of lattice constants, crystallite size, and 
lattice strains from line broadening, investigation of preferred orientation and texture, stress measurements, and radial 
distribution studies of noncrystalline materials. 

The phenomenon of XRD by crystals is due to the scattering process in which x-rays are scattered by the electrons of the 
atoms without change in wavelength (Ref 79). Monochromatic x-rays are usually obtained by the electron bombardment 
of targets of metallic elements, such as chromium, iron, cobalt, or copper. A diffracted beam will be produced by such 
scattering only when certain geometrical conditions are satisfied. These geometrical conditions are provided by Bragg's 
law or the Laue equations. Thus, the resultant diffraction pattern of a crystal that contains both the positions and 
intensities of the diffraction pattern is a physical property of the substance. Diffraction patterns obtained this way can be 



recorded by a Debye-Scherrer method, parafocusing technique (powder diffractometer), or a monochromatic pinhole 
approach. Among the three available methods, the powder diffractometer is the most sensitive. 

Diffraction theory predicts that the lines of the powder pattern obtained from a polycrystalline specimen will be 
exceedingly sharp, if the specimen consists of sufficiently large and strain-free crystallites. Hence, the profile analysis 
method could be used for assessing fatigue damage, and the broadness of the diffraction line is related to the microscopic 
structure of polycrystalline materials (Ref 8). The shape and breadth of the profile are determined both by the mean 
crystallite size or distribution of sizes, and the particular imperfections prevailing in the crystal lattice. Precise diffraction 
profiles of the material under investigation are usually obtained from the powder diffractometer. Then, by utilizing either 
Fourier transformation or the iterative method of successive foldings, the line broadening is separated into two 
components related to microstrain and particle size, from which the dislocation density can be calculated. 

The residual stress determined by XRD is a macroscopic parameter, and it represents the mean value of microscopic 
lattice distortions in a surface layer, which is few square millimeters in area and of thickness equal to the depth of 
penetration of the x-rays (Ref 8). When a polycrystalline piece of metal is deformed elastically such that the strain is 
uniform over relatively large distances, the lattice plane spacings in the constituent grains change from their stress-free 
value to some new value. The new lattice plane spacing value corresponds to the magnitude of the applied stress. This 
uniform macrostrain results in a shift of the diffraction lines to new 2θ positions. This stress is calculated from precise 
measurements of the peak shifts of diffraction profiles caused by changes in the interplanar spacing from the equilibrium 
value. The lattice strain is calculated by employing the double-exposure method, which measures the changes in lattice 
dimensions in two or more directions in the surface layer. Once the strain is determined, the stress can be determined by a 
calculation involving the mechanically measured elastic constants of the material or by a calibration procedure involving 
the measurement of the strains produced by known stresses. 

Alexoupoulus and Byrne (Ref 80) investigated the fatigue behavior of hard and soft copper using x-ray line broadening 
and positron annihilation lifetime measurements. The cold-rolled copper was annealed for 1 h at 93.3 °C and had a yield 
stress of 186.3 MN/m2. The fatigue testing was conducted at a maximum cyclic stress of 1.5 times the yield stress. The 
mean positron lifetime and x-ray particle size variation with cycles were determined. They observed that the mean 
positron lifetime decreased after about 55,000 cycles, and then increased after about 80,000 cycles. In the same fatigue 
range, the x-ray particle size first increased and then decreased. They explained that the increase in the x-ray particle size 
is expected because of the occurrence of cyclic softening. In the same study, they did mean positron lifetime and x-ray 
particle size measurements on cold-rolled copper annealed at 399 °C for 1 h at a maximum cyclic stress of 1.3 times the 
yield stress. The mean positron lifetime initially increased, then decreased, and again increased prior to fracture. The x-
ray particle size measurements followed exactly an opposite behavior. This behavior results from the fact that the present 
sample initially fatigue hardened and then fatigue softened. 
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In-Field Application 

The following techniques are capable of inspecting components in service for fatigue cracks: magnetic methods, liquid 
penetrant, eddy current, electric potential, acoustic emission, ultrasonics, radiography, and infrared. Most of the above 
techniques are also utilized for nondestructive evaluation of components during fabrication as well as manufacturing to 



detect cracks (not necessarily fatigue cracks). For example, weld defects can be detected by radiography, ultrasonics, 
magnetic particle, or liquid penetrant method (Ref 81). Hence, in the following paragraphs, in-field applications of each 
of the above methods for crack detection are summarized. 

The magnetic particle method is applicable only to magnetic materials. It is used for inspecting cracks in steel tubular 
products, pressure vessels, weldments, castings, and forgings. The field applications of other magnetic methods, such as 
magnetic Barkhausen, magnetoacoustic emissions, and magnetic flux leakage, are well detailed in the article "Magnetic 
Field Testing" in ASM Handbook, Volume 17, Nondestructive Evaluation and Quality Control. These methods have been 
used to detect cracks or flaws in ferromagnetic tubular products (such as gas pipelines, down hole casing, and other steel 
piping), helicopter rotor blade D-spars, gear teeth, artillery projectiles, drill pipe, collars, steel ropes, and cables, and steel 
reinforcement in concrete beams. The liquid penetrant method is applicable for both magnetic and nonmagnetic materials. 
It is used for inspecting cracks in nonmagnetic ferrous tubular products, boilers, pressure vessels, weldments, brazed 
assemblies, castings, and forgings. 

The eddy current method has been used for detecting surface cracks in aircraft structures and engines since the late 1950's 
(Ref 82). Reference 82 provides a historical development of eddy current testing in aircraft maintenance. The article 
"Eddy Current Inspection" in ASM Handbook, Volume 17, Nondestructive Evaluation and Quality Control includes 
several examples of inspections of aircraft structural and engine components using the eddy current technique. The eddy 
current method is also used for inspecting tubular products, bars, billets, castings, boilers, pressure vessels, weldments, 
and forgings. The electric potential method is used for monitoring the crack initiation and propagation behavior in steam 
turbine components and pipes. 

The acoustic emission method is widely used for structural testing of aircraft, spacecraft, bridges, bucket trucks, 
buildings, dams, military vehicles, pressure vessels, tubular products, rotating machinery, weldments, storage tanks, and 
other structures. The article "Acoustic Emission Inspection" in ASM Handbook, Volume 17, Nondestructive Evaluation 
and Quality Control gives an example of fatigue crack detection in jumbo tube trailers, which transport large volumes of 
industrial gases at a pressure of about 18.2 MPa. Ultrasonic methods are used for detecting defects in tubular products, 
bars, boilers, pressure vessels, machine components, weldments, forgings, and castings. The detection of in-service 
fatigue cracks in machine components has been reported in the article "Ultrasonic Inspection" in ASM Handbook, Volume 
17. 

Radiography methods are used to detect flaws in weldments, pressure vessels, and boilers. In-service radiographic 
inspection of boilers and pressure vessels is outlined in the article "Boilers and Pressure Vessels" in ASM Handbook, 
Volume 17, Nondestructive Evaluation and Quality Control. This article also compares the merits and demerits of the 
techniques discussed above for nondestructive evaluation of pressure vessels and boilers. 

Infra-red techniques are utilized for detecting fatigue cracks in the metallic skin of aircraft and missile structures, and the 
details are presented in Ref 83. 
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Introduction 

FATIGUE CRACK INITIATION is an important aspect of materials performance in design, and this introductory article 
summarizes some fundamental concepts and procedures for fatigue life prediction of relatively homogeneous, wrought 
metals when a major portion of total life is exhausted in crack initiation. Life prediction based on fatigue crack growth 
involves the concepts of fracture mechanics and is discussed elsewhere in this Volume. Cast and composite materials also 
are discussed elsewhere in this Volume. 

The basic concepts and methods discussed in this article include:  

• CYCLIC STRESS-STRAIN MECHANICAL BEHAVIOR  
• STRAIN-LIFE BEHAVIOR  
• EFFECTS OF MEAN STRESS AND GEOMETRIC NOTCHES  
• LOCAL STRESS-STRAIN AND CUMULATIVE FATIGUE DAMAGE ANALYSIS  

Several examples are also given as a way to illustrate the use of strain-based fatigue analysis in the early design stages of 
components. These methods can reduce costly design alterations (particularly in materials selection) and prototype 
testing, but by no means imply the elimination of component testing (particularly in the case of "critical" components). 
The techniques and concepts described in this article are best suited to material selection for specific strain-time histories 
and comparison of design "A" to design "B" on a relative life improvement basis. They should be employed as early in 
the design stage as possible in order to circumvent costly prototype development and testing programs. 

The strain-life approach is effective in characterizing the fatigue behavior of materials because it accounts for plastic 
strain, which is a fundamental cause of fatigue crack initiation. Constitutive equations between strain and life are 
therefore useful because materials are metastable under cyclic loads. Understanding of cyclic strain-strain behavior is 
necessary for fatigue design. 

To predict the crack-initiation life of actual components, the following techniques (with an understanding of strain-life 
behavior) need to be considered:  

1. MEAN STRESS EFFECTS NEED TO BE ACCOUNTED FOR BY MODIFICATION OF THE 
STRAIN-LIFE EQUATION  

2. SIZE EFFECTS OF GEOMETRIC NOTCHES NEED TO BE CONSIDERED  
3. PROCEDURES NEED TO RELATE REMOTELY MEASURED STRESSES AND STRAINS TO 

THE STRESSES AND STRAINS AT A NOTCH ROOT WHERE PLASTICITY DOMINATES  

By combining the above "analytical tools" with an adequate cycle-counting technique that accrues closed hysteresis loops 
(for example, rainflow or range pair), a means is available to predict fatigue-initiation life of real components or parts. 

Explanation of these topics is aimed primarily as a primer on the basic concepts and methods for predicting fatigue crack 
initiation lifetimes. It should be noted, however, that the techniques outlined in this article are not "the only" or "the best" 
way to approach an engineering solution to materials selection or the lifetime prediction of materials in design. Other 
techniques and more complex materials such as composites are therefore covered in a multitude of books, journal articles, 
and conference proceedings. The major driving forces in development and dissemination of fatigue analysis techniques 
are the Fatigue Design and Evaluation Committee of the Society of Automotive Engineers (SAE FD&E) and the E 08 
Committee on Fatigue and Fracture Mechanics of the American Society for Testing and Materials (ASTM). The SAE 
FD&E has published its second Fatigue Design Handbook, AE10, 1988, and has furthered these general principles to 
include multiaxial fatigue with the publication of Multiaxial Fatigue, AE 14, 1989. The ASTM has numerous Special 



Technical Publications (STP's) germane to this topic but the most directly applicable are Advances in Fatigue Life-time 
Predictive Techniques, Vol 1, STP 1122, 1992 and Vol 2, STP 1211, 1993, Low Cycle Fatigue, STP 942, 1988 and Low-
Cycle Fatigue and Life Predictions, STP 770, 1982. 
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Historical Development 

The failure of a metal because of repeated loads was first documented by Albert (circa 1838) (Ref 1). Since that time, 
considerable attention has been paid to the deformation behavior of metals under a variety of loading conditions. Initially, 
possibly because of Wöhler (circa 1860) (Ref 2), the fatigue resistance of metals was investigated by conducting rotating-
bending experiments; the results were reported as the now familiar S-log N (stress-log cycles to failure) curve, from which 
the concept of an "endurance limit" (a stress limit below which failure of metal should never occur) finds its origin. 

We now know that fatigue of metal is the result of to-and-fro slip, or plastic deformation, particularly at a local level. In 
earlier attempts to describe the fatigue resistance of metals, the rotating-bending stress (S) was calculated by the familiar 
elasticity relationship:  

S = MC/I  (EQ 1) 

where M is the applied bending moment to the specimen; c is the distance from neutral axis to the surface of the 
specimen; and I is the cross-sectional moment of inertia or second moment of area of the specimen. It would seem that 
these earlier attempts are, at least, questionable because there was no account for plastic deformation. 

This article contains an overview of the strain-based, as opposed to stress-based, criterion of material behavior and fatigue 
analysis. Attention is focused on failure of metals caused by repeated or cyclic loading. Cyclic stress-strain behavior of 
metals is described to illustrate the inadequacy of the monotonic or tensile stress-strain curve in accounting for material 
instabilities caused by cyclic deformations. The concept of the strain-life curve, that does account for plastic deformation, 
is also illustrated. Next, the local stress-strain approach to fatigue analysis is explained--an approach in which attention is 
focused on critical locations in a structure where failure is most likely to occur. Finally, a cyclic-plasticity analysis is 
described for a strain-time history such as that expected in an actual component history. All these concepts are then 
combined in an attempt to predict the design life of engineering structures, and several examples are used for illustration. 

Failure of metals because of repeated loads became a recognized engineering problem with the advent of rotating or 
reciprocating machinery during the Industrial Revolution of the early 1800s. Metals that were known to be ductile were 
observed to fail in what appeared on their fracture surfaces to be a "brittle" manner--at what were considered to be "safe" 
load levels. Since that time, the fatigue problem has plagued engineers. Today it accounts for the vast majority of service 
failures in ground, air and sea vehicles as well as in many electronic components. 



Considerable effort has been expended to determine the nature of the fatigue-damage problem and to find relatively 
simple methods for coping with it in design. This problem has been investigated from a number of differing viewpoints, 
or observation levels, as illustrated in Fig. 1. Studies have ranged from dislocation mechanism to phenomenological 
material behavior to full-scale structural analyses. Many investigators have made pioneering contributions to our present 
understanding of the fatigue process. For example:  

• 1838--ALBERT IN GERMANY: FAILURE BECAUSE OF REPEATED LOADS FIRST 
DOCUMENTED  

• 1839--PONCELET IN FRANCE: INTRODUCES TERM FATIGUE  
• 1849--INSTITUTE OF MECHANICAL ENGINEERS IN ENGLAND: "CRYSTALLIZATION" 

THEORY OF METAL FATIGUE DEBATED  
• 1860--WÖHLER: FIRST SYSTEMATIC INVESTIGATION OF FATIGUE BEHAVIOR OF 

RAILROAD AXLES; ROTATING-BENDING TEST; S-N CURVE; CONCEPT OF "ENDURANCE 
LIMIT"  

• 1864--FAIRBAIRN: FIRST EXPERIMENTS OF EFFECTS OF REPEATED LOADS  
• 1886--BAUSCHINGER: NOTES CHANGE IN "ELASTIC LIMIT" CAUSED BY REVERSED 

LOADING OR CYCLING; STRESS-STRAIN HYSTERESIS LOOP  
• 1903--EWING AND HUMFREY: MICROSCOPIC STUDY DISPROVES OLD 

"CRYSTALLIZATION" THEORY; FAILURE DEFORMATION TAKES PLACE BY SLIP SIMILAR 
TO MONOTONIC DEFORMATION  

• 1910--BAIRSTOW: INVESTIGATES CHANGES IN STRESS-STRAIN RESPONSE DURING 
CYCLING; HYSTERESIS LOOP MEASURED; MULTIPLE-STEP TESTS; CONCEPTS OF 
CYCLIC HARDENING AND SOFTENING  

• 1955--COFFIN AND MANSON (WORKING INDEPENDENTLY): THERMAL CYCLING, LOW-
CYCLE FATIGUE, PLASTIC-STRAIN CONSIDERATIONS  

• 1965--MORROW: CYCLIC PLASTICITY, LOCAL STRESS-STRAIN APPROACH, CUMULATIVE 
DAMAGE, LIFE PREDICTION TECHNIQUES  

 

FIG. 1 RELATIVE OBSERVATION LEVELS FOR THE FATIGUE PROCESS 
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Stress-Strain Behavior of Materials 

The engineering stress-strain behavior of materials is usually determined from a monotonic tension test on smooth 
specimens with a cylindrical gage section (shown schematically in Fig. 2). "Specimens" as used throughout this paper are 
axially loaded cylindrical samples with a gage length-to-diameter ratio of approximately two (lo/do 2). Many designs 
are shown in Ref 3 and ASTM E606-92. For such a test specimen:  

S = ENGINEERING STRESS = P/AO  (EQ 2) 

  
(EQ 3) 

where P is the applied load; Ao is the original area; lo is the original length; and l is the instantaneous length. 

 

FIG. 2 ORIGINAL (A) AND INSTANTANEOUS (B) CYLINDRICAL SECTION OF TENSION-TEST SPECIMEN 

However, because of changes in cross-sectional area during deformation, the true stress, σ, which is greater than the 
engineering stress in tension (conversely, less in compression), is defined as:  

= TRUE STRESS = P/A  (EQ 4) 

where A is the instantaneous area. 

Similarly, in tension, true strain, ε, is less than engineering strain (up to necking). Ludwik (circa 1909) defined true or 
natural strain, based on the instantaneous gage length, l, as:  



  
(EQ 5) 

The use of true stress and true strain merely changes the appearance of the monotonic tension stress-strain curve, as 
illustrated for a typical low-carbon steel in Fig. 3, and provides an advantage in that it lends itself readily to mathematic 
description as will be shown subsequently. 

 

FIG. 3 ENGINEERING AND TRUE STRESS-STRAIN CURVES 

The engineering stress and strain may be related to true stress and strain from the following equation for strain:  

L = LO + ∆L  (EQ 6) 

Combining Eq 5 and 6:  

  
(EQ 7) 

From Eq 3, then:  

= LN (1 + E)  (EQ 8) 

Note that this relationship is valid only up to the point of necking of the specimen during the tension test (that is, when the 
strain is uniform throughout the gage length of the specimen). It should be noted also that the deviation between the 
engineering and true strain becomes significant at an engineering strain of approximately 10% [that is, = ln (1 + 0.1 = 
0.0953)]. Since the volume of the metal changes by less than 1/1000 during large plastic strains, it is convenient to 
assume constant volume. Therefore:  



AOLO = AL = CONSTANT  (EQ 9) 

or  

  
(EQ 10) 

So that:  

  
(EQ 11) 

where do is the original diameter and d is the instantaneous diameter. To relate true stress, σ, to engineering stress, S, from 
Eq 2, we have P = SAo; and from Eq 3, P = SA. Therefore:  

  
(EQ 12) 

Up to the inception of necking in the specimen, by combining Eq 8 and 11:  

  
(EQ 13) 

or:  

  
(EQ 14) 

Thus:  

= S(1 + E)  (EQ 15) 

Again, note that this relationship is valid only up to the point of necking in the specimens during a monotonic tension test. 

The total true strain in a tension test may be separated conveniently into two components, as illustrated in Fig. 4: (1) the 
linear elastic, or that portion of strain that is recovered upon unloading, εe; and (2) the nonlinear plastic strain, that cannot 
be recovered on unloading, εp. Mathematically, this concept is expressed by the equation:  

= E + P  (EQ 16) 

at any point, P, on the true stress-strain curve. 



 

FIG. 4 ILLUSTRATION OF TOTAL STRAIN COMPONENTS 

For most metals, a logarithmic plot of true stress versus true plastic strain is a straight line, as shown in Fig. 5. It may be 
expressed by the power law equation:  

= K( P)N  (EQ 17) 

or:  

  
(EQ 18) 

where K is the strength coefficient (intercept on a log σ vs. log εp plot at εp = 1) and n is the strain-hardening exponent 
(slope). 



 

FIG. 5 TRUE STRESS VERSUS PLASTIC STRAIN (LOG-LOG COORDINATES) 

At the point of fracture, two other quantities, true fracture strength and ductility (shown in Fig. 3), are also quite 
important. True fracture strength is the true stress at final fracture:  

  
(EQ 19) 

where Af is the area at fracture generally determined from measurements of the averaged minimum diameter on the failed 
halves of the specimen with an optical comparator at several positions on the necked ligaments. If the material has 
"sufficient" ductility, a Bridgeman correction factor should be employed to augment the stress due to the triaxiality in the 
necked section (Ref 4). Likewise, true fracture ductility is the true strain at final fracture:  

  
(EQ 20) 

where the reduction in area RA = (Ao - Af)/Ao. 

Substituting σf and εf into Eq 17:  

F = K( F)N  (EQ 21) 

orK = σf/ . Combining Eq 21 and 17:  

  

(EQ 22) 

Since the elastic strain is defined by:  

E = /E  (EQ 23) 



we may now express the total strain (  = e + p) as:  

  
(EQ 24) 

Summary of Monotonic Stress-Strain Relationships:  

• ENGINEERING STRESS: S = P/AO EQ 2  
• ENGINEERING STRAIN: E = L/LO EQ 3  
• TRUE STRESS: = P/A EQ 4  
• TRUE STRAIN: = LN(L/LO) = LN(AO/A) = 2 LN(DO/D) EQ 5  
• = S(1 + E) VALID ONLY UP TO NECKING EQ 15  
• = LN(1 + E) VALID ONLY UP TO NECKING EQ 8  
• STRAIN-HARDENING EXPONENT, N = SLOPE OF LOG VERSUS LOG P PLOT OR N LN(1 

+ EAT NECKING) (REF 4)  
• STRENGTH COEFFICIENT: K = F/ EQ 21  
• TRUE FRACTURE STRENGTH: F = PF/AF EQ 19  

Again, note that the formation of a "neck" in a tensile specimen introduces a complex, triaxial stress state in that region. 
As such, in ductile metals the quantity, σf must be corrected using a Bridgeman correction factor as a function of true 
strain at fracture (see Ref 4, p 252).  

• TRUE FRACTURE DUCTILITY: F = LN(AO/AF) = 2LN(DO/DF) EQ 20  
• F = LN [1/(1 - RA)]  
• PERCENT REDUCTION IN AREA: %RA = 100 [(AO - AF)/AO]  
• TOTAL STRAIN = ELASTIC STRAIN + PLASTIC STRAIN:  = E + P = /E + F( / F)1/N = /E 

+ ( /K)1/N EQ 24  
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Cyclic Stress-Strain Behavior of Metals 

Table 1 gives typical ranges in many monotonic stress-strain properties of metals, and Table 2 gives specific examples for 
fairly common steels and aluminum alloys along with their cyclic properties described in this section. 

TABLE 1 RANGES IN MONOTONIC STRESS-STRAIN PROPERTIES OF METALS 

MONOTONIC 
PROPERTY  

TYPICAL RANGE OF 
ENGINEERING METALS  

MODULUS OF ELASTICITY, E, KSI  10 TO 80 × 103  



TENSILE YIELD STRENGTH, S0.2%Y, KSI  1 TO 3 × 102  
ULTIMATE TENSILE STRENGTH, SU, KSI  10 TO 400  
PERCENT REDUCTION IN AREA, % RA  ZERO TO 90%  
TRUE FRACTURE STRENGTH, F, KSI  0.5 TO 5 × 102  
TRUE FRACTURE DUCTILITY, F  ZERO TO 2  
STRAIN-HARDENING EXPONENT, N  ZERO TO 0.5   



TABLE 2 MONOTONIC AND CYCLIC STRESS-STRAIN PROPERTIES OF SELECTED STEELS 

MONOTONIC PROPERTIES  CYCLIC PROPERTIES  ALLOY  CONDITION  
E, 
106 PSI  

SY, 
KSI  

SU, 
KSI  

K, 
KSI  

N  % RA  F, 
KSI  

F  S'Y, 
KSI  

K', 
KSI  

N'  'F, 
KSI  

B  'F  C  

A136  AS-REC'D  30  46.5  80.6  144  0.21  67  143.6  1.06  47.9  148.8  0.18  115.9  -0.09  0.22  -0.46  
A136  150 HB  30  46.0  81.9  . . .  0.21  69  145.0  1.19  48.9  167.0  0.20  122.7  -0.08  0.20  -0.42  
SAE950X  AS-REC'D 137 HB  30  62.6  75.8  94.9  0.11  54  . . .  . . .  51.2  138.8  0.16  112.0  -0.08  0.34  -0.52  
SAE950X  AS-REC'D 146 HB  30  56.7  74.0  116.0  0.15  74  141.8  1.34  59.3  136.2  0.13  119.5  -0.08  0.42  -0.57  
SAE980X  PRESTRAINED 225 HB  28  83.5  100.8  143.9  0.13  68  176.8  1.15  82.5  385.5  0.25  171.8  -0.10  0.09  -0.48  
1006  HOT ROLLED 85 HB  30  36.0  46.1  60.0  0.14  73  . . .  . . .  34.2  196.0  0.28  116.3  -0.12  0.48  -0.52  
1020  ANNEALED 108 HB  27  36.8  56.9  57.9  0.07  64  95.9  1.02  33.8  174.9  0.26  123.3  -0.12  0.44  -0.51  
1045  225 HB  29  74.8  108.9  151.8  0.12  44  144.7  . . .  58.3  170.8  0.17  139.2  -0.08  0.50  -0.52  
1045  Q&T 390 HB  29  184.8  194.8  . . .  0.04  59  269.8  0.89  122.1  216.4  0.09  204.2  -0.07  1.51  -0.85  
1045  Q&T 500 HB  29  250.6  283.7  341.0  0.04  38  334.4  . . .  189.0  672.1  0.20  418.9  -0.09  0.23  -0.56  
1045  Q&T 705 HB  29  264.7  299.8  . . .  0.19  2  309.6  0.02  327.0  618.4  0.10  350.4  -0.07  0.002  -0.47  
10B21  Q&T 320 HB  29  144.9  152.0  187.7  0.05  67  217.4  1.13  100.2  143.6  0.06  150.3  -0.04  4.33  -0.85  
1080  Q&T 421 HB  30  141.8  195.6  323.0  0.15  32  238.6  . . .  126.2  460.8  0.21  342.9  -0.10  0.51  -0.59  
4340  Q&T 350 HB  29  170.8  179.8  229.2  0.07  57  239.7  0.84  115.6  270.2  0.14  282.0  -0.10  1.22  -0.73  
4340  Q&T 410 HB  30  198.8  212.8  . . .  . . .  38  225.8  0.48  127.0  282.8  0.13  275.3  -0.09  0.67  -0.64  
5160  Q&T 440 HB  30  215.7  230.0  281.4  0.05  39  280.0  0.51  155.2  352.7  0.13  300.0  -0.08  9.56  -1.05  
8630  Q&T 254 HB  30  102.8  113.9  153.9  0.08  16  121.8  0.17  87.5  139.4  0.08  152.1  -0.11  0.21  -0.86  

Q&T, quenched and tempered. 

Source: L.E. Tucker, Deere & Co. 



Metals are metastable under application of cyclic loads, and their stress-strain response can be drastically altered when 
subjected to repeated plastic strains. This is evident by corresponding monotonic and cyclic properties shown in Tables 2 
and 3. Depending on the initial state (quenched and tempered, normalized, annealed, cold worked, solution treated and 
aged, overaged, etc.) and its test condition, a metal may (a) cyclically harden; (b) cyclically soften; (c) be cyclically 
stable; or (d) have mixed behavior (soften at small strains then harden at greater strains). 



TABLE 3 MONOTONIC AND CYCLIC STRESS-STRAIN PROPERTIES OF SELECTED ALUMINUM ALLOYS 

MONOTONIC PROPERTIES  CYCLIC PROPERTIES  ALLOY  CONDITION  
E, 
106 
PSI  

SY, 
KSI  

SU, 
KSI  

K, 
KSI  

N  % RA  F, 
KSI  

F  S'Y, 
KSI  

K', 
KSI  

N'  'F, 
KSI  

B  'F  C  

1100  AS REC'D  10  14  16  . . .  . . .  88  . . .  2.1  8  23  0.17  28  -
0.106  

1.8  -0.69  

2014  T6  10.6  67  74  . . .  . . .  35  91  0.42  65  102  0.073  114  -
0.081  

0.85  -0.86  

2014  T6  10.8  70  78  . . .  . . .  . . .  . . .  . . .  73  107  0.062  129  -
0.092  

0.37  -0.74  

2024  T351  10.2  44  69  117  0.20  35  92  0.38  65  114  0.09  147  -0.11  0.21  -0.52  
2024  T4  10.6  T/C 

55/44  
68  T/C 

66/92  
T/C 
0.32/0.17  

25  81  0.43  62  95  0.065  160  -
0.124  

0.22  -0.59  

2219  T851  10.3  52  68  . . .  . . .  . . .  . . .  0.28  48  115  0.14  121  -0.11  1.33  -
0.079  

5086  F  10.1  30  45  . . .  . . .  . . .  . . .  0.36  43  87  0.11  83  -
0.092  

0.69  -0.75  

5182  0   10.5  L/T 
16/19  

L/T 
44/49  

. . .  . . .  L/T 
37/44  

57  L/0.46 
T/0.58  

43  68  0.075  122  -
0.137  

1.76  -0.92  

5454  0   10  20  36  . . .  . . .  44  53  0.58  34  58  0.084  82  -
0.116  

1.78  -0.85  

5454  10% CR  10  . . .  . . .  . . .  . . .  . . .  . . .  . . .  34  62  0.098  82  -
0.108  

0.48  -0.67  

5454  20% CR  10  . . .  . . .  . . .  . . .  . . .  . . .  . . .  37  59  0.081  82  -
0.103  

1.75  -0.80  

5456  H311  10  34  58  . . .  . . .  35  76  0.42  51  87  0.086  105  -0.11  0.46  -0.67  
6061  T651  10  42  45  53  0.042  58  68  0.86  43  78  0.096  92  -

0.099  
0.92  -0.78  

7075  T6  10.3  68  84  120  0.113  33  108  0.41  75  140  0.10  191  -
0.126  

0.19  -0.52  

7075  T73  10.4  60  70  86  0.054  23  84  0.26  58  74  0.032  116  -
0.098  

-
0.26  

-0.73  

Source: R.W. Landgraf, Virginia Polytechnic Institute 



In this section, equations similar to those describing the monotonic stress-strain behavior are developed for fatigue 
analysis. These equations define properties more appropriate to fatigue analyses and are called fatigue properties. The 
reader is also referred to "Recommended Practice for Strain Controlled Fatigue Testing," ASTM E606-92, for the 
methodology involved in performing such tests. 

Determination of constant-amplitude fatigue lives of specimens is customarily performed under conditions of controlled 
stress (as in the rotating-bending or cantilever-bending type of test) or controlled strain. As a justification for the use of 
controlled strain while observing the stress response, the ramifications of controlling stress are illustrated in Fig. 6 (Ref 
5). As shown, the applied stress amplitude is less than the initial or monotonic yield strength of the steel (as noted by the 
"linear elastic" strain response during the first 40 cycles). However, because plastic deformation occurs at a microscopic 
level, the macrolevel response of the steel is the accrual of ever-increasing amounts of plastic strain. As stress cycling 
proceeds beyond 40 cycles (in this instance), a "runaway" process occurs as the steel undergoes cyclic softening. 

 

FIG. 6 CYCLIC SOFTENING OF A STEEL UNDER CONTROLLED-STRESS CYCLING. SOURCE: REF 5 

Compare the above response to a steel of similar hardness (as shown in Fig. 7) under conditions of controlled strain. 
Although the stress limits decrease with increased cycles, no instability is observed, as happened under controlled stress. 
As Landgraf (Ref 6) points out, these test conditions represent extremes of completely unconstrained or stress-cycling 
conditions and completely constrained or strain-cycling conditions. 



 

FIG. 7 CYCLIC SOFTENING OF A STEEL UNDER CONTROLLED-STRAIN CYCLING. SOURCE: REF 6 

In actual engineering structures, stress-strain gradients do exist, and there is usually a certain degree of structural 
constraint of the material at critical locations. Such a condition is most reminiscent of strain control. Therefore, it is more 
advantageous to characterize material response under strain-controlled conditions than under stress-controlled. Also, 
when an engineering structure is evaluated in a component test arrangement, strain gages are usually affixed to the 
structure at locations indicated by the most densely cracked locations in a brittle lacquer coating. When used in an 
analysis, these strains are converted to stress using the modulus of elasticity. 

Why not use the strains directly? Consider the cases illustrated in Fig. 8 and 9, in which total strain is controlled and the 
stress response is observed. As illustrated in Fig. 8, if the stress required to enforce the strain increases on subsequent 
reversals, the metal undergoes cyclic hardening. (Reversals are twice the number of cycles in a completely reversed test, 
R = -1. Reversals are preferred to cycles because in pseudo-random spectra, it is impossible to conveniently define a cycle 
whereas a reversal is simply a change in sign of a given excursion.) The hardness, yield, and ultimate strength increase. 
Such behavior is characteristic of annealed pure metals (for example, copper), many aluminum alloys, and as-quenched 
(untempered) steels. 



 

FIG. 8 CYCLIC HARDENING UNDER CONTROLLED-STRAIN-AMPLITUDE CYCLING 

 

FIG. 9 CYCLIC SOFTENING UNDER CONTROLLED-STRAIN-AMPLITUDE CYCLING 

As illustrated in Fig. 9, the strain amplitude is controlled, but the stress required to enforce the strain decreases with 
subsequent reversals. This phenomenon is called cyclic softening. It is characteristic of cold worked pure metals and 
many steels at small strain amplitudes. During cyclic softening, the flow properties (for example, hardness, yield strength, 
and ultimate strength) decrease. 



By plotting the stress amplitude versus reversals from controlled-strain test results, one can observe cyclic strain 
hardening and softening, as illustrated in Fig. 10. Thus, through cyclic hardening and softening, some intermediate 
strength level is attained that represents a steady-state condition (in which case the stress required to enforce the 
controlled strain does not vary significantly). 

 

FIG. 10 STEADY-STATE STRESS RESPONSE FOR STRAIN-CONTROLLED CYCLING 

Some metals are cyclically stable, in which case their monotonic stress-strain behavior adequately describes their cyclic 
response. The steady-state condition is usually achieved in about 20 to 40% of the total fatigue life in either hardening or 
softening materials. The cyclic behavior of metals is best described in terms of a stress-strain hysteresis loop, as 
illustrated in Fig. 11. 



 

FIG. 11 STEADY-STATE STRESS-STRAIN HYSTERESIS LOOP 

For completely reversed, R = -1, strain-controlled conditions with zero mean strain, the total width of the loop is ∆ε, or 
total strain range. (The symbol ∆is used throughout this article to signify range.)  

= 2 A ( A = STRAIN AMPLITUDE)  (EQ 25) 

The total height of the loop is ∆σ, or the total stress range:  

= 2 A ( A = STRESS AMPLITUDE)  (EQ 26) 

The difference between the total and elastic strain amplitudes is the plastic-strain amplitude. Since:  

  
(EQ 27) 

then:  



  
(EQ 28) 

Changes in stress response of a metal occur relatively rapidly during the first several percent of the total reversals to 
failure. The metal, under controlled strain amplitude, will eventually attain a steady-state stress response. 

Now, to construct a cyclic stress-strain curve, one simply connects the locus of the points that represent the tips of the 
stabilized hysteresis loops from comparison specimen tests at several controlled strain amplitudes (see Fig. 12). 

 

FIG. 12 CONSTRUCTION OF CYCLIC STRESS-STRAIN CURVE BY JOINING TIPS OF STABILIZED HYSTERESIS 
LOOPS 

In the particular example shown in Fig. 12, it was presumed that three companion specimens were tested to failure, at 
three different controlled strain amplitudes. Failure of a specimen is defined, typically, as complete separation into two 
distinct pieces. Generally, the diameter of specimens are approximately 0.25 to 0.375 inches. In actuality, there is a 
"propagation" period included in this definition of failure. Other definitions of failure appear in ASTM E606-92. 

The steady-state stress response, measured at approximately 50% of the life to failure, is thereby obtained. These stress 
values are then plotted at the appropriate strain levels to obtain the cyclic stress-strain curve. In actuality one would 
typically test approximately ten or more companion specimens. The cyclic stress-strain curve can be compared directly to 
the monotonic or tensile stress-strain curve to quantitatively assess cyclically induced changes in mechanical behavior. 
This is illustrated in Fig. 13. Note that 50% may not always be the life fraction where steady-state response is attained. 
Often it is left to the discretion of the interpreter as to where the steady-state cyclic stress-strain occurs. In any event, it 
should be noted on the cyclic stress-strain curve for the material being tested (i.e., cyclic curve at 50% life to failure). 



 

FIG. 13 EXAMPLES OF VARIOUS TYPES OF CYCLIC STRESS-STRAIN CURVES 

In Fig. 13(a), when a material cyclically softens, the cyclic yield strength is considerably lower than the monotonic yield 
strength. Using monotonic properties in a cyclic application can result in predicting fully elastic strains, when in fact 
considerable plastic strains are present. In T-1 steels or an equivalent HSLA steel, for example, the cyclic yield strength is 
only about 50% of the monotonic yield strength. 

Whereas the steady-state process consumes 20% to 40% of total life in constant-amplitude testing, a single large overload 
in actual service-type histories can produce an immediate change from the monotonic curve to the cyclic. Assembly or 
even driving the completed machine "out the door" can cause an instantaneous loss of 50% of the monotonic yield 
strength in some materials. 

Figure 14 illustrates representative behaviors for aluminum alloys and low-strength steels. Such materials may harden or 
soften or, depending on the strain amplitude, soften and then harden. The latter phenomenon, known as mixed behavior, is 
illustrated in Fig. 14. Such behavior is common in many HSLA and low-carbon, low-hardness steels (Ref 7, 8). 



 

FIG. 14 CYCLIC STRESS-STRAIN RESPONSE COMPARED WITH MONOTONIC BEHAVIOR FOR VARIOUS ALLOYS 

If we use the same approach as with the monotonic stress-strain curve, a plot of true stress versus true strain from 
constant-strain-amplitude test data of companion specimens on log-log paper results in a straight line (see Fig. 15). Again, 
a power-law function between true stress and plastic strain may be represented as:  

A = K' ( P)N'  (EQ 29) 

where σa is the steady-state stress amplitude (measured at 50% of life to failure), p is the plastic-strain amplitude, K' is 
the cyclic-strength coefficient, and n' is the cyclic-strain-hardening exponent. 



 

FIG. 15 TRUE STRESS VERSUS PLASTIC STRAIN FOR CYCLIC RESPONSE (LOG-LOG COORDINATES) 

Cyclic stress-strain response of a material is characterized by the following relationship:  

  
(EQ 30) 

The value of n' varies between 0.10 and 0.20, with an average value very close to 0.15. In general, if n, the monotonic 
strain hardening exponent, is initially high it will tend to decrease, or the metal will harden. If n is initially low it will tend 
to increase, or the metal will soften. 

Another method of determining what a metal will do cyclically was proposed by Smith et al. (Ref 9) and is expressed as:  

  
(EQ 31A) 

  
(EQ 31B) 

where Su is the monotonic ultimate strength and S0.2%y is 0.2% offset yield strength. Between the values 1.2 and 1.4, a 
metal is generally stable but may harden or soften. 
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Fatigue-Life Behavior 

Ever since Wöhler's work on railroad axles subjected to rotating-bending stresses, fatigue data have been presented in the 
form of an Sa-log Nf curve, where Sa is the stress amplitude and Nf is cycles to failure. This is shown in Fig. 16(a). 

 

FIG. 16 (A) STRESS VERSUS LOG-CYCLES-TO-FAILURE CURVE. (B) LOG STRESS VERSUS LOG-CYCLES-TO-
FAILURE CURVE 

Although an "endurance limit" is generally observed for many steels under constant-stress-amplitude testing, such a limit 
does not exist for high-strength steels or such nonferrous metals as aluminum alloys. As a matter of fact, as mentioned 
previously, a single large overload that is common in many air, sea, ground-vehicle and electronic applications, will unpin 
dislocations, thereby causing the "endurance limit" to be eradicated! This has been shown conclusively by Brose et al. 
(Ref 10). 



Around 1900, Basquin showed that the Sa-log Nf plot could be linearized with full log coordinates [see Fig. 16(b)] and 
thereby established the exponential law of fatigue. In axial tests using engineering stress, the curve "bends over" at short 

lives and extrapolates to the ultimate tensile strength (Su) at cycle. Further, in comparing axial test results to rotating-
bending test results, we observe that rotating bending gives significantly longer lives, particularly in the low-cycle region 
(see Fig. 17). The reason for the deviation is the method of calculation of the fiber stress in a bending type of test from Eq 
1. This is an elasticity equation, whereas fatigue is caused by plastic deformation (to-and-fro slip). Thus, the assumption 
of "elastic response" in a cyclic environment can be and is often erroneous. This fact is certainly true in the presence of a 
notch or other geometric or metallurgical discontinuity. Such possibilities do exist in most common engineering materials. 

 

FIG. 17 STRESS VERSUS LOG-CYCLES-TO-FAILURE CURVES FOR BENDING AND AXIAL-LOADING TESTS OF 
4340 STEEL 

If true stress amplitudes are used instead of engineering stress, the entire stress-life plot may be linearized, as illustrated in 
Fig. 18. Thus, stress amplitude can be related to life by another power-law relationship:  

σA = σ'F (2NF)B  (EQ 32) 

∆σ/2 = σa in zero-mean constant amplitude test, σa = true stress amplitude. 2Nf = reversals to failure (1 cycle = 2 
reversals). σ'f = fatigue-strength coefficient. b = fatigue-strength exponent (Basquin's exponent). The parameters σ'f and b 
are fatigue properties of the metal. The fatigue strength coefficient, σ'f, is approximately equal to σf for many metals. The 
fatigue strength exponent, b, varies between approximately -0.05 and -0.12. 



 

FIG. 18 LOG TRUE STRESS VERSUS LOG REVERSALS TO FAILURE OF 4340 STEEL. SOURCE: FATIGUE DESIGN 
HANDBOOK, SAE 

Around 1955, Coffin and Manson, who were working independently on the thermal-fatigue problem, established that 
plastic strain-life data could also be linearized with log-log coordinates (see Fig. 19). As with the true stress-life data the 
plastic strain-life data can be related by the power-law function:  

  
(EQ 33) 

where ∆εp/2 = plastic-strain amplitude; ε'f = fatigue-ductility coefficient; and c = fatigue-ductility exponent. The 
parameters ε'f and c are also fatigue properties where ε'f is approximately equal to εf for many metals, and c varies 
between approximately -0.5 and -0.7 for many metals. 



 

FIG. 19 LOG PLASTIC STRAIN VERSUS LOG REVERSALS TO FAILURE OF 4340 STEEL. SOURCE: FATIGUE 
DESIGN HANDBOOK, SAE 

It was mentioned previously that total strain has two components: elastic and plastic, or = e + p (Eq 16). Expressed as 

the strain amplitudes from a constant-amplitude, zero-mean-strain controlled test:  (Eq 27). Since a = 
'f (2Nf)b (Eq 32) and:  

  
(EQ 34) 

one can divide Eq 32 by E, the modulus of elasticity, to obtain:  

  
(EQ 35) 

Combining Eq 27, 33, and 35:  

  

(EQ 36) 

Equation 36 is the foundation for the strain-based approach to fatigue and is called the strain-life relationship. Further, the 
two straight lines, one for the elastic strain, and one for the plastic strain, can be plotted as has been done in Fig. 20. 



 

FIG. 20 LOG STRAIN VERSUS LOG REVERSALS TO FAILURE 

Several conclusions may be drawn from the total-strain-life curve in Fig. 20. At short lives, less than 2Nt (the transition 
fatigue life where ∆εp/2 = ∆εe/2), plastic strain predominates and the metal's ductility will control performance. At longer 
lives, greater than 2Nt, the elastic strain is more dominant than the plastic, and strength will control performance. An 
"ideal material" would be one with both high ductility and high strength. Unfortunately, strength and ductility are usually 
a tradeoff; the optimum compromise must be tailored to the expected load or strain environment being considered in a 
real history for a fatigue analysis. 

By equating the elastic and plastic components of total strain, we can calculate the transition fatigue life as:  

  

(EQ 37) 

This is the point on the plot of strain-life where the elastic and plastic strain-life lines intersect and will prove useful in 
several calculations shown later in this paper. 

Summary of Cyclic Stress-Strain and Strain-Life Relationships. Four fatigue properties have been introduced:  

• 'F, FATIGUE-STRENGTH COEFFICIENT  
• 'F, FATIGUE-DUCTILITY COEFFICIENT  
• B, FATIGUE-STRENGTH EXPONENT  
• C, FATIGUE-DUCTILITY EXPONENT  

A functional relationship between strain and life has been introduced. A means of accounting for plastic strain, that causes 
fatigue, is therefore available (Eq 36):  

  



These relationships apply to wrought metals only. When internal defects govern life (as is the case with cast metals, 
higher-hardness wrought steels, weldments, composite materials and so forth), these principles are not directly applicable, 
and appropriate modifications to account for "internal micronotches" may be made (Ref 11). 

Cyclic stress-strain material properties may be related in the following manner:  

  
(EQ 38) 

Through energy arguments, Morrow (Ref 12) has shown that:  

B = -N' / (1 + 5N')  (EQ 39) 

and:  

C = 1 / (1 + 5N')  (EQ 40) 

Thus:  

N' = B / C  (EQ 41) 

which allows a relationship between fatigue properties and cyclic stress-strain properties. If average values of b and c (-
0.09 and -0.6, respectively) are inserted into Eq 41, n' 0.15 results. This is in agreement with the observation that, in 
general, the average value of n' for most metals is close to 0.15. 

As an addendum and caveat to the above, it must be pointed out that the "log-log linear, two straight lines, elastic-plastic 
approach" doesn't always describe the results of strain-life testing. As early as 1969, Endo and Morrow (Ref 13) showed 
that several alloys, including SAE 4340, 2024-T4Al, 7075-T6Al, and Ti-8Al-1Mo-1V, did not exhibit a linear 
relationship for either elastic or plastic strain-life. Sanders and Starke (Ref 14) show that heterogeneous deformation in 
aluminum alloys also caused deviation from a singular straight line description for elastic and plastic strain-life lines. 
Also, Radhakrishnan (Ref 15) has demonstrated recently that there is a bi-linear Coffin-Manson low cycle fatigue 
relationship for aluminum-lithium alloys and dual phase steels. But, what is typically employed in a cumulative damage 
analysis is the total strain-life relationship and the curve may be "approximated" adequately with two straight, log-log, 
lines. 

Approximation of Fatigue Properties from Monotonic Properties. In the absence of adequate data on constant-
strain-amplitude, it is often necessary to approximate the strain-life curve from monotonic tensile properties. The 
Appendix "Parameters for Estimating Fatigue Life" in this Volume describes some of the common approximation 
methods. The following example is a general approach for estimating fatigue behavior of hardened steels. It is an example 
intended for illustration only. 
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Example 1: Estimating Fatigue of Hardened Steel 

Fatigue-Strength Limit (Sfl). For many steels with hardnesses less than approximately 500 HB, the fatigue limit Sflat 2 
× 106 reversals is approximated by:  

  
(EQ 42) 

where HB is the Brinell hardness number. For example, for a steel of 200 HB:  

  
(EQ 43A) 

SFL 50 KSI  (EQ 43B) 

Often the 0.1% offset yield stress from the cyclic stress-strain curve may be used to approximate Sfl. For high-strength 

steels and nonferrous metals, it is more appropriate to use Su Sfl at 108 cycles. In general, however, it is probably 

more conservative to use Su at 106 cycles for all metals. 

Fatigue-Strength Coefficient ( 'f). A reasonably good approximation for the fatigue-strength coefficient is:  

'F F (CORRECTED FOR NECKING)  (EQ 44) 

or for steels to about 500 HB:  

F (KSI) (SU + 50)  (EQ 45) 

For example, a steel of 200 HB:  

'F F 150 KSI  (EQ 46) 

Thus, the intercept at one reversal of the elastic strain-life line is:  

  
(EQ 47) 



Fatigue-Strength Exponent (b). As mentioned previously, b varies from -0.05 to -0.12 and for most metals has an 

average of -0.085. In approximating the fatigue strength at 2 × 106 reversals with Su, it may be shown that:  

  
(EQ 48) 

One may now construct the elastic-strain-life line as illustrated in Fig. 21, by either the slope and intercept or the intercept 
and the fatigue limit at 2 × 106 reversals. 

 

FIG. 21 LOG ELASTIC STRAIN VERSUS LOG REVERSALS TO FAILURE 

Fatigue-Ductility Coefficient ( 'f). It is a common approximation to set the fatigue-ductility coefficient equal to the 
true fracture ductility ( 'f f). 

For the 200-HB steel, that is very ductile, the percent reduction in area is approximately 65% = %RA. Therefore:  

  
(EQ 49) 

Fatigue-Ductility Exponent (c). The fatigue-ductility exponent, c, is not as well-defined as are the other fatigue 
properties. According to Coffin (Ref 16), c is approximately -0.5, whereas according to Manson (Ref 17), c is 
approximately -0.6. Morrow (Ref 12) has shown that for many metals c varies between -0.5 and -0.7, or an average of -
0.6. 

Plotting of Strain Life Curve. Instead of using a slope, c, to construct the plastic strain-life line, it is advantageous to 
note the empirical representation of the hardness and transition fatigue life shown in Fig. 22 (Ref 18). For the 200-HB 
steel in this example, the transition fatigue life is 2Nt 6 × 104 reversals. By connecting the intercept of 'f f = 1 and 
the point on the elastic strain-life line at the value of 2Nt, we construct the plastic strain-life line. One may now plot the 
plastic strain-life line, and algebraically add to it the elastic strain-life line to obtain the total strain-life curve, as 
illustrated in Fig. 23. 



 

FIG. 22 LOG TRANSITION FAILURE LIFE VERSUS BRINELL HARDNESS FOR STEELS. SOURCE: REF 18 



 

FIG. 23 ESTIMATED CURVE OF LOG STRAIN VERSUS LOG REVERSALS TO FAILURE FOR A STEEL (200 HB) 

It should be clear after the examples given that the manner in which metals resist cyclic straining is dependent on both 
strength and ductility. An idealized situation is depicted in Fig. 24. Consider the steel at 600 HB (a strong metal that 
resists strain "elasticity" on the basis of its high strength) compared to the steel at 300 HB (a ductile metal that resists 
strain "plastically" on the basis of its superior ductility). The "tough" steel at 400 HB resists strain by a combination of 
both its strength and ductility. This does not, however, mean that the 400-HB steel is the best material for a specific duty 
cycle that must be resisted in actual design application. The "best" material must be tailored to the application. This 
hypothesis will be further expounded in a later section. 

 

FIG. 24 STRAIN-LIFE CURVES FOR A STEEL AT THREE DIFFERENT HARDNESS LEVELS (APPROXIMATION) 



The strain-life curves in Fig. 24 all intersect at a strain of 0.01 with life to failure of approximately 2 × 103 reversals (1000 
cycles). Figure 25 illustrates the real trend for a variety of steels of varying hardnesses and microstructures (Ref 6). Note 
that the SAE 1010 (a low-carbon, low-hardness steel used in many ground-vehicle components) has a transition fatigue 
life of approximately 105 reversals. Therefore, even at 106 reversals, there will be a certain portion of plastic strain present 
that would not be accounted for in the stress-based approach to fatigue. 

 

FIG. 25 STRAIN-LIFE CURVES FOR STEELS WITH VARYING MICROSTRUCTURES AND HARDNESSES. SOURCE: 
REF 6 

The advent of modern, closed-loop electrohydraulic testing machines has made the strain-based test procedure and data 
presentation fairly commonplace. Interested readers are referred to Ref 19, 20, 21 for a compilation of cyclic stress-strain 
properties and strain-life curves for a variety of materials and conditions. 
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Mean-Stress Effects 

To predict the crack-initiation life of actual components, the following need to be considered:  

• MEAN STRESS EFFECTS  
• SIZE EFFECTS OF GEOMETRIC NOTCHES  
• RELATION BETWEEN REMOTELY MEASURED STRESSES AND STRAINS TO STRESSES 

AND STRAINS AT A NOTCH ROOT WHERE PLASTICITY DOMINATES  

The methods used to analyze these factors, when combined with an adequate cycle-counting technique that accrues closed 
hysteresis loops (for example, rainflow or range pair), fatigue-initiation life of real components or parts can be predicted. 

The preceding sections have outlined a contemporary presentation for the strain-based description of the fatigue 
properties of materials. This section considers the effect of mean stress on fatigue life, that would later be factored into a 
cumulative fatigue-damage analysis. 

As illustrated in Fig. 26, the following nomenclature will be used in accounting for mean stresses:  

  
(EQ 50) 

  
(EQ 51) 

As an illustrative example, let max be 15 ksi and min be -5 ksi. Then:  

  
(EQ 52) 



 

FIG. 26 STRESS VERSUS TIME FOR NONZERO-MEAN-STRESS CYCLING 

Mean-stress data are generally presented in terms of constant-life diagrams that are plots of all combinations of 
alternating and mean stresses resulting in the same finite life to failure. These are illustrated in Fig. 27. 

 

FIG. 27 VARIOUS FORMS OF PRESENTING MEAN-STRESS DATA 

The equations for the lines shown in Fig. 27 are the following: Line a (Soderberg):  

  
(EQ 53) 

Line b (Goodman):  

  
(EQ 54) 

Line c (Gerber):  

  

(EQ 55) 



where Sa is the alternating-stress amplitude; Scr is the completely reversed stress amplitude for a given life (i.e., 106, 105, 
etc.); Su is the ultimate tensile strength of the material; Sy is the yield strength; and So is the mean stress. For the case of 
tensile mean stresses, as a rule-of-thumb:  

1. SODERBERG'S RELATION IS VERY CONSERVATIVE FOR MOST CASES.  
2. GOODMAN'S RELATION IS GOOD FOR BRITTLE METALS BUT CONSERVATIVE FOR 

DUCTILE METALS.  
3. GERBER'S RELATION IS GOOD FOR DUCTILE METALS.  

The above statements apply only to tensile mean stress. Moreover, there are other ways of accounting for mean stresses, 
and those cited are used only as typical examples. 

As an alternative approach, consider that a mean stress alters the value of the fatigue strength coefficient, 'f, in the 
stress-life relationship. That is, tensile mean stress would reduce the fatigue strength, whereas a compressive mean stress 
would increase the fatigue strength. Thus, we have:  

A = ( 'F - 0) (2NF)B  (EQ 56) 

In this equation, tensile mean stresses are positive, and compressive ones are negative. Hence for a tensile mean stress, the 
new intercept constant (σ'f) is decreased relative to σ'f for zero mean stress, and the intercept is increased for a 
compressive mean stress::  

( 'F - 0) < 'F (TENSILE OR + MEAN) 
( 'F - 0) > 'F (COMPRESSIVE OR - MEAN)  

(EQ 57) 

In terms of the strain-life relationship:  

  
(EQ 58) 

where negative σ0 is for tensile mean stress, positive σ0 is for compressive mean stress. Figure 28 illustrates the effect of a 
tensile mean stress in modifying the strain-life curve. Consistent with expected behavior, the effect is most significant in 
the long-term fatigue region. 



 

FIG. 28 MEAN-STRESS MODIFICATION TO STRAIN-LIFE CURVE 

As can be seen, there is little or no effect of mean stresses at lives less than approximately the transition fatigue life (the 
low cycle fatigue region). In this life region, the large amounts of plastic deformation will eradicate any beneficial or 
detrimental effect of a mean stress, because it will not be sustained. Relaxation of mean stresses (Ref 22) and cyclic-
dependent creep (Ref 23) are not covered in detail in this paper, because these phenomena are special instances of 
material response--particularly when considered in a cumulative-damage analysis (Ref 24, 25). 
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Cumulative Fatigue Damage 

Analysis of cumulative fatigue damage is a method that addresses the following:  



• THE STRAIN-LIFE BEHAVIOR OF METAL FATIGUE RESISTANCE  
• THE EFFECT OF MEAN STRESS  
• THE EFFECT OF GEOMETRIC NOTCHES  
• THE TYPICAL STRAIN-TIME HISTORIES OF COMPONENTS  

To ascertain structural life under other constant-amplitude conditions, one must apply cumulative damage criteria to 
conditions of varying stress or strain amplitudes. 

The simple example of a bilevel loading sequence (Fig. 29) can help illustrate the common Palmgren-Miner linear 
cumulative damage rule, which may be mathematically stated as:  

  
(EQ 59) 

where d = damage. 

 

FIG. 29 EXAMPLE OF BILEVEL LOADING SEQUENCE 

Accordingly, failure is defined as occurring when:  

  
(EQ 60) 

In the example shown in Fig. 29, assume that 50 reversals (25 cycles) are applied at a1. How many can be applied at a2 
until failure occurs? Using Eq 60, we find that:  

  
(EQ 61) 

Thus, x = 5,000 reversals may be applied at σa2 until failure occurs. However, the problem is not quite this simple. Such 
things as sequence effects, overstressing and understressing also need to be taken into account. 

Effect of Overstressing and Understressing. As a simple example of overstressing and understressing phenomena, 
consider a cyclically softening material subject to the strains corresponding to the steady-state stresses σa1 and σa2 as 
shown in Fig. 30. Should the lower strain corresponding to the stress, σa2, be applied first, the materials response will be 
"linear elastic" and will follow the curve. If "enough" cycles are applied to the metal, the loop will eventually stabilize to 
the cyclic response and include some plasticity. This phenomenon is called cyclic-dependent yielding, and the hysteresis 
loop is depicted in Fig. 31. However, if the larger strain is applied after a few of the lower cycles, we will obtain the same 



hysteresis loop that we would obtain if the lower strain had not been applied (see Fig. 32). Now imagine that the larger 
strain had been applied first. The large hysteresis loop would have developed as it did in Fig. 32. As a result, the stress-
strain curve would stabilize at the cyclic pattern, and the subsequent application of the lower strain corresponding to the 
stress σa2 would immediately produce the loop shown in Fig. 31. This is very different from the "fully elastic" loop in that 
a considerable plastic strain is immediately evident. Thus, the high-low sequence would result in a shorter life than the 
low-high sequence because of the cyclic-dependent yielding phenomenon. 

 

FIG. 30 MONOTONIC AND CYCLIC STRESS-STRAIN CURVES USED IN BILEVEL LOADING EXAMPLE 

 

FIG. 31 HYSTERESIS LOOP ILLUSTRATING DEVELOPMENT OF PLASTIC STRAIN FROM INITIAL "ELASTIC" 
RESPONSE 



 

FIG. 32 HYSTERESIS LOOP ILLUSTRATING DEVELOPMENT OF NONELASTIC RESPONSE 

Sequence Effects. Figure 33(a), shows the importance of accounting for sequence effects in a loading history. Presume 
the larger strain amplitude, εa1, is imposed first and after several reversals is transferred to the smaller strain amplitude, 
εa2, from the compressive peak (No. 4). Note from the stress response that a self-imposed tensile mean stress, σo, 
develops, as illustrated in Fig. 33(c). Instead of transferring from the large strain to the small strain from the compression 
peak, reverse the situation and transfer from the tensile peak; then, as Fig. 34(c) shows, a self-imposed compressive mean 
stress, σo, results because of this particular transfer sequence. 



 

FIG. 33 DEVELOPMENT OF TENSILE MEAN STRESS BECAUSE OF SEQUENCE EFFECT 



 

FIG. 34 DEVELOPMENT OF COMPRESSIVE MEAN STRESS BECAUSE OF SEQUENCE EFFECT 

Another example of sequence effects is shown in Fig. 35. Load history A (Fig. 35b) and load history B (Fig. 35c) have 
similar-appearing strain histories with totally different stress-strain response and fatigue life (Fig. 35a) from slightly 
different initial transients. Load history A has a tensile leading edge as an initial transient, while load history B has a 
compressive leading edge and a markedly higher fatigue strength (Fig. 35a). This illustrates the difficulty of applying data 
to new designs without complete and accurate characterization of anticipated and, occasionally, unanticipated load 
histories. 



 

FIG. 35 FATIGUE DATA (A) SHOWING SEQUENCE EFFECTS FOR NOTCHED-SPECIMEN AND SMOOTH-
SPECIMEN SIMULATIONS (2024-T4 ALUMINUM, KF = 2.0). LOAD HISTORIES A AND B HAVE A SIMILAR CYCLIC 
LOAD PATTERN (∆S2) BUT HAVE SLIGHTLY DIFFERENT INITIAL TRANSIENTS (∆S1) WITH EITHER (B) A TENSILE 
LOADING EDGE (FIRST STRESS PEAK AT + ∆S1/2) OR (C) A COMPRESSIVE LEADING EDGE (FIRST STRESS 
PEAK AT-∆S1/2). THE SEQUENCE EFFECT ON FATIGUE LIFE (A) BECOMES MORE PRONOUNCED AS ∆S2 
BECOMES SMALLER. SOURCE: D.F. SOCIE, "FATIGUE LIFE ESTIMATION TECHNIQUES," TECHNICAL REPORT 
145, ELECTRO GENERAL CORPORATION 



Cyclic-Dependent Stress Relaxation. An analogous situation to the cyclic-dependent creep under biased stress-
cycling conditions mentioned earlier in this paper is the deformation response in biased strain control known as cyclic-
dependent stress relaxation. The idealized situation illustrated in Fig. 33 and 34 (in which the compressive and tensile 
self-imposed mean stresses result from the transfer sequences) is not precisely accurate. As Fig. 36 shows, there is a 
relaxation of the mean stress under the biased strain conditions. Relaxation rates depend on the material hardness and 
imposed strain amplitude. As Fig. 37 shows, the harder the metal, the lesser the relaxation rate of the mean stress. Also, 
the greater the strain amplitude, the greater the relaxation rate. Both responses depend on the amount of sustained cyclic 
plastic deformation that occurs. A softer steel (for example, SAE 1045 at 280 HB) will display greater amounts of plastic 
deformation, and thus the relaxation rate of the mean stress will be greater than it will for a harder steel (for example, the 
SAE 1045 at 560 HB). Similarly, the greater the total strain, the greater the plastic strain in proportion and thus the greater 
relaxation rate for the mean stress. However, such specialized responses are not generally included in cumulative-fatigue-
damage analyses unless the component strain-time history would be heavily biased in either tension or compression. 

 

FIG. 36 RELAXATION OF MEAN STRESSES UNDER BIASED STRAINING OF AN SAE 1045 STEEL. SOURCE: REF 
6 



 

FIG. 37 EFFECT OF STRAIN AMPLITUDE AND HARDNESS ON RELAXATION RATE OF MEAN STRESS. SOURCE: 
REF 6 
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Cycle Counting 



The preceding section gave some simple examples of the importance of the sequence of events in a variable-loading 
history. To assess the fatigue damage for complex histories, one must reduce them to a series of discrete events by 
employing some type of cycle-counting technique. For purposes of illustration, consider the strain history shown in Fig. 
38 (Ref 26). 

 

FIG. 38 IMPOSED-VARIABLE-STRAIN HISTORY AND STRESS RESPONSE. SOURCE: REF 26 

The stress-time history is quite different from the corresponding strain-time history, and no clear functional relationship 
exists between them because of the nonlinear (plasticity) material response. Events C-D and E-D have identical mean 
strains and strain ranges but quite different mean stresses and stress ranges. (Note that a positive strain is indicated at 
point E in the strain-time history but that the stress response is compressive.) Following the elastic unloading (B-C), the 
material exhibits a discontinuous accumulation of plastic strain upon deforming from C to D. When point B is reached, 
the material "remembers" its prior deformation (A-B), and deforms along path A-D as though event B-C had never 
occurred. 

In this simple sequence, there are four events that resemble constant-amplitude cycling. These events (which are closed 
hysteresis loops) are: A-D-A, B-C-B, D-E-D and F-G-F. Each event is associated with a strain range and a mean stress. 
Of the various counting techniques in use (rainflow, range pair, level crossing, and peak counting), rainflow (or its 
equivalent, range pair) has been shown to produce superior fatigue-life estimates (Ref 27). The apparent reason for the 
superiority of rainflow counting is that it combines load reversals in a manner that defines cycles by closed hysteresis 
loops (see Fig. 39). 



 

FIG. 39 SCHEMATIC OF RAIN FLOW COUNTING TECHNIQUE. SOURCE: REF 26 

To implement the rainflow counting technique, plot the strain-time history with the time axis vertically downward and 
imagine the lines connecting strain peaks to be a series of "pagoda roofs." Several rules are imposed on rain "dripping 
down" from these roofs so that closed hysteresis loops are defined. The following rules govern the manner in which rain 
flows:  

1. PLOT THE HISTORY SO THAT THE LARGEST STRAIN MAGNITUDE OCCURS AS THE FIRST 
AND LAST PEAKS OR VALLEYS. THIS ELIMINATES HALF-CYCLES WHEN COUNTING.  

2. "RAINFLOW" IS INITIATED AT EACH PEAK AND IS ALLOWED TO DRIP DOWN AND 
CONTINUE--EXCEPT THAT IF IT INITIATES AT A MAXIMUM (POINTS A, B, D, G) IT MUST 
STOP WHEN IT COMES OPPOSITE A MORE POSITIVE PEAK THAN THE MAXIMUM FROM 
WHICH IT STARTED. RAINFLOW DRIPPING FROM B MUST STOP OPPOSITE D BECAUSE D 
IS MORE POSITIVE THAN B. THE CONVERSE RULES ARE ALSO NECESSARY FOR 
RAINFLOW INITIATED AT A MINIMUM (POINTS A, C, E, F).  



3. FINALLY, RAINFLOW MUST STOP IF IT ENCOUNTERS RAIN FROM THE ROOF ABOVE, AS 
IN THE EVENT FROM C TO D.  

Events A-D and D-A are paired to form on full cycle. Event B-C is paired with the partial cycle formed from C-D. Cycles 
are also formed from E-D and F-G. Obviously, rainflow counting requires a great deal of bookkeeping and is ideally 
suited to a digital computer. Several algorithms have been published to reduce computation time (Ref 28) and there is 
now an ASTM standard, E-1049, "Standard Practice for Cycle Counting in Fatigue Analysis," dedicated to this technique. 
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Stress Concentrations 

Besides material cyclic response and cycle counting in fatigue, changes in geometry act as stress and strain concentrations 
and therefore affect fatigue. Consideration of notch effects are considered in this section with the following symbols for 
key variables:  

• E = MODULUS OF ELASTICITY  
• S = NOMINAL STRESS ON A NOTCHED MEMBER MEASURED REMOTELY FROM THE 

STRESS CONCENTRATION; FOR EXAMPLE, IN AN AXIAL TEST, THE AXIAL LOAD 
DIVIDED BY THE NET AREA  

• E = NOMINAL STRAIN (EQUAL TO S/E ONLY WHEN THE NOMINAL STRAIN IS ELASTIC) 
MEASURED REMOTELY FROM THE STRESS CONCENTRATION  

• S = ACTUAL OR LOCAL STRESS AT THE STRESS CONCENTRATION  
• E = ACTUAL OR LOCAL STRAIN AT THE STRESS CONCENTRATION  
• ∆S, ∆E, ∆ , ∆ = PEAK-TO-PEAK CHANGE IN THE ABOVE QUANTITIES DURING ONE 

REVERSAL OR HALF-CYCLE (∆ REPRESENTS RANGE, AS OPPOSED TO AMPLITUDE)  
• KT = THEORETICAL (ELASTIC) STRESS-CONCENTRATION FACTOR = MAX/S, WHERE MAX 

IS THE MAXIMUM LOCAL STRESS  
• K  = STRESS CONCENTRATION FACTOR = ∆ /∆S  
• K  = STRAIN CONCENTRATION FACTOR = ∆ /∆E  
• KF = FATIGUE NOTCH FACTOR  
• A = MATERIAL CONSTANT WITH DIMENSIONS OF LENGTH  

Fatigue failures nearly always initiate at a geometric discontinuity in wrought products, excluding inclusions in high-
hardness steels, that are considered microdiscontinuities. (An example is explained in a later section of this paper.) 
Associated with every notch is a theoretical stress-concentration factor, Kt, that is dependent only on geometry and 



loading mode. In fatigue, notches may be less effective than predicted by Kt. Therefore, a fatigue-notch factor, Kf, is 
frequently employed. It is often determined by the ratio of unnotched fatigue strength to notched fatigue strength at a 
given life level:  

  

(EQ 62) 

Often, a notch-sensitivity index is defined as:  

  
(EQ 63) 

and varies from 0 (no notch effect) to 1 (full theoretical effect). 

The value of q is dependent on the material and the radius of the notch root, as illustrated by a plot of the relationship 
shown in Fig. 40. It should be apparent that small notches are less effective than large notches, and soft metals are less 
affected than hard metals by geometric discontinuities that reduce the fatigue resistance. 

 

FIG. 40 NOTCH SENSITIVITY VERSUS NOTCH RADIUS AS A FUNCTION OF HARDNESS FOR STEELS. 

Many attempts have been made to determine values of Kf analytically. One of the more successful is attributed to 
Peterson (Ref 29) and is expressed as:  

  
(EQ 64) 

where "a" is a material constant dependent on strength and ductility, and is determined from long-life test data for 
notched and unnotched specimens of known Kt and tip radius, r. 

Fortunately, "a" can be approximated for ferrous-based wrought metals by the following empirical relationship:  

  
(EQ 65A) 



  
(EQ 65B) 

where Su (ksi) 0.5 HB (Brinell hardness). As a rule-of-thumb, "a" for normalized or annealed steels 0.01; for highly 
hardened steels 0.001; and for quenched-and-tempered steels 0.025 in. 

Figure 41 illustrates the effect on Kf from changing r for a hard-and-soft metal. When r is approximately equal to "a," the 
effect of changing r and/or a is most apparent (that is, at the inflection point in the sigmoidal curve). When r is greater 
than 10a or less than a/10, very little change in Kf will accompany changes in r and/or "a." 

 

FIG. 41 FATIGUE-NOTCH FACTOR VERSUS NOTCH RADIUS AS A FUNCTION OF RELATIVE HARDNESS. 

The previous discussion is an attempt to account for "size effect" of notches in fatigue. Although a functional relationship 
such as given in Eq 65a and 65b is valid for steels, no clear relationship of this type exists for aluminum alloys. Thus, it is 
mandatory to conduct notched and unnotched fatigue tests on the aluminum alloy of interest to functionally define "a." 

In the low- and intermediate-life region where yielding can occur at a notch, strain concentration as well as a stress 
concentration must be considered. When yielding occurs, Kσ and Kε are no longer equal (see Fig. 42). After yielding, Kε 
increases but Kσ decreases. To solve this plasticity problem, employ Neuber's rule (Ref 30), in which the theoretical 
stress-concentration factor, Kt, is equated to the geometric mean of the stress-concentration factor, Kσ, and the strain-
concentration factor, Kε:  

KT=(K K )1/2  (EQ 66) 

For fatigue, Kf is often substituted for Kt (Ref 31), so that Eq 66 may be expressed as:  

KF = (K K )1/2  (EQ 67) 

Through the definition of the stress-concentration factor, Kσ = ∆σ/∆S, and the strain-concentration factor, Kε = ∆ε/∆e, we 
may substitute to Eq 67 and obtain  

  
(EQ 68) 

where E has been inserted to present the equation in terms of stress units. Therefore:  



KF (∆S∆EE)  = (∆ ∆ E)   (EQ 69) 

Illustrated schematically, the quantities of interest are shown in Fig. 43. 

 

FIG. 42 SCHEMATIC OF CHANGE IN STRESS-CONCENTRATION AND STRAIN-CONCENTRATION FACTORS AS 
YIELDING OCCURS AT NOTCH ROOT 

 

FIG. 43 QUANTITIES OF INTEREST IN A NOTCH ANALYSIS 

If the response if nominally elastic, which is often the case in vehicle design, ∆S = E∆e, and Eq 69 may be written as:  

KF S = ( E)   (EQ 70) 

This approach is convenient because:  

1. THE RELATIONSHIPS RELATE REMOTELY MEASURED STRESSES AND STRAINS TO 
LOCAL RESPONSE AT THE CRITICAL LOCATION OF THE NOTCH ROOT.  

2. THEY ALLOW THE SIMULATION OF NOTCH FATIGUE BEHAVIOR WITH SMOOTH 
SPECIMENS.  



3. THEY ALLOW THE PREDICTION OF NOTCH BEHAVIOR WITH SMOOTH-SPECIMEN DATA.  

To illustrate the use of this equation, it is convenient (although not necessary) to use the more simplified case of 
nominally elastic stressing and to rearrange the terms of Eq 70 to the form:  

  
(EQ 71) 

Equation 71 is the relation for a rectangular hyperbola (xy = constant). If a nominal stress, applied to a notched sample 
starting at zero stress, is increased to some arbitrary "elastic" stress, S1 (Fig. 44a), it is a relatively simple task to compute 
the value on the right of Eq 71, if Kf is known. 

 

FIG. 44 NOMINALLY IMPOSED ELASTIC STRESS AND STRAIN AND LOCAL CHANGES IN STRESS AND STRAIN 
AT A NOTCH ROOT 

There is a family of values of the product of local stress range, ∆σ, and strain range, ∆ε, that is equal to the constant, 
(Kf∆S)2/E. However, if the cyclic stress-strain curve for the material of interest is traced on rectangular coordinates (Fig. 
44b), there is a unique combination of stress and strain ranges that satisfies the equation. This unique value occurs at the 
intersection of the cyclic stress-strain curve with the rectangular hyperbola. 

If there is a reversal in nominal stress at S1, the above procedure is repeated; but the origin of the rectangular coordinate 
system used for the next step in the sequence is located at point P in Fig. 44(b). On unloading or for any subsequent 
events not starting at zero stress and strain, the cyclic stress-strain curve is magnified by a factor of two in order to trace 
the hysteresis loop. 

As a continuation of our example, assume the nominal stress-time sequence to be analyzed is as shown in Fig. 45, with S2 
= 0. By following the same procedure as above, but with the local stress-strain origin fixed at point P, a trace of the 
second event would be as shown in Fig. 46. Of course, such a point-by-point analysis is tedious; in real life, situations 
must be computerized. This is often accomplished by employing the equation for the cyclic stress-strain curve in the 
form:  



  
(EQ 72) 

and taking the product:  

  
(EQ 73) 

By equating Eq 73 to the constant in Eq 71 we have:  

  
(EQ 74) 

This equation is solved relatively easily using the Newton-Raphson iteration technique and standard numerical methods. 

 

FIG. 45 NOMINAL ELASTIC UNLOADING TO ZERO STRESS 

 



FIG. 46 CHANGES IN LOCAL STRESS AND STRAIN ON NOMINAL ELASTIC UNLOADING 
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Summary 

The strain-life approach to characterizing the fatigue behavior of materials has been presented. An effective means of 
accounting for plastic strain, that is the cause of fatigue failures, has been given; and a constitutive equation between 
strain and life was developed. Because materials are metastable under cyclic loads and because a simple tensile stress-
strain curve was shown inadequate for fatigue design, a cyclic strain-strain curve was introduced. 

To predict the crack-initiation life of actual components:  

1. MEAN STRESSES WERE TAKEN INTO ACCOUNT BY A SIMPLE MODIFICATION OF THE 
STRAIN-LIFE EQUATION.  

2. A TECHNIQUE TO ACCOUNT FOR SIZE EFFECT OF GEOMETRIC NOTCHES WAS 
INTRODUCED.  

3. TWO PROCEDURES WERE GIVEN RELATING REMOTELY MEASURED STRESSES AND 
STRAINS TO STRESSES AND STRAINS AT A NOTCH ROOT WHERE PLASTICITY 
DOMINATES.  

By combining the above "analytical tools" with an adequate cycle-counting technique that accrues closed hysteresis loops 
(for example, rainflow or range pair), a means was developed to analyze pseudo-random load histories of real components 
or parts to predict fatigue-initiation life. Some examples of application techniques are described below. 

Example 2: Component-Calibration Techniques 

In many practical problems, engineers and designers are required to evaluate the fatigue resistance of prototype 
components while they are at the "drawing board" stage of development. One method for performing such an analysis is 
the component-calibration technique, which requires a relationship between applied load and local strains, such as the one 
shown in Fig. 47 (Ref 32). Such information may be obtained analytically by using finite element models, or 
experimentally by testing the component. The component would normally be tested by mounting strain gauges at the 
critical locations, applying one load-unload cycle and measuring the load-strain response. However, this type of test may 
produce erroneous data because of the cyclic hardening or softening characteristics of the material. For this reason, an 
incremental-step strain-type test (Ref 33) should be used to obtain load-strain calibration curves from a single component. 
In this way, the material is cyclically stabilized. Similarly, cyclically stable material properties should be used in 
subsequent analytical calculations. 



 

FIG. 47 COMPONENT-CALIBRATION CURVE. SOURCE: REF 33 

The conversion of applied load to strain is accomplished in the same manner as the conversion of strain into stress. The 
load-strain response has all the features normally associated with stress-strain response (hysteresis effects, memory, cyclic 
hardening and softening). Transient material response is normally neglected, so that the load-strain response model 
accounts only for hysteresis and memory effects. From a computational viewpoint, this technique is the same as those 
described in the section for stress-strain response. In fact, the load-strain and stress-strain response models can be 
combined, so that the applied load can be converted to both the local stress and strain with one simple computer 
algorithm. 

Many of the aforementioned methods for analysis of cumulative fatigue damage have been combined with various design 
philosophies. Several commercially available programs are now readily available to accomplish the necessary 
calculations for materials selection, design analysis and cumulative fatigue damage. For example, Somat Corporation in 
Champaign, Illinois has a LifeEst® program that is very user-friendly, and is presently being incorporated into the 
academic curriculum of several major universities as part of their mechanical design courses. But, the reader is cautioned 
that a thorough understanding of the basic philosophy outlined in this paper and the introductory literature for these 
programs should be mastered before attempting their implementation. 

Example 3: Variable Histories: Different Steels 

Procedures discussed in the preceding sections were used to evaluate the results of an early SAE FD&E Cumulative 
Fatigue Damage Test Program. Three different load-time histories (see Fig. 48) were applied to the test specimen shown 
in Fig. 49. Note that the specimen, when loaded, provides both axial and bending components of stress and strain at the 
notch root. Two steels were used: U.S. Steel's MAN-TEN and Bethlehem's RQC-100. Tests were conducted at several 
load levels for each spectrum. Fatigue lives ranged from 104 to 109 reversals. A complete description of the test program 
is given in Ref 19. 



 

FIG. 48 THREE DIFFERENT LOAD-TIME HISTORIES. SOURCE: REF 28 

 

FIG. 49 SPECIMEN DESIGN FOR TEST PROGRAM. SOURCE: REF 28 

A summary of predicted and actual crack-initiation lives is shown in Fig. 50. These predictions were made using the load-
strain curves shown in Fig. 47. For "perfect" correlation, all the data points should lie along the 45° solid line. All but four 
of the predicted lives are within the factor-of-three scatterband indicated by the dashed lines. This agreement is good, 
considering that there are two steels, three types of load-time histories, and at least three different load levels. 



 

FIG. 50 PREDICTED VERSUS ACTUAL BLOCKS TO CRACK INITIATION. SOURCE: REF 28 

The first example cited was included in this paper as an example of an "early" attempt to predict fatigue lifetime behavior 
with "state-of-the-art" technology at that time (1978). As has been mentioned repeatedly, the techniques employed today 
are almost a routine part of components designed to survive fatigue environments (or, at least, they should be). 

Of the many examples available in the open literature, the reader is referred to a recent publication, Case Histories in 
Fatigue Design, ASTM STP 1250, R.I. Stephens, Ed., ASTM, 1994. Also, excellent examples appear in Fatigue Design 
Handbook, SAE AE10, Second Edition, 1988, including wheels made of high strength sheet steel, suspension system 
components, forged connecting rods and axle shafts. Several examples of fatigue lifetime predictions for cast metals are 
also given that are quite adequate for the purpose intended. 

Example 4: Cast Metals 

The basic techniques for describing the cyclic stress-strain resistance of cast metals is not as straightforward as are those 
for a wrought metal. Cast ferrous-based products (gray and nodular iron and cast steels) are internally defected structures. 
As such, the stress-strain resistance of the bulk material, which contains second-phase discontinuities in the form of 
graphite flakes, nodules, and/or gas porosities, is not an adequate representation of the capacity of the material to resist 
stresses and strains. 



By considering cast metals as a homogeneous steel matrix with "micronotches," we can extend the previously described 
notch analysis to predict the fatigue-life behavior of these products. 

Since fatigue-crack initiation generally occurs in regions where the stress-concentrating effect of the micronotches is 
greatest, it is justifiable to assume that the fatigue resistance of cast ferrous-based metals is governed by the largest 
surface discontinuity. For example, in the case of gray iron, the flake type-A (ASTM A247) graphite colonies extend in 
three-dimensional space to the extent of the eutectic cell walls. Metallographic examination of critical areas in a 
component can be employed to reveal "the largest" diameter eutectic cell, t. Approximating the graphite flakes as surface 
slits, the theoretical stress-concentration factor is given by:  

  
(EQ 75) 

where r is the tip radius of the most notch-effective graphite flake. 

The question now is: In a three-dimensional graphite colony, which flake has the most effective tip radius? Mattos and 
Lawrence (Ref 34) have observed in their treatment of weld flaws that the fatigue-notch factor, Kf, has a maximum value 
for the special case of an ellipse with fixed major axis but variable tip radius. Using a similar approach, we may substitute 
the value of Kt into Eq 64:  

  
(EQ 76) 

The maximum value of Kf occurs when:  

  
(EQ 77) 

Thus:  

  
(EQ 78) 

Peterson's "a" in Eq 78 is defined by Eq 65a and 65b, but the value of hardness (HB) employed must be that of the matrix 
metal. (HB of the matrix of gray iron, which is approximately an SAE 9200-series steel, is converted from microhardness 
readings, for example, Vickers or Knoop.) Upon appropriate substitution, it can be shown that  

K  = 1 + 0.1 T0.5 HB0.9  (EQ 79) 

and the "size effect" of graphite in gray iron (viewed as surface slits) is taken into account. 

Next in our example, the strain-life behavior of the matrix steel must be determined. This may be accomplished by 
performing a constant-amplitude, controlled-strain type of test (outlined previously) on a wrought steel matched in 
hardness, composition and structure to the matrix of the gray iron of interest. Or, in the absence of strain-controlled test 
data, the approximations for strain-life behavior shown earlier in this paper may be employed--but using the matrix 
hardness of the iron. 

An example of results from such an analysis for a gray iron with fully pearlitic matrix (260 HB) and type A graphite with 
a 0.08 in. eutectic-cell diameter is shown in Fig. 51, which is presented in a slightly different form than used previously. 
The vertical axis is the geometric mean of the product of stress and strain that results from a notch analysis. Note also that 
the Ec shown in Fig. 51 is the modulus of elasticity of the cast metal that has been employed to account for the limiting 
case of nominal elastic response. 



 

FIG. 51 NEUBER-TOPPER PARAMETER VERSUS REVERSALS TO FAILURE FOR WROUGHT STEEL (260 HB) AMD 
0.08-IN. EUTECTIC CELL 

Similar analyses have also been performed for nodular irons, cast steels and high-hardness wrought steels in which 
inclusions govern behavior (Ref 11). 

If, in retrospect, one examines closely the concept of "crack initiation" in a gray cast iron, it is obvious that there is only a 
very brief period of "initiation" in these heavily defected materials where life can be dominated by crack growth. This is 
also true for other cast metals, such as aluminum-silicon alloys where the free silicon is in the form of lenticles, and for 
many composite materials, such as metal matrix composites and ceramic matrix composites. A much better means of 
attacking such life predictions (in the author's opinion) is to use a continuum damage mechanics approach as first 
employed by Downing (Ref 35) for gray cast iron. Many of the procedures outlined for life prediction using the strain-
based approach are similar and the baseline materials data collection procedure is similar. Additional collection is, 
however, made of the rate of change of, for example, modulus or compliance, peak stresses, crack length, etc., with 
cycles. The "damage" is then viewed as a rate phenomena (i.e., as that fraction of time spent at a given rate corresponding 
to a specified strain amplitude to the total time to failure at that strain amplitude). 

Example 5: Effect of Environment 

It is a well-established fact that the fatigue life of materials is in many instances drastically altered by the environment in 
which the materials must perform. Perhaps one of the most significant instances is exhibited by aluminum alloys in saline 
environments. 

As another example of the versatility of the strain-based approach to fatigue-damage analysis, consider the problem of 
predicting the stress-life behavior of 7075-T73 aluminum alloy containing a geometric notch (Kt = 2.52) in a 3.5 wt% 
NaCl environment. Obviously, this is a somewhat pedagogical example; nonetheless, it will illustrate the basic concept of 
how to proceed to a more complex damage analysis under component service histories. 

Monotonic and cyclic stress-strain curves for 7075-T73 aluminum alloy tested in laboratory air (20 to 50% relative 
humidity) are shown in Fig. 52. Note that the material is cyclically stable. Data points for the cyclic stress-strain curve 



were obtained from companion-specimen results controlled-strain-amplitude tests performed at a constant total strain rate 
of ε= 2.4 × 10-3 sec-1 (ε =f × ε= frequency × strain amplitude). A saline environment (or, for that matter, even relative 
humidity) has a more pronounced effect on the long-life fatigue behavior of aluminum than on short lives. Thus, the 
saline environment can be considered to degrade basic material properties (to alter the slope, b, of the elastic strain-life 
line). Figure 53 shows the strain-life results of smooth specimens tested in a 3.5 wt% NaCl environment compared with 
the strain-life curve for the specimens tested in laboratory air. The values of the slope, b, of the respective elastic strain-
life lines are -0.15 (3.5 NaCl) and -0.11 (air). (The value of the slope has been modified for periodic overstraining by 
decreasing the life an order of magnitude of a nonoverstrained value corresponding to 107 reversals.) Other material 
properties of interest for subsequent life predictions are given in Table 4. 

TABLE 4 MATERIAL PROPERTIES FOR 7075-T73 ALUMINUM ALLOY 

PROPERTY  LABORATORY AIR  3.5 WT% NACL 
ENVIRONMENTS  

MODULUS OF ELASTICITY, E, KSI  10 × 103  10 × 103  
FATIGUE-STRENGTH COEFF., 'F, KSI  89.0  89.0  
FATIGUE-DUCTILITY, COEFF., 'F  0.387  0.387  
FATIGUE-STRENGTH EXPONENT, B  -0.11  -0.15  
FATIGUE-DUCTILITY EXPONENT, C  -0.8  -0.8   

 

FIG. 52 MONOTONIC AND CYCLIC STRESS-STRAIN CURVES FOR 7075-T73 ALUMINUM ALLOY 



 

FIG. 53 STRAIN VERSUS LIFE CURVES FOR 7075-T73 ALUMINUM ALLOY TESTED IN LABORATORY AIR AND 3.5 
WT% NACL. SOURCE: REF 36 

Having defined the material properties for 7075-T73 alloy in the 3.5 wt% NaCl environment, the next step in the analysis 
is the determination of the fatigue-notch factor, Kf, for the geometric notch with Kt = 2.52. As mentioned previously, there 
is no clear functional relationship between Kf and Kt through Peterson's equation because each aluminum alloy, depending 
on thermomechanical processing, has a different value of the length parameter, "a." It was therefore necessary to conduct 
long-life fatigue tests (107 reversals) of notched specimens of 7075-T73. By the quotient of the fatigue strength at 107 
reversals of unnotched specimens to the fatigue strength of notched specimens Kf = σunnotched/σnotched, a value of the fatigue-
notch factor was determined to be 2.2. 

Next, a cumulative-fatigue-damage-analysis program was developed, similar to that of Landgraf et al. (Ref 26), in which 
the cyclic stress-strain curve was "modeled" by a series of straight-line segments. This particular program must be 
initialized at the absolute maxima or minima of a digitized input history that are nominal stresses, but must be "elastic." 
To relate nominal stresses, ∆S, to notch root stresses and strains, ∆σand ∆ε, Neuber's rule was employed in the form of Eq 
71. By proper manipulation of the strain-life equation, it can be shown that:  

  
(EQ 80) 

and mean stresses (σo) accounted for by modification of the above equation to:  

  
(EQ 81) 

where ∆εp is the local plastic-strain range and ∆εe is the local elastic-strain range. In this example, a conditional was 
employed for input of material-property data: "Cyclic stresses and strains were defined by the laboratory air cyclic stress-
strain curve and the effect of environment was to modify only the long-life fatigue resistance of the aluminum alloy (i.e., 
b increases in absolute value as the environmental severity increases)." 

Figure 54 compares zero to maximum stress fatigue results of notched specimens tested in a 3.5 wt% NaCl environment, 
using the techniques described, to the predicted behavior. The agreement between the prediction and test results appears 
favorable (Ref 36). 



 

FIG. 54 TEST RESULTS AND COMPUTER PREDICTIONS FOR 0-MAX STRESSING OF 7075-T73 ALUMINUM ALLOY 
IN A 3.5 WT% NACL ENVIRONMENT. SOURCE: REF 36 

The approach described above is not the only means of accounting for environmental effects on the fatigue life of 
materials. Interested readers are guided to Ref 37 for an excellent review of the effects of environment, frequency, strain 
rate, metallurgical variables, wave shape, and thermal cycling on the fatigue behavior of metals. The author employs what 
have been called "frequency modified" relationships. 
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Estimating Fatigue Life 

Norman E. Dowling, Virginia Polytechnic Institute and State University 

 

Introduction 

FATIGUE LIFE ESTIMATES are often needed in engineering design, specifically in analyzing trial designs to ensure 
resistance to cracking. A similar need exists in the troubleshooting of cracking problems that appear in prototypes or 
service models of machines, vehicles, and structures. 

Three major approaches are in current use: (1) the stress-based (S-N curve) approach, (2) the strain-based approach, and 
(3) the fracture mechanics approach. Both the stress- and strain-based approaches are considered in this article from the 
viewpoint of their use as engineering methods. Analogous treatment of the fracture mechanics or damage tolerant 
approach, which is based on following crack growth, is not included here, but is given in several other articles in this 
Volume (see the Section "Fracture Mechanics, Damage Tolerance, and Life Assessment"). 

Much of what follows is adapted from selected portions of the book Mechanical Behavior of Materials: Engineering 
Methods for Deformation, Fracture, and Fatigue (Ref 1). The previous article in this Handbook, "Fundamentals of 
Modern Fatigue Analysis for Design," also contains considerable information of relevance to this article and is frequently 
referenced. 
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Stress-Based (S-N Curve) Method 

Since the well-known work of Wöhler in Germany starting in the 1850s, engineers have employed curves of stress versus 
cycles to fatigue failure, which are often called S-N curves. Although now supplemented and sometimes replaced by more 
sophisticated approaches, the stress-based approach continues to serve as a useful tool. 

Component S-N Curves. It is sometimes useful to conduct fatigue tests on an engineering component, such as a 
machine or vehicle part, or a structural joint. Subassemblies, such as a vehicle suspension system, may also be tested as 
may a portion of a structure or even an entire machine, vehicle, or structure. The Bailey Bridge panel made from 
structural steel (Fig. 1) is an example. This is one panel of a modular truss for military and temporary civilian bridges 
used by the British in World War II. Bailey Bridges were still being manufactured long after the end of the war, and some 
were used in situations and for lengths of time (10 years or more) that were not envisioned by the original designers. 
Hence, a fatigue testing program was undertaken, as reported in a 1968 paper by Webber (Ref 2), to provide information 
on permissible length and severity of bridge usage. 



 

FIG. 1 BAILEY BRIDGE PANEL. REPRINTED WITH PERMISSION OF AMERICAN SOCIETY OF TESTING AND 
MATERIALS. SOURCE: REF 2 

A constant amplitude S-N curve from this work is shown in Fig. 2. This was obtained by applying cyclic loads to an 
assembly of panels, with these loads oriented in a plane corresponding to vertical loads on a bridge, which is the vertical 
direction of Fig. 1. Cracks generally started at a weld near the slot for sway brace shown in Fig. 1 and were visibly 
growing for at least half of the life. The stresses shown in Fig. 2 were calculated by treating the entire panel as a beam, 
with the bracing averaged as a web, and with the location of the critical slot giving the distance from the neutral axis of 
this beam. All tests used the same minimum load corresponding to the dead load of a bridge. 



 

FIG. 2 FATIGUE LIFE CURVE FOR BAILEY BRIDGE PANELS. THE VERTICAL AXIS GIVES MAXIMUM STRESS 
RANGE, ∆S = SMAX - SMIN. SOURCE: REF 2 

Such a curve is useful in assessing the life expected for Bailey Bridges under various vehicle weights and histories of 
usage. The curve lacks generality in that it is applicable only to this particular component cycled with the particular 
minimum stress used. However, it automatically includes the effects of details such as complex geometry, surface finish, 
residual stresses from fabrication, and the complex metallurgy at welds. Such factors are difficult to evaluate by any 
means other than a structural test. 

Mean Stress Effects. S-N curves are usually plotted as stress amplitude, Sa, or stress range, ∆S = 2Sa, versus life as 
cycles to failure, Nf. For a given stress amplitude, the level of mean stress, Sm, affects the life, with tensile values 
shortening life compared with tests at Sm = 0, and compressive values having the opposite effect. Where various mean 
stresses may occur, component test results can be obtained to generate a family of Sa versus Nf curves, one for each of 
several Sm values. An alternative means of considering the mean stress effect is to conduct tests at various values of the 
ratio R = Smin/Smax and plot Smax versus Nf curves for various R-values. 

However, component test results are expensive to obtain, especially if the extra variable of mean stress is included. 
Hence, it may be desirable to estimate mean stress effects. It then becomes necessary to have only the S-N curve for one 
Sm or R value. Usually, the case of completely reversed loading, that is, Sm = 0 or R = -1, is the one chosen for 
experimental determination. For nonzero Sm, this curve may be entered with values of an equivalent completely reversed 
stress amplitude, Sar, to obtain the life. Various mathematical expressions are used to estimate Sar; the most common is 
based on the modified Goodman diagram equation:  

  

(EQ 1) 

where σu is the ultimate tensile strength of the material. For the above equation and the remainder of this article, mean 
stresses that are tensile are considered to be positive, and compressive mean stresses are considered negative. Alternative 
expressions and additional discussion are provided in the previous article in this Volume and in Ref 1, 3, 4, and 5. 



An alternative approach is to choose as the single S-N curve one for zero-to-tension loading, that is, R = 0. For cases other 
than R = 0, this curve is entered with values of an equivalent zero-to-tension stress S*. The expression provided by 
Walker (Ref 6) is often used in this context:  

S* = SMAX(1 - R)   (EQ 2) 

where γ is a material parameter obtained from correlating limited test data of nonzero R. For ductile metals, γ= 0.5 is a 

reasonable estimate in the absence of test data, in which case Eq 2 reduces to S* = . 

Definition of Nominal Stress, S. When working with S-N curves for engineering components, or simulated 
components such as notched members, it is customary to define a nominal or average stress, S. For example, such a 
definition was described above for the Bailey Bridge panel. Some care is needed in defining and using S as illustrated in 
Fig. 3. 



 

FIG. 3 ACTUAL AND NOMINAL STRESSES FOR SIMPLE TENSION (A), BENDING (B), AND A NOTCHED MEMBER 
(C). ACTUAL STRESS DISTRIBUTIONS Y VERSUS X ARE SHOWN AS SOLID LINES, AND HYPOTHETICAL 
DISTRIBUTIONS ASSOCIATED WITH NOMINAL STRESSES S AS DASHED LINES. IN (C), THE STRESS 
DISTRIBUTION THAT WOULD OCCUR IF THERE WERE NO YIELDING IS SHOWN AS A DOTTED LINE. SOURCE: 
REF 1 (P 344) 

For simple axial loading of an unnotched member, as in Fig. 3(a), load P is of course divided by area A to obtain S = P/A. 
This is a reasonable approximation to the actual stress σ in the member, which is at least approximately uniform. For 
bending, as in (b), the elementary bending stress formula, S = Mc/I, is used to define S as the stress at the edge of the 
member with a cross sectional area moment of inertia, I. However, this simple analysis does not give the actual stress if 



yielding occurs, as a result of the formula being based on the assumption of linear-elastic material behavior. In particular, 
the actual stress at the edge is lower than S as shown by a solid line on the diagram to the right in (b). As a result, if S-N 
curves for bending and axial loading are compared, they do not agree, as they would if the actual stress were plotted. 
(See Fig. 17 in the previous article in this Volume.) 

Consider cases where a stress raiser, such as a notch, groove, hole, or fillet, occurs. (For brevity, any such stress raiser 
will be generically called a notch.) Nominal stress S is conventionally defined in such cases as an axial, elastic bending, or 
elastic torsional stress, or a combination of these. The cross section used for the area A and the area moment of inertia I is 
the net area remaining after removal of material to form the notch. For linear-elastic stress-strain behavior, such an S is 
related to the actual stress at the notch by σ= ktS. The quantity kt is an elastic stress concentration factor, defined to be 
consistent with the (actually arbitrary) definition of S. Values of kt are available from a variety of sources, such as Ref 7. 

However, as for the unnotched bending case, the linear-elastic material behavior assumed in obtaining kt does not apply 
beyond yielding. The actual stress σ now becomes less than ktS as shown by the solid line on the right in Fig. 3(c). Hence, 
S-N curves for notched members plotted as either S or ktS versus life will not agree with curves from simple axial loading. 
An example is provided by Fig. 4. 



 

FIG. 4 TEST DATA FOR A DUCTILE METAL ILLUSTRATING VARIATION OF THE FATIGUE NOTCH FACTOR WITH 
LIFE. THE S-N DATA IN (A) ARE USED TO OBTAIN K'F = A/SA IN (B). THE NOTCHES ARE HALF-CIRCULAR 
CUTOUTS. SOURCE: REF 1 (P 409) 

Values of S and ktS as conventionally calculated are always proportional to the applied load, such as axial load P, bending 
moment M, or torque T. For example, for Fig. 3(c),  



  

(EQ 3) 

where A and kt are noted to be constants. On this basis, it is best to view nominal stress S, and also the elastically 
calculated notch stress ktS, as being merely the applied load scaled in a convenient manner. Neither S nor ktS is in general 
equal to the actual stress σ. This will be important to remember at several points later in this article. 

Estimated S-N Curves. Mechanical engineering design books, such as Juvinall (Ref 4) and Shigley (Ref 5), generally 
give a procedure for estimating component S-N curves (see Fig. 5). First, a life Ne is specified, such as 106 cycles for 
steels, beyond which the S-N curve is assumed to be horizontal. Hence, a fatigue limit, or safe stress below which no 
fatigue failure is expected, is assumed to exist. 

 

FIG. 5 ESTIMATING COMPLETELY REVERSED S-N CURVES FOR SMOOTH AND NOTCHED MEMBERS 
ACCORDING TO PROCEDURES SUGGESTED BY JUVINALL OR SHIGLEY. SOURCE: REF 1 (P 423) 

This fatigue limit stress σer is first estimated for unnotched material:  

ER = M U 
M = MEMTMDMSMO  

(EQ 4) 

where m is a reduction factor applied to the ultimate tensile strength. The quantity m is the product of individual reduction 
factors for several situations that affect S-N curves. In particular, me depends on material, mt on type of loading, md on 
size, ms on surface finish, and mo on any other effects judged to be relevant. Values for all of these factors are based on 
empirical data from fatigue tests. 

The material-specific factor me gives an estimate of the fatigue limit in bending for small polished test specimens. A 
factor of me = 0.5 is generally applied for steels, and lower values are used for most other metals, such as Juvinall's use of 
me = 0.4 for cast irons and 0.35 for magnesium alloys. A value of mt is assigned that depends on the type of loading, such 
as mt = 1.0 for bending, and 0.58 for torsion, in both Juvinall and Shigley. The size factor given by md reflects statistical 
effects that cause lower fatigue strengths to be observed in larger size members. For example, Juvinall recommends md = 
1 for diameters less than 10 mm, md = 0.9 for diameters 10 to 50 mm, md = 0.8 for diameters 50 to 100 mm, and so forth. 



Surface finishes other than a fine polish are assigned a factor ms < 1 according to various curves or equations based on 
empirical data. 

For the engineering component itself, a fatigue notch factor, kf, is needed for the stress raiser (notch) where fatigue 
resistance is being evaluated. As described in Eq 62 to 64 in the previous article in this Volume and in Ref 1, 3, 4, 5, and 
7), the value of kf is obtained by modifying kt, the elastic stress concentration factor. The various empirical equations 
employed for this purpose all depend on the notch tip radius and a material constant that is affected by the ultimate tensile 
strength. The fatigue limit stress Ser for the notched component is then estimated to be:  

  
(EQ 5) 

where the symbol S denotes a nominal stress defined consistently with the kt value used in evaluating kf. 

The S-N curve is estimated for lives less than Ne by establishing a second point, with both Juvinall and Shigley doing so at 
Nf = 103 cycles. The stress at this point for the notched component is:  

  
(EQ 6) 

where m' = 0.9 for bending or torsion according to both Juvinall and Shigley. For axial loading, Juvinall uses m' = 0.75, 
whereas Shigley uses 0.90. The quantity σ'u is the ultimate strength in tension, σu, except that a shear ultimate τu is used 
for torsion. Juvinall applies a notch effect at Nf = 103 by employing k'f = kf, whereas Shigley differs dramatically by 
applying k'f = 1. Although neither Juvinall nor Shigley provide an estimate for lives shorter than 103 cycles, it would be 
reasonable to assume that the curve must pass through the ultimate tensile strength σu, or other estimate of component 
static strength, at Nf = 1. 

Finally, the curve is drawn by connecting the above-described stress values at Nf = 1, 103, and Ne cycles with straight lines 
on a log-log plot as shown in Fig. 5. Hence, any straight-line segment has an equation of the form:  

SAR =   
(EQ 7) 

where A and B have one set of values for the interval 1 ･Nf ･103, and another set for 103 ･Nf ･Ne, and where the curve is 
horizontal at Ser for Nf ･Ne. 

Summary on the S-N Method. Estimated S-N curves are difficult to employ for combined loading cases, such as 
bending plus torsion on a notched shaft. However, even where the estimate is straightforward, the curve should be 
regarded as providing nothing more than a very crude estimate that is generally expected to be conservative. Comparison 
of estimates as recommended by different design books (e.g., Ref 3, 4, 5) reveal major differences, as do comparisons 
with test data. 

Note that actual component fatigue data, as in Fig. 2, automatically include such effects as size, surface finish, geometric 
detail, and material condition as altered in component manufacture. Because estimates of such effects may be quite 
inaccurate, it is clear that any actual fatigue data that are available should be used to the maximum extent possible to 
improve or replace estimated S-N curves. 
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Estimating Fatigue Life 

Norman E. Dowling, Virginia Polytechnic Institute and State University 

 

Variable Amplitude Loading 

Cyclic loading histories that occur in the actual service of machines, vehicles, and structures often involve irregular 
variations of load with time. Life estimates for such situations may be made by employing the Palmgren-Miner rule along 
with a cycle counting procedure. Cycle counting permits an irregular time history to be broken down into individual 
events that may be evaluated from a constant amplitude S-N curve. 

The time history and the S-N curve can employ a common variable, which may be actual stress σ, nominal stress S, load 
P, or strain , or else the time history must be transformed to the same variable as the S-N curve. The cycle counting 
procedure is the same for time histories of any of these variables, and stress, σ, is used in this section as a generic variable 
representing any choice. However, the handling of mean stress effects requires special care as discussed near the end of 
this section. 

Palmgren-Miner Rule. Consider the relatively simple case where the stress amplitude changes one or more times during 
cyclic loading (see Fig. 6). Let N1 cycles be applied at the first stress level σa1. If the S-N curve is entered, the number of 
cycles to failure at this same stress level, Nf1, can be determined. The interpretation can then be made that a life fraction of 
N1/Nf1 has been exhausted. It is logical to assume that the sum of such life fractions for each stress level will reach unity 
when fatigue failure occurs:  

  
(EQ 8) 

This simple rule was first proposed for use on ball and roller bearings by A. Palmgren of Sweden in the 1920s, but it was 
not widely applied until after the publication of a paper by M.A. Miner in 1945. Hence, it is called the Palmgren-Miner 
(P-M) rule, although a 1937 paper by B.F. Langer also employed the same approach. (These early papers are cited in Ref 
2.) 



 

FIG. 6 USE OF THE PALMGREN-MINER RULE FOR LIFE PREDICTION FOR VARIABLE AMPLITUDE LOADING THAT 
IS COMPLETELY REVERSED. SOURCE: REF 1 (P 383) 

If typical variable loading is known for one aircraft flight, one machine operating cycle, or other time interval, Eq 8 can 
be applied for one repetition of this interval:  

  
(EQ 9) 

where Bf is the number of repetitions to failure. For example, consider the loading of Fig. 7, which is assumed to be 
repeatedly applied. There are N1 cycles applied at a particular combination of mean stress and stress amplitude, σa1 and 
σm1, and then the mean stress changes, following which N2 cycles are applied at a different combination, σa2 and σm2. 
However, even if these two amplitudes were so small as to be nondamaging, fatigue failure could eventually occur due to 
the once-per-repetition application of the single large cycle identified as ∆σ3, having amplitude σa3 and mean σm3. For the 
three levels of cycling, equivalent completely reversed stresses, σar1, σar2, and σar3, as from Eq 1, must be computed and 
these values used with the S-N curve for σm = 0 to obtain Nf1, Nf2, and Nf3. Application of Eq 9 then allows the unknown 
number of repetitions to failure, Bf, to be calculated. Numerical solutions for two problems of this general type are given 
in Ref 1 (pp 384-385, 444-445). 

 

FIG. 7 LIFE PREDICTION FOR A REPEATING STRESS HISTORY WITH MEAN LEVEL SHIFTS. SOURCE: REF 1 (P 
384) 



Cycle Counting. If the time variation is irregular, as in Fig. 8, it is not obvious how one should identify the cycles for 
use of the P-M rule. Before proceeding, note that Fig. 8 gives definitions of some useful terms. The irregular load, stress, 
or strain history consists of a series of peaks and valleys. A simple range is measured between a peak and the next valley, 
or between a valley and the next peak. An overall range is measured between a peak and a valley, but the valley occurs 
later and is more extreme than the one that follows immediately. Similarly, an overall range may be measured between a 
valley and a later peak. 

 

FIG. 8 DEFINITIONS FOR IRREGULAR LOADING. SOURCE: REF 1 (P 386) 

Although a number of different procedures have been employed for identifying cycles, a consensus appears to have been 
reached that the preferable method is the rainflow method, or the essentially equivalent range pair method (Ref 8). When 
performing rainflow cycle counting, a cycle is identified or counted if it meets the criterion illustrated in Fig. 9. A peak-
valley-peak or valley-peak-valley sequence X-Y-Z is counted as a cycle if the second range (Y-Z) exceeds the first (X-Y). 
In particular, the cycle has a stress range equal to that of the first range, ∆σXY = σX - σY, and a mean stress σm = (σX + sY)/2. 

 

FIG. 9 CONDITION FOR COUNTING A CYCLE USING THE RAINFLOW METHOD. SOURCE: REF 1 (P 386) 

Now consider an entire stress history, using the short history of Fig. 10 as an example. First, the history is assumed to be a 
repeating one that can be assumed to start and stop at any peak or valley. This permits the convenience of assuming that 
the history begins and ends at the peak or valley having the highest absolute value of stress. Peaks and valleys occurring 
prior to this extreme event are then moved to the end of the history as shown in Fig. 10(a) and 10(b). 



 

FIG. 10 EXAMPLE OF RAINFLOW CYCLE COUNTING. SOURCE: ADAPTED FROM REF 8 

Then proceed with counting as follows: Start by considering the first three peak or valley events as X-Y-Z of Fig. 9. If a 
cycle is counted, note its range and mean and remove it from the history to be employed for purposes of further counting. 
If none is counted, move ahead by one peak or valley and check for a cycle there. Continue counting cycles and moving 
ahead until the entire history is exhausted. When the process is complete, each peak or valley is noted to have participated 
in one and only one cycle. Some cycles counted correspond to simple ranges in the original history, but others to overall 
ranges. The final and largest cycle that is counted always involves the highest peak and lowest valley. 

Computer programs for performing the cycle counting are available (Ref 9, 10). For lengthy histories, the range and mean 
values are often rounded off to discrete values in a range-mean matrix as shown in Fig. 11. A numerical example of a life 
calculation that involves cycle counting is given in Ref 1 (p 387-389). 



 

 

MEAN  
RANGE  -15  -10  -5  0   5  10  15  20  25  30  35  40  45  50  55  60  65  70  75  ALL  
20  4  1  5  2  2  5  --  --  3  6  15  27  29  32  22  12  6  2  --  173  
25  2  4  3  9  8  10  4  6  2  7  17  37  36  43  33  13  7  1  2  244  
30  1  1  5  3  1  1  4  3  --  4  13  20  20  23  20  8  6  1  --  134  
35  1  1  4  2  3  2  --  1  3  2  8  17  16  11  11  7  2  --  --  91  
40  --  1  1  1  2  1  1  --  --  4  7  15  16  9  8  2  --  --  --  68  
45  --  1  --  4  3  --  --  --  --  2  1  9  7  2  3  1  --  --  --  33  
50  --  --  2  2  2  1  --  --  --  2  2  3  3  1  1  1  1  --  --  21  
55  --  --  1  1  --  --  --  --  --  2  2  4  4  2  --  1  --  1  --  18  
60  --  1  1  --  --  --  --  --  --  1  1  3  2  1  --  --  --  --  --  10  
65  --  --  --  --  --  --  --  --  --  --  2  1  --  --  --  --  --  --  --  3  
70  --  --  --  --  --  --  --  --  --  --  2  --  1  --  --  --  --  --  --  3  
75  --  --  --  --  --  --  1  --  --  --  1  2  --  --  --  --  --  --  --  4  
80  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  
85  --  --  --  --  1  --  1  3  3  --  --  --  --  --  --  --  --  --  --  8  
90  --  --  --  --  --  --  --  --  4  --  --  --  --  --  --  --  --  --  --  4  
95  --  --  --  --  --  1  --  1  4  1  --  --  --  --  --  --  --  --  --  7  
100  --  --  --  --  --  --  --  5  3  1  --  --  --  --  --  --  --  --  --  9  
105  --  --  --  --  --  --  --  3  3  3  --  --  --  --  --  --  --  --  --  9  
110  --  --  --  --  --  --  --  --  2  3  --  --  --  --  --  --  --  --  --  5  
115  --  --  --  --  --  --  --  --  3  --  --  --  --  --  --  --  --  --  --  3  
120  --  --  --  --  --  --  1  --  1  1  --  --  --  --  --  --  --  --  --  3  
125  --  --  --  --  --  --  --  --  2  --  --  --  --  --  --  --  --  --  --  2  
130  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  
135  --  --  --  --  --  --  --  1  --  --  --  --  --  --  --  --  --  --  --  1  
140  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  
145  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  --  
150  --  --  --  --  --  --  --  --  1  --  --  --  --  --  --  --  --  --  --  1    

FIG. 11 AN IRREGULAR LOAD VERSUS TIME HISTORY FROM A GROUND VEHICLE TRANSMISSION AND A 
MATRIX GIVING NUMBERS OF RAINFLOW CYCLES AT VARIOUS COMBINATIONS OF RANGE AND MEAN. THE 
RANGE AND MEAN VALUES ARE PERCENTAGES OF THE PEAK LOAD, AND THESE WERE ROUNDED TO THE 
DISCRETE VALUES SHOWN IN CONSTRUCTING THE MATRIX. REPRINTED WITH PERMISSION FROM AE-6 
FATIGUE UNDER COMPLEX LOADING: ANALYSIS AND EXPERIMENTS, 1977 (REF 11), SOCIETY OF AUTOMOTIVE 
ENGINEERS, INC. 



Sequence Effects. For the Palmgren-Miner rule to be valid, the physical damage in the material, D, which could be 
crack length, crack density, modulus or compliance change, or other relevant parameter, must be uniquely related to the 
life fraction, U = N/Nf. The relationship between D and U need not be linear, as long as there is a single monotonically 
increasing curve for all stress values. This is illustrated in Fig. 12(a). 

 

FIG. 12 PHYSICAL DAMAGE VERSUS LIFE FRACTION, WHERE THE RELATIONSHIP IS UNIQUE (A) AND 
NONUNIQUE (B). SOURCE: REF 12 

However, if the U versus D curve varies with stress level (see Fig. 12b), a sequence effect can occur, such that the 
summation of cycle ratios differs from unity. Such effects do indeed occur. For example, assume that a few severe 
loading cycles that cause plastic deformation are applied at the beginning of a fatigue test. These cycles may advance the 
damage process sufficiently that subsequent cycles at a low level can proceed to propagate this damage, which would 
ordinarily take much of the life at the lower level to initiate. Some test data illustrating this effect are given in Fig. 13. A 
few cycles at high strain lower the strain-life curve in the long-life region. The effect on life increases for lower stress 
levels and is as large as a factor of 10. 



 

FIG. 13 EFFECT OF INITIAL OVERSTRAIN (10 CYCLES AT εA = 0.02) ON THE STRAIN-LIFE CURVE OF AN 
ALUMINUM ALLOY. ADAPTED FROM REF 13 AS BASED ON DATA FROM REF 14 

The situation of Fig. 13 corresponds to Fig. 12(b), where damage at the beginning of cycling proceeds more rapidly at a 
higher stress, S1, than it would have at a lower stress, S2. Starting at S1 and changing later to S2, a high-low stress 
sequence, causes U < 1. Conversely, starting at S2 and changing to S1, a low-high sequence, causes U > 1. 

Periodic overstrains have an effect similar to a high-low sequence. In steels with a distinct fatigue limit, periodic 
overstrains have the special effect of eliminating this fatigue limit. Data showing this are given in Fig. 14. 

 

FIG. 14 EFFECTS OF BOTH INITIAL AND PERIODIC OVERSTRAIN ON THE STRAIN-LIFE CURVE FOR AN ALLOY 



STEEL. THE FATIGUE LIMIT FOR THE NO OVERSTRAIN CASE IS ESTIMATED FROM TEST DATA ON SIMILAR 
MATERIAL. FROM REF 1 (P 666) AS BASED ON DATA FROM REF 15 

A summation of cycle ratios less than unity, U < 1, is of course a problem as it corresponds to the P-M rule giving a 
nonconservative life estimate. Component S-N curves could be adjusted based on overstrain data for the material as in 
Fig. 13 and 14. For example, component S-N curves are sometimes extrapolated as straight lines on log-log plots, that is, 
using Eq 7, thus eliminating any distinct fatigue limit that might be observed in constant amplitude data. Initial or periodic 
overloads could also be applied during the component S-N tests. However, this must be done by a special procedure so 
that residual stresses affecting the life are not introduced by the overloads. 

Local Mean Stress Effects. In addition to the material-damage-related sequence effects just discussed, an additional 
cause of sequence effects is related to the local mean stresses at notches affecting life. In particular, local mean stresses 
are altered by overloads that cause local yielding at the notch. This is illustrated schematically in Fig. 15, where two types 
of overload cycle are shown, along with the resulting local stress-strain (σ-ε) behavior at a notch. The tension-
compression overload (Fig. 15a) results in a tensile mean stress at the notch during subsequent cycling, and thus a shorter 
life, than for the compression-tension overload (Fig. 15b), which produces a compressive mean stress. Note that, without 
these overloads, the local mean stress σm would be zero during the low-level cycling at Sm = 0. 

 

FIG. 15 TWO LOAD HISTORIES APPLIED TO A NOTCHED MEMBER (KT = 2.4) AND THE ESTIMATED NOTCH 
STRESS-STRAIN RESPONSES FOR 2024-T4 AL. THE HIGH-LOW OVERLOAD IN (A) PRODUCES A TENSILE MEAN 
STRESS, AND THE LOW-HIGH OVERLOAD IN (B) PRODUCES THE OPPOSITE. ADAPTED FROM REF 16 

Sequence effects related to the local mean stress σm represent a fundamental difficulty for a stress-based approach 
employing nominal stresses, S. The nominal mean stress Sm is simply not the controlling variable, rather, it is the local 
mean stress, σm. This should not be surprising in view of the discussion above and Fig. 3, where it is noted that nominal 
stresses S are in general not actual stresses; they are essentially conveniently scaled applied loads. 



For the situation of Fig. 15, note that Sm = 0 for all cycles, so that direct application of Eq 1 would predict no mean stress 
effect at all, and no difference in life between cases (a) and (b). However, actual test data on notched members show a 
large effect (see Ref 17 in this article and Fig. 35 in the previous article in this Volume). 

Analysis of local mean stresses requires considering the elasto-plastic stress-strain behavior of the material at the notch to 
obtain values of σm, which can then be used in evaluating fatigue life. Analysis of this type is a key feature of the strain-
based approach, which is described in the next section of this article. 
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Strain-Based Approach 



In this approach, local stresses and strains at notches, σ and ε , as in Fig. 15, are estimated and used as the basis of life 
predictions. The S-N curve used is a strain-life curve, often represented as described in the previous article in this Volume 
by the following equation:  

  
(EQ 10) 

where a is strain amplitude, Nf is cycles to failure for completely reversed cycling, E is the elastic modulus, and 'f, b, 
'f, and c are material fatigue constants. A special cyclic stress-strain curve, as described in the previous article, is also 
needed:  

  
(EQ 11) 

where a is stress amplitude, and n' and H' are material constants (and where H' = K' in Eq 29 and 30 of the previous 
article in this Volume). 

Mean Stress Effects. A generalized strain-life curve can address mean stress effects in a relationship proposed by 
Morrow (Ref 18) that is analogous to Eq 1 as follows:  

  

(EQ 12) 

where ar is the equivalent completely reversed local stress amplitude and a and m are also local stresses at the notch. 
Note that u is replaced by 'f, the constant from Eq 10. The quantity 'f is approximately equal to the true fracture 
strength from a tension test, so that it is larger than u, except for low-ductility metals, where it has a value close to u. 

Equations 10, 11, and 12 can be combined to generalize the strain-life curve to include mean stress effects:  

  

(EQ 13) 

where N* is the life from the strain-life equation for zero mean stress, and Nf is the actual life as adjusted to include the 
mean stress effect. A modification of this equation is also used:  

  
(EQ 14) 

A graphical or iterative numerical solution is required to obtain life Nf from any of Eq 10, 13, or 14. 

An alternative approach to evaluating mean stresses is that of Smith, Watson, and Topper (Ref 19):  



  
(EQ 15) 

where max = a + m is the local maximum stress, and the material constants have the same values as in Eq 10. For 
known values of max and a, Eq 15 is solved numerically for Nf. Alternatively, the quantity max a can be plotted versus 
life for particular values of the material constants, and Nf can then be obtained graphically. 

Elasto-Plastic Stress-Strain Behavior. To use the strain-based approach, it is necessary to model the elasto-plastic 
stress-strain behavior that occurs at a notch as in Fig. 15. An analogy with spring and frictional slider rheological models 
is useful (Ref 20). Consider Fig. 16, model (a). This model corresponds to an elastic, perfectly plastic material. A linear 
spring of stiffness E gives an initial elastic response, and the frictional slider moves at a yield stress o. Unloading and 
reloading may cause only elastic deformation, or the frictional slider may move if the strain excursion is sufficiently 
large. 

 

FIG. 16 UNLOADING AND RELOADING BEHAVIOR FOR TWO RHEOLOGICAL MODELS. THE FIRST STRAIN 
HISTORY CAUSES ONLY ELASTIC DEFORMATION DURING UNLOADING, BUT THE SECOND ONE IS 
SUFFICIENTLY LARGE TO CAUSE COMPRESSIVE YIELDING. THE THIRD HISTORY IS COMPLETELY REVERSED 
AND CAUSES A HYSTERESIS LOOP THAT IS SYMMETRICAL ABOUT THE ORIGIN. SOURCE: REF 1 (P 545) 

In model (b), there are one or more spring and slider parallel combinations, which provides a strain-hardening behavior. If 
the strain excursion on unloading and reloading is sufficiently large, a stress-strain hysteresis loop is formed as for 
engineering metals. For completely reversed strain cycling, a loop that is symmetrical about the origin is obtained. 
[Compare (b) to Fig. 7 of the previous article in this Volume.] 

The model (b) parameters (Ei, oi) can be adjusted to fit the cyclic stress-strain curve of a particular material, and the 
model will then provide a reasonable representation of the stable cyclic stress-strain behavior. The transient cyclic 
hardening or softening stage is not modeled, only the stable behavior after this is complete, nor is the cycle dependent 
relaxation of mean stress. Such details can be added if desired by making the model parameters act as variables, or by 



employing a more general plasticity theory. However, the basic nontransient model is sufficient for most applications and 
will be employed here. 

Consider a spring and slider model that fits the cyclic stress-strain curve as in Fig. 17(a). Let this curve be denoted = f(
), with Eq 11 being the specific form that is usually employed. If an irregular strain history is imposed on the model, a set 
of simple rules is seen to describe its behavior. First, after the model reaches the largest absolute value of strain, as at A in 
Fig. 17(b), stress-strain paths follow a unique curve that is related to the cyclic stress-strain curve, = f( ), by being 
expanded with a scale factor of two:  

  
(EQ 16) 

The quantities and are stress and strain changes measured relative to each point where the direction of loading 
changes, with coordinate axes positive in the direction of loading, as at A, B, C, and D in Fig. 17. 

 

FIG. 17 BEHAVIOR OF A MULTISTAGE SPRING-SLIDER RHEOLOGICAL MODEL FOR AN IRREGULAR STRAIN 
HISTORY. A MODEL HAVING THE MONOTONIC STRESS-STRAIN CURVE (A) IS SUBJECTED TO STRAIN HISTORY 
(B), RESULTING IN STRESS-STRAIN RESPONSE (C). ADAPTED FROM REF 21 

The second rule is an exception to the first: When the strain next reaches a value where the loading direction was 
changed, the stress has the same value as before, and the Eq 16 stress-strain path returns to the one that was underway 
prior to the direction change. This occurs in Fig. 17 at point B', beyond which the behavior is the same as if even B-C-B' 
had not occurred. This behavior of returning to a previously established stress-strain path is called the memory effect. 

At points where the memory effect acts, a closed stress-strain hysteresis loop is completed, such as loop B-C-B' in Fig. 
17. Also, for histories reordered to start at the most extreme peak or valley as in Fig. 10, the closed stress-strain loops 
correspond to the cycles from rainflow counting of the strain history. For Fig. 17, loops B-C-B' and A-D-A' correspond to 
the rainflow cycles for this short history. 

The device of a rheological model is actually unnecessary. It is necessary only to use the factor-of-two (Eq 16) scaling of 
a smooth continuous cyclic stress-strain curve along with the memory effect to form closed stress-strain hysteresis loops. 

Analysis of Notched Members. Consider the local strain at a notch and the variation of this with applied load as 
shown in Fig. 18. An elasto-plastic stress-strain analysis, as by finite elements, could be used to determine the local 
stresses and strains at the notch. At low loads, only elastic behavior occurs, so that =ktS and = /E applies. Once the 
yield stress is exceeded, yielding occurs in a small region at the notch, and strains are larger and stresses smaller, than 
would be the case for simple elastic behavior. Yielding spreads with increasing load, and when the entire cross section 
becomes involved, fully plastic behavior is said to occur. 



 

FIG. 18 LOAD VERSUS LOCAL STRAIN BEHAVIOR OF A NOTCHED MEMBER SHOWING THREE REGIONS OF 
BEHAVIOR: NO YIELDING (A), LOCAL YIELDING (B), AND FULLY PLASTIC YIELDING (C). SOURCE: REF 1 (P 
594) 

The approximate procedure called Neuber's rule is often used to estimate local notch stresses and strains (Ref 22). For 
loading that does not extend into the fully plastic region, Neuber's rule predicts that the following relationship applies:  

  
(EQ 17) 

When combined with a stress-strain curve, = f( ), values for local stress and strain, and , can be obtained for any 
desired value of nominal stress S. In plots of Eq 17 as a hyperbola on -  axes, the intersection with the stress-strain 
curve provides the desired and values (see Fig. 44 in the previous article, for example). 

As an alternative to Neuber's rule, the strain energy density method has been proposed by Glinka (Ref 23). Its application 
is similar to that of Neuber's rule, and it can be used in place of Neuber's rule in the descriptions that follow in this article. 

Life Estimates for Constant Amplitude Loading. Figure 19 is an illustrated flow chart for the entire procedure for 
making a life estimate with constant amplitude loading applied to a notched member. The input information required 
consists of the applied loading expressed in terms of nominal stress, S, the geometry, hence the kt value, and the cyclic 
stress-strain and strain-life curves for the material. The latter are denoted as a = f( a) and a = h(Nf), respectively, with 
the forms of Eq 10 and 11 often being employed. 



 

FIG. 19 STEPS REQUIRED IN STRAIN-BASED LIFE PREDICTION FOR A NOTCHED MEMBER UNDER CONSTANT 
AMPLITUDE LOADING. SOURCE: REF 1 (P 648) 



The material is assumed to have stable behavior with its initial monotonic stress-strain curve being the same as the cyclic 
stress-strain curve, Eq 11. Neuber's rule in the form of Eq 17 is then applied to both the maximum and amplitude values 
of nominal stress, Smax and Sa. Hence, the following equations are solved to obtain the local maximum stress and strain, 
max and max:  

  

(EQ 18) 

Similarly, the amplitudes a and a are obtained from  

  

(EQ 19) 

Solutions of the above pairs of equations can be thought of graphically as shown in step 2 of Fig. 19, where a hyperbola is 
intersected with the cyclic stress-strain curve. 

Once these stresses and strains are known, the local stress-strain response can be plotted using the factor-of-two 
expansion of the cyclic stress-strain curve, Eq 16. This is shown as step 3 in Fig. 19. Because relaxation of mean stress is 
assumed to be small, the mean stress found for the first cycle is assumed to apply throughout the fatigue life.  

M = MAX - A  (EQ 20) 

Finally, having evaluated a and m, the number of cycles to failure Nf may be calculated from a strain-life curve that 
includes the mean stress effect, such as Eq 13 or 14. Or the Smith, Watson, and Topper approach can be employed by 
substituting max and a into Eq 15 and solving for Nf. A numerical example is provided by combining Examples 13.3 
and 14.3 of Ref 1 (pp 610-611 and 649-650). 

Life Estimates for Variable Amplitude Loading. The life estimation procedure just described for constant amplitude 
loading of notched members can be extended to variable amplitude cases by including cycle counting and the memory 
effect. An illustrated flow chart of the procedure is shown in Fig. 20. 



 

FIG. 20 LIFE PREDICTION FOR AN IRREGULAR LOAD VERSUS TIME HISTORY USING THE STEPWISE 
PROCEDURE DESCRIBED IN THE TEXT. SOURCE: REF 1 (P 653) 

For this analysis, it is useful to solve Neuber's rule with the cyclic stress-strain curve, or perform other analogous 
mechanics analysis, to obtain a load-strain curve as in Fig. 18. For Neuber's rule and no loading into the fully plastic 
region, the implicit relationship between Sa and a of Eq 19 applies. Let this relationship be denoted = g(S). Also, 
reorder the load history so that it starts and ends with the peak or valley having the largest absolute value. (This 
reordering step can be avoided, but more general cycle counting and stress-strain modeling procedures become 
necessary.) 



The analysis begins by simultaneously following both the load-strain and stress-strain curves, = g(S) and = f( ), to the 
first (most extreme) load peak or valley. For example, for point A in Fig. 20, the known SA and = g(S) gives A, and this 

A and = f( ) gives A. See step 2 and the corresponding diagram in Fig. 20. Then proceed to each subsequent peak or 
valley while applying the relationships:  

  

(EQ 21) 

For example, for range SAB = SA - SB, the first of these gives AB, and then the second gives AB. Because point A 
was previously located, these fix point B for both the S-  and -  responses. In addition to the end points, Eq 21 can also 
be used to plot the entire load-strain and stress-strain paths as shown in Fig. 20, step 3. 

However, it is also necessary to apply rainflow cycle counting while proceeding through the history. Whenever a rainflow 
cycle is completed, the memory effect acts, and closed loops are formed in both the S-  and -  responses. When a cycle 
is completed, the initial points of the ranges S, , and revert back to the peak or valley that applied prior to the 
beginning of the cycle. For example, when cycle B-C-B' is completed in Fig. 20, the range SAD is used with Eq 21 to 
obtain AD and AD, so that point D is located for both the S-  and -  responses. 

The estimated stress-strain response is completely determined as this analysis proceeds. For the example of Fig. 20, the 
result is shown in Fig. 21. The stress-strain response consists of a set of closed stress-strain hysteresis loops, each of 
which corresponds to a rainflow cycle. For this example, the loops (cycles) correspond to load excursions B-C-B', F-G-F', 
E-H-E', and A-D-A'. Because stresses and strains are known for each peak and valley in the load history, the strain 
amplitude a and mean stress m are available for each cycle. The corresponding number of cycles to failure Nf for each 
cycle is then available from either Eq 13 or 14. Alternatively, a and max with Eq 15 also gives an Nf value. These Nf 
values and the P-M rule then give a life estimate. A numerical example of this type is given in Ref 1 (p 655-658). 



 

FIG. 21 ANALYSIS OF A NOTCHED MEMBER SUBJECTED TO AN IRREGULAR LOAD VERSUS TIME HISTORY. 
NOTCHED MEMBER (A), HAVING CYCLIC STRESS-STRAIN AND LOAD-STRAIN CURVES AS IN (B), IS 
SUBJECTED TO LOAD HISTORY (C). THE RESULTING LOAD VERSUS NOTCH STRAIN RESPONSE IS SHOWN IN 
(D), AND THE LOCAL STRESS-STRAIN RESPONSE AT THE NOTCH IN (E). ADAPTED FROM REF 13 

Simplified Approach. The procedure just described assumes that the load history is known as a list of peaks and valleys 
in order. However, in some cases the only information available is the result of rainflow-cycle counting of the load history 
in the form of a range-mean matrix, as in Fig. 11. Some of the detailed knowledge of the load history has thus been lost. 
In such a situation, it is possible to perform a simplified strain-based analysis that determines upper and lower bounds on 
life for all possible sequences of loading giving a particular rainflow matrix. 

This is done by noting that the load-strain and stress-strain loops for all cycles cannot lie outside of the loops for the 
largest cycle. For example, in Fig. 21, S-  and -  loops F-G must lie inside loops A-D. This is shown in Fig. 22. Also, a 
similar limitation applies to S-  loops as also shown. This situation and the known values of S from cycle counting place 
bounds on the mean stress of each cycle, such as mQ and mP for loop F-G in Fig. 22. If the worst case (most tensile) 



mean stresses for all cycles are employed in a life calculation, a lower bound on life is obtained. Similarly, the best case 
mean stresses give an upper bound on life. 

 

FIG. 22 SIMPLIFIED PROCEDURE THAT PLACES BOUNDS ON THE MEAN STRESS EFFECT. FOR CYCLE F-G OF 
FIG. 21, THE MEAN STRESS MUST LIE BETWEEN THE VALUES MP AND MQ. ADAPTED FROM REF 13 

The example load history of Fig. 11 was analyzed in this manner for a particular steel and notched member as shown in 
Fig. 23. Various scale factors were applied to the load history to generate an entire S-N curve. The indicated comparison 
with test data is reasonable. Also, the bounds are quite close at all load levels, which is generally the case for irregular 
load histories. (The special situation of Fig. 15 would, however, give a wide separation between the upper and lower 
bounds.) A more detailed description of the procedure for making such a bounded analysis is given in Ref 1, and further 
details and test data are given in Ref 13. 



 

FIG. 23 MAXIMUM NOMINAL STRESS VERSUS THE NUMBER OF REPETITIONS TO CRACKING, FOR REPEATED 
APPLICATION OF THE SAE TRANSMISSION HISTORY OF FIG. 11 TO THE NOTCHED MEMBER AND MATERIAL 
INDICATED. ADAPTED FROM REF 12 WITH DATA FROM REF 11 
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Comparison of Methods 

The stress-based and strain-based approaches are discussed and compared below, with some comments on their manner of 
use and limitations. 

Discussion of Stress-Based Approach. The stress-based approach is most applicable when S-N curves are available 
for actual components, or for component-like test members. Component S-N curves have the major advantage of 
automatically including effects such as surface finish, residual stresses, weld geometry and metallurgy, and frictional 
surface contact in joints. The effects of such factors are otherwise generally difficult to include in fatigue life estimates. A 
major disadvantage is that mean stress effects based on nominal stress may be in error due to sequence effects related to 
the local notch mean stress actually being the controlling variable (see Fig. 15). Hence, caution is needed for load 
histories that might cause harmful local notch mean stresses that are not properly analyzed by this approach. 

Now consider use of a stress-based approach where no fatigue data are available for the component or for component-like 
geometries, so that an estimated S-N curve must be relied upon. The estimate of the fatigue limit and the various related 
reduction factors, and also kf, are based on empirical data. However, the data are fragmentary, and some of the mechanical 
design books use empirical factors that were developed many years ago. Furthermore, the data used to originally develop 
these factors are in some areas limited to steels, and where nonferrous metals are included, the data are generally less 
extensive. An additional concern is that the multiplicative combination of the various reduction factors, as in Eq 4, is 
basically an assumption that has never been adequately verified. The overall effect of this situation is that estimates of the 
fatigue limit stress should be considered to be rough estimates only, especially for nonferrous metals. Also, analogous 
procedures for nonmetals are simply not available. 

Consider the estimation of S-N curves in the intermediate and low-cycle region, as described previously based on Fig. 5. 
Here, the estimates are extraordinarily crude, as evidenced by large inconsistencies among various mechanical design 
books. For example, for axial loading, the use at 103 cycles of k'f = kf and m' = 0.75 by Juvinall (Ref 4) is generally 
excessively conservative for ductile metals. This differs drastically from the use of k'f = 1 and m' = 0.9 by Shigley (Ref 5), 
which may sometimes produce a nonconservative estimate. 

Given the tenuous nature of estimated S-N curves, their use should either be abandoned, or recent and new fatigue data 
need to be employed to fill in gaps and to refine and extend the estimates. 

Comparison of the Stress- and Strain-Based Approaches. The strain-based approach has the major advantage 
compared with any form of stress-based approach of rationally accounting for mean stresses based on local notch stresses. 
However, in fairness to the Juvinall book (Ref 4), it will be noted that local mean stresses are indeed estimated there 
based on an elastic, perfectly plastic stress-strain curve using the monotonic yield strength. In Juvinall, this approach is 
applied only to constant amplitude loading, but it could be logically extended to the variable amplitude case. The altered 
yield strength caused by cyclic hardening or softening, as reflected in the cyclic stress-strain curve, would still not be 
included, however. 

Comparing the strain-based approach with estimated S-N curves, it is significant that the crude factors used at 
intermediate and short life, such as k'f and m' at 103 cycles, are entirely unnecessary in a strain-based approach. These 
arise primarily from plasticity and notch effects, and the interaction of these, which is handled in a fairly rigorous manner 
in the strain-based approach through the use of a load-strain curve, = g(S). Although approximate methods such as 
Neuber's rule are often used for notched members to obtain = g(S), this can be more precisely determined from elasto-
plastic finite element analysis or strain measurements. Also, cyclic yielding of unnotched members in bending or torsion 
can be analyzed, using the cyclic stress-strain curve to obtain = g(S), so that such cases are also included in the strain-
based approach. (See Sections 13.2 and 13.4 in Ref 1.) 



Additional Discussion of the Strain-Based Approach. In the descriptions earlier in this article, notch strain estimates 
are described that employ Neuber's rule used with the elastic stress concentration factor, kt. However, this is often 
replaced by kf, the fatigue notch factor, as in the previous article in this Volume. Such an additional empirical adjustment 
may improve accuracy in some cases. As discussed in Ref 1, 24, and 25, the need for a kt to kf adjustment is thought to be 
primarily caused by crack growth effects. On this basis, it is the author's opinion that it is preferable to use kt in estimating 
the crack initiation life. 

The kt to kf adjustment will be significant primarily for cases of sharp notches, where cracks are likely to start early, so 
that crack growth dominates the life. Hence, an alternative to using kf is to use kt to estimate the crack initiation life, and 
then fracture mechanics to estimate the crack growth life, so that the total life is obtained. See Ref 25 and also Ref 1 (pp 
665-666) for selecting initial crack length for the fracture mechanics part of this analysis. 

Recall that estimated S-N curves use adjustments as in Eq 4 for such factors as surface finish and size effect. It might 
appear at first that this represents an advantage of stress-based estimated S-N curves. However, such factors can also be 
applied to adjust strain-life curves. For example, because surface finish effects act primarily at long life, the exponent b of 
Eq 10 can be altered based on a surface effect factor ms to lower the strain-life curve in the long life region. (See Section 
14.2.4 of Ref 1 for more detail.) A size-effect correction could also be similarly applied, but it is less clear that the 
adjustment should be confined to only the exponent b. As already mentioned, recent data need to be analyzed and new 
data obtained, to improve existing methods of empirically adjusting fatigue life curves. 

The strain-based approach as described here is similar to current industrial practice and achieves relative simplicity by 
making compromises in some areas where greater sophistication is possible. Some of these areas are: 1) limitation to local 
yielding, 2) neglecting mean stress relaxation, and 3) lack of applicability to multiaxial nonproportional loading cases. 
These areas and some related work are discussed to an extent in Ref 1 (pp 560-563, 600-601, and 644-645, respectively). 
Concerning mean stress relaxation, it should be noted that the major effect of local notch yielding in altering the mean 
stress that would exist if there were no yielding is specifically analyzed by the strain-based approach, as illustrated by Fig. 
19. What is neglected is the minor effect of subsequent adjustment of the mean stress after a number of cycles has 
elapsed. 

The area of complex multiaxial loading cases, as in shafts under out-of-phase bending and torsion, is of considerable 
practical importance and represents the most significant limitation of the strain-based approach as described in this 
section. Research and trial industrial applications are currently underway toward developing a more general approach that 
addresses this area; see the next article in this Volume for detailed treatment of multiaxial loading. 

General Discussion on the Palmgren-Miner Rule. In the preceding description, the simple P-M rule is retained, with 
specific actions taken as follows to avoid its shortcomings: First, use of rainflow-cycle counting or a similar method is 
necessary. Otherwise, difficulties in life prediction will be encountered that may appear to be due to the P-M rule. Second, 
sequence effects can be caused by local yielding at notches altering the local mean stress and thus affecting life. Such 
effects should be properly analyzed by a strain-based approach. Third, initial or occasional overloads may cause material-
damage-related sequence effects. These should be included in life estimates by including them in the stress or strain 
versus life curve, as in Fig. 13 and 14. 

In Ref 26, an approach termed the relative Miner rule is described. This consists essentially of adjusting the P-M rule (Eq 
8) so that the sum of cycle ratios is a value other than unity. The adjusted value is obtained from limited data using a load 
history, stress level, and component geometry as close as possible to the actual application. This provides an empirical 
adjustment that can account for various uncertainties in life estimates, such as: (1) failure of a stress-based approach to 
properly handle sequence effects related to local mean stress, (2) material-damage-related sequence effects not otherwise 
addressed, (3) surface finish, residual stresses, and other fabrication-related details not otherwise accounted for, and (4) 
inaccuracies in strain-based analysis. The latter category might include the approximate nature of Neuber's rule, stress-
relaxation effects, and inaccuracies in mean stress adjustments, as shown by Eq 13, 14, and 15. The relative Miner rule 
thus has considerable merit. See Ref 26 and other work by the same authors for more details. 

Welded members comprise a category that merits special comment. Life prediction is complicated by the geometric and 
metallurgical complexity and variability involved, by the usual presence of complex residual stress fields, and by the 
frequent presence of initial cracklike flaws. As a result, component S-N data and a stress-based approach are often used. 
The strain-based approach is difficult to apply except where welds have well-defined geometry and are of very high 
quality, that is, relatively free of cracklike flaws. An alternative is to use a fracture mechanics approach based on growth 
of the weld flaws as cracks. Some success in dealing with the complexities involved through a fracture mechanics 
approach is demonstrated in Ref 27. Weldment fatigue is also addressed specifically in several articles in this Handbook. 
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Introduction 

MOST ENGINEERING DESIGNS and/or failure analyses involve three-dimensional combinations of stress and strain 
(multiaxiality) in the vicinity of surfaces and notches, which can be limiting in fatigue applications. This article briefly 
reviews the state-of-the-art of fatigue correlations for such combined stress states. Basic definitions of multiaxial effective 
stresses and strains and differences between proportional and nonproportional loading are first introduced to facilitate 
discussion of various correlating parameters. Some basic correlations for multiaxial fatigue also are presented. 

Fatigue crack "initiation" parameters are reviewed, ranging from simple effective stress and strain concepts to more recent 
critical plane theories. This approach is considered as distinct from fracture mechanics approaches in view of the 
difficulties in applying the latter to small cracks in rigorous fashion. Typical experimental observations of formation and 
propagation of small fatigue cracks are considered under various stress states, and the relation to long crack fracture 
mixed-mode fracture mechanics is explored. Differences between low-cycle fatigue (LCF) and high-cycle fatigue (HCF) 
behaviors are discussed. Stage I crystallographic and stage II normal stress-dominated growth of microcracks are 
discussed, along with some observations regarding the influence of combined stress state on the propagation of small 
cracks. 

Finally, several other features of multiaxial fatigue are discussed, including mean stress effects, sequences of stress/strain 
amplitude or stress state, nonproportional loading and cycle counting, and HCF fatigue limits. 

This article also covers the formation and propagation of cracks on the order of several grain sizes in diameter, typically 
less than 1 mm in length, in initially isotropic, ductile structural alloys. The propagation of mechanically long cracks is 
not considered. 
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Basic Definitions 

The stress tensor, ij, can be decomposed into hydrostatic and deviatoric components:  

• HYDROSTATIC STRESS H = KK/3 = ( 11 + 22 + 33)/3 = ( 1 + 2 + 3)/3  
• DEVIATORIC STRESS TENSOR IJ' = IJ - H IJ WHERE IJ = 1 IF I = J, 0 IF I J  

Here, 1, 2, and 3 are the three principal stresses. The octahedral shear stress is defined as the resolved shear stress on 
the -plane, the plane making equal angles with the three principal stress directions:  

  
(EQ 1) 

Strain Tensor. Likewise, the strain tensor, ij, is decomposed into a hydrostatic (dilatation) component and a deviatoric 
part such that:  



• DILATATION KK = 11 + 22 + 33 = 1 + 2 + 3 = V/V0 FOR SMALL STRAIN, WHERE 1, 2, 
AND 3 ARE THE THREE PRINCIPAL STRAINS, V IS THE VOLUME CHANGE, AND V0 IS 
THE INITIAL, REFERENCE VOLUME.  

• DEVIATORIC STRAIN TENSOR IJ' = IJ - ( KK/3) IJ  

The octahedral shear strain may be written as:  

  
(EQ 2) 

The Scalar Quantities oct and oct are considered as equivalent shear quantities for a multiaxial stress/strain state. 
Alternatively, we may consider the maximum shear stress and strain quantities acting on at most three mutually 
orthogonal sets of planes that intersect the principal stress/strain axes at 45°:  

  
(EQ 3) 

  
(EQ 4) 

Both the maximum shear and the octahedral shear quantities are defined for planes with specific orientation with respect 
to the applied stress/strain state. For proportional loading, all principal stresses change in proportion, so the plane of 
maximum shear stress remains fixed in orientation. In this case, the expression in Eq 3 holds for the amplitude for 
maximum shear stress when the amplitudes of principal stresses are substituted. Similarly, for proportional straining, Eq 4 
holds when amplitudes are substituted. 

In classical theories of yielding of initially isotropic, ductile metals, it is common practice to consider oct and oct or 
max and max as conjugate scalar pairs that reflect the intensity of the combined stress/strain state. Yielding is assumed to 
occur when max (Tresca theory) or oct (Von Mises or distortion energy theory) reaches some critical value. The Rankine 
failure criterion 1 = critical is often applied as a failure criterion for brittle materials. 

Uniaxial test data are usually available. In the case of the octahedral shear parameters, the uniaxial equivalent stress and 
strain quantities are defined as:  

  
(EQ 5) 

Likewise, if 1 2 3 and 1 2 3, the uniaxial effective stress and strain quantities based on the maximum 
shear parameters are defined as:  

  
(EQ 6) 

  

(EQ 7) 



EFF = 2 MAX = 1 - 3  (EQ 8) 

  

(EQ 9) 

The effective Poisson's ratio, , ranges from approximately 0.3 under fully elastic conditions to 0.5 for the fully plastic 
case. 

Proportional and Nonproportional Loading. An important consideration for cyclic deformation and fatigue is whether 
the axes of principal axes of strain (stress) are fixed with respect to the material. If this is the case, the straining (stressing) 
is considered as proportional, and the components of the stress or strain tensors increase or decrease in constant 
proportion. Consequently, the octahedral shear plane and planes of maximum shear remain fixed in orientation as well. In 
terms of cyclic deformation, proportional loading is often considered as equivalent to uniaxial loading on the basis of 
effective stress and strain. But there are important differences in the formation and propagation of small fatigue cracks 
among different stress states, even for proportional loading. In uniaxial straining there are an infinite number of 
octahedral and maximum shear planes making equal angles with the axis of tension-compression loading. In contrast, 
pure torsion may be identified with a single set of octahedral or maximum shear planes. Moreover, the normal stress and 
strain amplitudes to these planes differ between uniaxial and shear cases, and among other states of stress as well. 

Estimation of the elastic-plastic deformation under nonproportional loading requires the use of incremental cyclic 
plasticity theory, in general (Ref 1, 2, 3). The principal axes of stress or strain may remain fixed in direction with the 
components varying nonproportionally, or more generally the principal axes may rotate. 

 
References cited in this section 

1. J.L. CHABOCHE, CONSTITUTIVE EQUATIONS FOR CYCLIC PLASTICITY AND CYCLIC 
VISCOPLASTICITY, INTERNATIONAL JOURNAL OF PLASTICITY, VOL 5 (NO. 3), 1989, P 247 

2. N. OHNO, RECENT TOPICS IN CONSTITUTIVE MODELING OF CYCLIC PLASTICITY AND 
VISCOPLASTICITY, APPL. MECH. REV., VOL 43 (NO. 11), 1990, P 283-295 

3. D.L. MCDOWELL, MULTIAXIAL EFFECTS IN METALLIC MATERIALS, ASME AD, VOL 43, 
DURABILITY AND DAMAGE TOLERANCE, A.K. NOOR AND K.L. REIFSNIDER, ED., 1994, P 213-267 

Multiaxial Fatigue Strength 

David L. McDowell, Georgia Institute of Technology 

 

Correlating Parameters for Multiaxial Fatigue 

The subject of multiaxial fatigue has developed over many decades. More complete reviews of the historical development 
may be found in several recent reviews (Ref 4, 5, 6). Here it is understood that the fatigue crack initiation life, Nf, 
corresponds to a crack length on the order of 500 to 1000 m. 

Static Yield Criteria. Initial approaches to modeling multiaxial fatigue behavior were based on static yield criteria 
developed a century ago, as discussed in the previous section. These approaches have been widely used in multiaxial 
fatigue design, as evidenced by various present-day standards, codes, and design textbooks. Due to their use in plasticity 
theory, oct and oct or max and max have been historically employed in fatigue correlations for small cyclic plastic 
strains of ductile metals. It is assumed that results for different combined stress states should collapse onto one universal 
curve, provided the loading is completely reversed and proportional in nature. Unfortunately, effective stress and strain 
approaches do not generally correlate fatigue behavior under various stress states such as uniaxial, torsion, and 
equibiaxial in-plane loading. A typical example appears in Fig. 1, which demonstrates differences between the correlation 



of uniaxial fatigue data and torsional fatigue data for smooth specimens based on effective strain range. Torsional loading 
typically exhibits a much longer life than uniaxial loading for a surface crack length on the order of 1 mm for a given 
effective strain amplitude. Detailed studies by Socie and colleagues (Ref 6, 7, 8, 9) have clearly demonstrated that 
significant differences exist in the growth of small cracks among various stress states. 

 

FIG. 1 CORRELATION OF EFFECTIVE STRAIN AMPLITUDE VERSUS NF FOR AXIAL AND TORSIONAL FATIGUE OF 
HAYNES 188 COBALT-BASE ALLOY AT 760 °C. NOTE THAT THE TORSIONAL DATA ARE SHIFTED TO THE RIGHT. 
SOURCE: REF 19. 

Haigh (Ref 10) recognized that effective stress was inadequate to correlate multiaxial HCF. Gough et al. (Ref 11, 12) 
showed that effective stress amplitude was insufficient to correlate HCF under combined bending and torsion, and they 
introduced the ellipse quadrant and ellipse arc concepts for ductile and brittle materials, respectively. An historically 
common form that has been used to distinguish fatigue crack initiation behavior among stress states is given by:  

A + G( H) = C  (EQ 10) 

where C is a constant for a given fatigue life, subscript "a" denotes amplitude, and h denotes either the amplitude or 
mean value of hydrostatic stress over a cycle. Sines (Ref 13) proposed a form in which g is linear in the mean value of h 
over a cycle. Fuchs (Ref 14) generalized this approach for nonproportional loading. The function g( h) may be 
interpreted as introducing the effect of mean normal stress on the formation of fatigue cracks. Equation 10 is recognized 
to be related to a Mohr theory of rupture that augments frictional failure processes with the dependence on normal stress. 

Correlation Based on Triaxiality Factor. Libertiny (Ref 15) introduced the dependence of LCF on h as well. The 
triaxiality factor (TF = kk/ ) based on either the amplitude or mean value of these quantities, has been introduced by 
Davis and Connelly (Ref 16) for ductility reduction due to triaxiality. It was later employed by Manjoine (Ref 17) and 
others to describe constraint effects in fracture that are not fully correlated by the amplitude of the crack tip singularity. 
This parameter has been employed by Manson and Halford (Ref 18), Zamrik et al. (Ref 19), and others to reflect the 
dependence of fatigue crack initiation on combined stress state for a wide range of HCF and LCF conditions. Note that TF 
= 0 for torsion, 1 for uniaxial loading, and 2 for in-phase, equibiaxial loading. Typical behavior is exhibited by Haynes 
188 cobalt-base alloy at 760 °C (Ref 19), as shown in Fig. 1. Use of the triaxiality factor offers somewhat improved 
correlation of uniaxial and torsional fatigue data (Ref 19) in terms of the following strain-life relation:  



  

(EQ 11) 

where  

  
(EQ 12) 

and is a ductility parameter (  2). The elastic Poisson's ratio is given by e, while E and G are the Young's modulus 
and shear modulus, respectively, and 'f and 'f are the coefficients in a pure torsion strain-life relation analogous to the 
right-hand side of the uniaxial equivalent form in Eq 11. Both LCF and HCF (finite life) regimes are addressed. 

Correlation Based on Cyclic Hysteresis Energy. Another method correlates cyclic hysteresis energy with the number 
of cycles to crack initiation (Ref 20, 21, 22, 23, 24). For example, Garud (Ref 21) applied this approach in conjunction 
with incremental plasticity theory to predict the fatigue crack initiation life under complex nonproportional multiaxial 
loading conditions. As shown in Fig. 2 for 1% Cr-Mo-V steel, the approach does not typically correlate both the uniaxial 
and torsional fatigue cases, even for completely reversed loading (no mean stress). Garud suggested differential weighting 
of the contribution of shear components to the hysteresis energy relative to the normal components in order to account for 
these differences. To effectively collapse uniaxial and torsional data, Ellyin and Kujawski (Ref 24) introduced explicit 
dependence on mean stress and stress state in the hysteresis energy parameter  

  
(EQ 13) 

where Wd is the area under the effective stress/strain hysteresis loop (both elastic and plastic parts), m is the mean 
value of kk over the cycle, and is a constraint factor, defined by (1 + ) max / max, where max is the maximum 
principal strain in the surface plane and max is the maximum shear strain on a plane that intersects the free surface at 45°. 
Similar to effective stress or strain approaches, hysteresis energy approaches do not infer specific orientations or planes of 
microcracking. 



 

FIG. 2 CORRELATION OF PLASTIC HYSTERESIS ENERGY VERSUS NF FOR 1% CR-MO-V AT 20 °C IN THE LCF 
RANGE. TORSIONAL DATA ARE SHIFTED TO THE RIGHT. SOURCE: REF 21 

Critical Plane Theories. Another class of approaches, called "critical plane theories," devote specific attention to the 
orientation of small cracks in multiaxial fatigue. These theories assert that the most critically damaged plane is one of 
maximum shear stress or strain amplitude that experiences the maximum normal strain and/or normal stress. These 
critical plane theories were preceded by some 20 to 30 years by the HCF theories of Stulen and Cummings (Ref 25), 
Guest (Ref 26) and Findley (Ref 27), which augmented the maximum shear stress amplitude with an additive term 
involving the normal stress to the plane of maximum shear. Their approaches may be summarized as:  

  
(EQ 14) 

where F and G are constants for a given life and 1 ( 3) is the value of the largest (smallest) peak principal stress. 
Equation 14 achieved satisfactory correlation of HCF strength under various stress states, predominantly verified under 
combined bending and torsion. 

For proportional loading, (σ1 + σ3)/2 is the amplitude of stress normal to the plane of maximum shear stress amplitude. It 
is commonly observed that small cracks in ductile polycrystals nucleate and grow early in life on crystallographic planes 
that are favorably aligned with the maximum shear stress or strain, defined as stage I fatigue crack propagation by Forsyth 
(Ref 28). Typically, small cracks propagate in this manner until reaching a length on the order of 3 to 10 grain diameters 
(Ref 29, 30), and then follow a macroscopic mode I path normal to the range of maximum principal stress. Hence, the 
second term in Eq 14 incorporates the assistance of tensile stress normal to the crack plane in opening the crack during 
shear-dominated growth early in life. For brittle materials that are more sensitive to normal stress to the maximum shear 
plane, F is relatively larger than for ductile materials. Of course, these global strain or stress parameters pertain to the 
polycrystalline average response and are somewhat loosely related to local driving forces at the crack tip. Nonetheless, 
they have demonstrated quantitative agreement with experimentally observed behaviors for a wide range of stress states. 

The HCF approach in Eq 14 is a predecessor of similar strain-based relations for stage I microcrack propagation along 
maximum shear strain amplitude planes under LCF conditions. Brown and Miller (Ref 31) introduced the so-called 



plane approach, wherein the orientation of the maximum shear strain amplitude planes with respect to the free surface 
distinguishes two very different types of fatigue crack propagation behaviors, termed cases A and B. They defined a 
general relationship between the maximum shear strain amplitude, ∆γmax/2, and the normal strain amplitude, ∆εn/2, to the 
plane of maximum shear strain amplitude:  

  
(EQ 15) 

for a given fatigue crack initiation life, where U1 and U2 are nonlinear functions of their arguments. Equation 15 assumes 
different forms for cases A and B, which are defined by the orientation of maximum shear strain range planes relative to 
the surface, as shown in Fig. 3(a). The case for which vectors normal to the maximum shear strain amplitude planes lie 
within the specimen surface is termed case A. Case B is defined by the intersection of the maximum shear strain range 
planes with the surface. Typical experimental data are plotted in the so-called plane in Fig. 3(b). In some cases, the case 
B contours are approximately described by U2 = 0, although this is not a general relation. In case A, the functions U1 and 
U2 are approximately quadratic in their arguments for ductile metals. This approach has successfully correlated tension-
torsion and tension-tension experiments for completely reversed proportional loading. Lohr and Ellison (Ref 32) 
introduced a slight variation of this approach that considered case B planes to be always more damaging, even if they are 
not the planes of maximum shear strain range. 

 

FIG. 3 (A) DISTINCTION BETWEEN CASE A AND B CYCLIC STRAIN STATES. (B) TYPICAL CONTOURS OF 
COMPLETELY REVERSED FATIGUE CRACK INITIATION DATA FOR 1% CR-MO-V AT 20 °C IN THE PLANE, 

WHERE MAX AND N REPRESENT AMPLITUDES OF MAXIMUM SHEAR STRAIN AND NORMAL STRAIN TO THIS 
PLANE FOR EACH CASE. SOURCE: REF 5 

Experiments on thin-walled tubular specimens involving combined axial loading and cyclic internal/external pressure 
may be used to apply a range of shear strain combined with static mean normal stresses during a cycle. Critical 
experiments reported by Socie (Ref 6) have shown for several ductile alloys that: (a) augmentation of a maximum shear 
strain parameter by only hydrostatic stress is insufficient to describe orientations of fatigue cracking that are consistently 
observed in multiaxial experiments; and (b) even under LCF conditions, the normal stress to the plane of maximum shear 
strain range plays an important role in delineating the failure plane and correlating mean stress effects. On the basis of 
observations of the formation and growth of small cracks, Socie (Ref 6, 8) distinguishes between materials that exhibit 
prolonged stage I propagation behavior along maximum shear planes ("shear dominated") and those that transition at very 
small crack lengths to stage II ("normal stress-dominated") propagation. Socie has argued that additional effects of the 
mean normal strain and stress to the plane of maximum shear strain range may be used to augment maximum shear strain 
amplitude to correlate shear-dominated fatigue behavior. 

Fatemi and Socie (Ref 33) and Fatemi and Kurath (Ref 34) have demonstrated robust correlation of fatigue under various 
stress states for both case A and case B histories with and without mean stress, based on the assumption that peak normal 



stress to the plane of maximum range of shear strain directly affects the stage I shear-dominated propagation of small 
cracks. They proposed the correlative parameter  

  
(EQ 16) 

where K is a constant, is the maximum normal stress to the plane of maximum shear strain range, and y is the 
yield stress. Figure 4 presents multiaxial fatigue correlations for both Inconel 718 and 1045 steel with this parameter (Ref 
35), typically within a factor of 2 in fatigue life. Furthermore, Socie (Ref 6) has shown that the orientation of 
microcracking follows the plane(s) of the maximum value of this parameter. Most of the correlations obtained to date 
pertain to LCF or transition fatigue, rather than HCF. However, the analogy to the HCF relation in Eq 14 suggests more 
general applicability, at least in the absence of a fatigue limit. Socie (Ref 8) has proposed a Smith-Watson-Topper (Ref 
36) generalization for normal-stress dominated materials, which may be associated with an early transition to stage II 
fatigue crack propagation. 

 



FIG. 4 CORRELATION OF CASE A AND CASE B COMPLETELY REVERSED FATIGUE DATA FOR (A) INCONEL 718 
AND (B) 1045 STEEL. THE FATEMI-SOCIE-KURATH (F-S-K) AND MCDOWELL-BERARD (MC-B) CORRELATIONS 
ARE INCLUDED. SOURCE: REF 35 
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Small Crack Growth in Multiaxial Fatigue 

Crack nucleation processes, as discussed elsewhere in this Volume, are associated with the generation and coalescence of 
excess vacancies along persistent slip bands (Ref 37, 38, 39) in ductile single crystals or coarse grain polycrystals. In 
polycrystals, cracks may nucleate via fracture during processing (Ref 37) at intersecting slip bands (or twin) or by 
blockage of a slip band (or twin) by second-phase particles. A second type of microcracking in polycrystals occurs along 
grain boundaries due to impurity embrittlement or the presence of voids. Sometimes microcracking in polycrystals occurs 
at strong grain boundaries due to heterogeneous plastic deformation, governed by the degree of misorientation at the grain 
boundary, usually associated with a mixed mode of intercrystalline-transcrystalline fracture. These nucleation processes 
become increasingly dominant at very long lives in materials with minimal processing defects. We focus here on the 
growth of small cracks in fatigue rather than the nucleation problem. Clearly, propagation of small cracks is an important 
aspect of the "initiation" of a fatigue crack on the order of 1 mm. 



Characteristics of Small Fatigue Cracks. Mixed-mode fatigue crack propagation studies have largely focused on the 
behavior of mechanically long cracks. The problem of the growth of small cracks in fatigue (from lengths on the order of 
1 to 500-1000 m) has received increased attention. Cracks are considered to be small when all pertinent dimensions are 
small compared to some characteristic length scale. In the case of microstructurally small cracks, the length scale is on the 
order of the dimensions of microstructural periodicity (e.g., grain diameter). For physically or mechanically small cracks, 
it is typically on the order of 5 to 10 times the microstructural scale. Attempting to develop a correlation between da/dN 
and K, as in the case of mechanically long cracks, the so-called anomalous behavior of microstructurally small cracks 
has been widely demonstrated. In particular, the cyclic crack growth rate of small cracks may significantly exceed that of 
long cracks at the same level of K, as shown in Fig. 5. Considerable scatter of the fatigue crack growth rate of small 
cracks at a given K level is apparent. At low stress amplitudes (HCF), deceleration of crack growth is often observed, 
associated with a dip in the da/dN versus K behavior. Subsequently, crack growth may accelerate prior to merging with 
the long crack data. At sufficiently low amplitudes, small cracks may become arrested. As small cracks propagate, their 
da/dN versus K responses are typically observed to merge with the long crack response, as shown in Fig. 5. 

 

FIG. 5 TYPICAL PROPAGATION BEHAVIOR OF SMALL CRACKS. NOTE THAT DA/DN IS HIGHER FOR A GIVEN K 
THAN FOR LONG CRACKS, AND THE APPARENT SCATTER IN DA/DN IS SIGNIFICANT. THE BOTTOM DASHED 
LINE IS A LINEAR EXTENSION OF PARIS REGIME. SOURCE: REF 40 

Experimental observations indicate that the propagation behavior of microstructurally small and physically small cracks 
depends significantly on both the R-ratio and stress amplitude, in addition to stress state. Small crack behavior is subject 
to more scatter due to greater dependence on microstructure. 

There are several prevalent explanations for the nonconformity of small/short crack behavior with that of mechanically 
long cracks:  

• DIFFERENCES IN PLASTICITY-INDUCED CLOSURE TRANSIENTS RELATIVE TO LONG 
CRACKS  

• MICROSTRUCTURAL ROUGHNESS-INDUCED CLOSURE/BRIDGING  
• INTERACTION WITH MICROSTRUCTURAL FEATURES, THREE-DIMENSIONAL 

NONPLANAR GROWTH, AND PINNING EFFECTS  
• VIOLATION OF VALIDITY LIMITS OF LINEAR ELASTIC FRACTURE MECHANICS (LEFM) 



OR ELASTIC-PLASTIC FRACTURE MECHANICS (EPFM) DUE TO LACK OF SELF-
SIMILARITY OF GROWTH AND CYCLIC PLASTIC ZONE/PROCESS ZONE SIZE ON THE 
ORDER OF CRACK LENGTH  

• INTENSIFICATION OF LOCAL DRIVING FORCES RELATIVE TO NOMINAL APPLIED 
STRESSES AND STRAINS DUE TO HETEROGENEITY AND ANISOTROPY OF CYCLIC SLIP 
IN THE VICINITY OF THE SMALL CRACK(S), IN ADDITION TO REDUCED CONSTRAINT 
DUE TO PROXIMITY OF THE FREE SURFACE  

• LOCAL MIXED-MODE GROWTH FOR SMALL CRACKS, EVEN FOR REMOTE MODE I 
LOADING  

Some of these factors are more influential at high stress amplitudes and others at low stress amplitudes, for a given R-
ratio. As pointed out by Suresh (Ref 41), low-strain amplitudes (HCF) promote predominantly mode II crystallographic 
growth and a higher degree of microstructural roughness along the crack faces, leading to enhanced crack-tip shielding 
effects. Likewise, predominantly remote shear loading may promote quite different roughness-induced crack face 
interference, and so on. Relatively few of these aspects have been considered in detail for small cracks. For example, the 
treatment of plasticity-induced closure (e.g., Ref 42) typically assumes validity of LEFM or EPFM concepts, even for 
microstructurally small cracks, while neglecting microstructural roughness-induced closure/bridging or interaction with 
microstructural features. Even with this simplification, the application of plasticity-induced closure models requires 
considerable idealization. On the other hand, models that consider interaction with periodic microstructural barriers (e.g., 
Ref 43, 44, 45) typically do not consider closure or bridging effects, although they may recognize the lack of applicability 
of LEFM or EPFM for small cracks. Models for the growth of small cracks have largely been confined to simple uniaxial 
(mode I) loading conditions; formal treatment of multiaxial loading conditions within the fracture mechanics 
methodology is challenging in view of the plethora of mechanisms and "local mixity" (a term that represents the 
combination of different opening and sliding displacements at the crack tip, distinct from the remote loading history). 
This so-called "local mixity" arises from the nature of crystallographic propagation of stage I cracks. The range of validity 
of LEFM or EPFM concepts diminishes even further under multiaxial loading conditions. 

The data in Fig. 6(a) and 6(b) clearly illustrate some important aspects of multiaxial fatigue crack growth for constant-
amplitude loading of two ductile alloys in tension-compression and in torsion. The curved contours represent the locus of 
normalized cycles, N/Nf, to growth to a 0.1 mm surface crack, with Nf corresponding to the number of cycles of growth to 
a 1 mm surface crack. Regimes of shear-dominated growth (stage I) along maximum shear strain range planes and normal 
stress-dominated growth (stage II) normal to the range of maximum principal stress are shown. The curve representing 
the fraction of life to a 0.1 mm crack is termed "crack nucleation" in Fig. 6(a) and 6(b), but it actually reflects microcrack 
propagation to this length. 



 

FIG. 6(A) DATA OF SOCIE ON 1045 STEEL FOR LIFE TO 0.1 MM AND 1 MM CRACKS (N/NF = 1) FOR 
TORSIONAL AND UNIAXIAL LOADING. SOURCE: REF 6 



 

FIG. 6(B) DATA OF SOCIE ON IN 718 FOR LIFE TO 0.1 MM AND 1 MM CRACKS (N/NF = 1) FOR TORSIONAL 
AND UNIAXIAL LOADING. SOURCE: REF 6 

The fraction of 1 mm crack life required for growth to a 0.1 mm crack is approximately 10% at high strain amplitudes 
(e.g., LCF) for both uniaxial and torsional fatigue. Assuming an initial crack size on the order of 10 μm, these data 
suggest that crack propagation is only weakly dependent on crack length for high strain amplitudes. At increasing lives, 
the fraction of life spent in growing cracks less than 0.1 mm in length increases, to a much greater extent in uniaxial 
fatigue than in torsional fatigue. The fact that torsional fatigue exhibits a considerably lower ratio for a given Nf indicates 
that the differences reside in the crack propagation behavior. The crack growth behavior is quite nonlinear with respect to 
crack length for cracks shorter than 0.1mm under HCF conditions, particularly for uniaxial fatigue. This has important 
consequences in terms of the nonlinear growth behavior of small cracks and in terms of both amplitude and stress state 
sequence effects. Also, the point of departure from stage I shear-dominated crack growth to stage II normal stress-
dominated growth occurs at higher strain amplitudes for uniaxial fatigue. Torsional fatigue appears to promote extended 
stage I behavior, perhaps associated with low symmetry slip (e.g., single slip) at the local level. Observations under 
uniaxial straining reveal that small cracks transition from transgranular stage I growth to stage II growth when the ratio of 
crack length to grain size is in the range of 3 to 10 (Ref 29, 30). The influence of microstructure is also observed to wane 
at some point during or somewhat after this transition. This transition crack length may also depend on stress state and 
stress amplitude; these issues are not yet fully resolved. It may be related to the balance of competing mode I and mode II 
growth mechanisms (Ref 8, 46). Some modeling efforts have been devoted to the role of grain boundary blockage and 
transmission of slip to adjacent grains (e.g., Ref 45) in defining this transition. 

J-Integral Correlations of Small Fatigue Cracks. Long crack solutions based on the ∆J-integral (Ref 47, 48, 49) 
have been employed to correlate the propagation of small/short cracks in fatigue. Although some correlations have been 
obtained under predominantly uniaxial LCF conditions (Ref 50, 51, 52), such treatments ignore the limits of applicability 



of long crack solutions that assume homogeneity, isotropy, self-similarity, and a small ratio of cyclic plastic zone to crack 
length. It is essential to recognize the role of local mode mixity on crack growth. Although all three modes are operative 
(Ref 53), microstructurally sensitive small crack growth has often been idealized as mixed mode I-II as a reasonable 
approximation. Mode II is primary in stage I, whereas mode I dominates in stage II (Ref 53). There are presently no well-
accepted criteria for mixed-mode stage I growth, and the data in Fig. 6(a) and 6(b) provide some insight into the 
complexities involved. 

Hoshide and Socie (Ref 54) extended the elastic and plastic forms for the standard long crack J-intregal of EPFM (Ref 
55) to correlate combined mode I-II axial-torsional fatigue:  

  
(EQ 17) 

where a and aeff are actual and effective crack lengths, and the stress biaxiality ratios are given by = / yy and = 
xx/ yy, where and yy are the far field shear and normal stresses, respectively, and xx is the direct stress parallel to the 

crack. In general, J depends on the biaxiality ratios and and on the strain hardening exponent, n. Self-similar crack 
extension is assumed. The growth law for mixed-mode proportional loading was assumed to follow  

  
(EQ 18) 

where J is generalized from Eq 17 by considering the range of stress and strain as in Ref 47, 48, 49. Exponents MI and 
MII are not equal, in general. Hoshide and Socie used an analogous formulation with MI = MII to correlate growth of 
fatigue cracks of length less than 1 mm in Inconel 718. They correlated the data with a growth law of the form  

  
(EQ 19) 

where CJ and MJ depend on the biaxiality ratios. Exponent MJ varied from 1.31 to 1.45. 

Critical Plane Methods. Socie et al. (Ref 7) and Berard et al. (Ref 56, 57) have shown that the simple bulk stress and 
strain range parameters used in critical-plane fatigue crack initiation laws serve to correlate the propagation rate of small 
cracks in multiaxial LCF. Some studies (Ref 30, 50, 51, 58) have shown that the growth of small cracks does not correlate 
with a crack length dependence of the J-integral of conventional EPFM. For HCF, this dependence differs significantly 
from that of LEFM (Ref 50). Departure from rigorous applicability of fracture mechanics approaches might be expected, 
particularly for nonplanar cracks with length on the order of microstructure. 

McDowell and Berard (Ref 35) introduced an analogue of the J-integral approach to address the growth of small cracks 
along critical planes in multiaxial fatigue, addressing both case A and case B cracking. For multiaxial LCF, they proposed 
the law  

  
(EQ 20) 

where the constraint parameter is defined by:  

  
(EQ 21) 

and Rn = ( n/2)/( n/2). Here, n and n are the normal and shear stress, respectively, on the plane of maximum 
range of plastic shear strain. Parameter Rn varies from zero for completely reversed torsional fatigue to unity for uniaxial 
or biaxial loading conditions. Parameter p introduces dependence of the crack-tip fields and/or crack-tip opening and 



sliding displacements on biaxiality. An additional dependence of the microcrack propagation rate on triaxiality is 
introduced via constraint parameter , analogous to the TF factor in Eq 11. Inspection of Eq 20 reveals that this form is 
similar in nature to that of Eq 16, but the plastic hysteresis energy term (rather than ) is weighted 

by the relative effect of the normal stress amplitude acting on the plane of maximum cyclic shear (Rn). Constants and m 
control the influence of constraint and nonlinearity of crack growth, and:  

CP = MATH OMITTED  (EQ 22) 

recovers the independent LCF Coffin-Manson and cyclic stress-plastic strain laws for completely reversed loading in 
torsional and uniaxial fatigue, respectively, given by:  

  
(EQ 23) 

  
(EQ 24) 

with the additional prescriptions  

  
(EQ 25) 

  
(EQ 26) 

C(RN) = C0 + RN(C - C0), 
N'(RN) = N'0 + RN(N' - N'0)  

(EQ 27) 

where jp is a constant. Coefficient Dam is determined by integrating the expression for constant-amplitude loading 
conditions between given initial and final crack lengths:  

  

(EQ 28) 

Constant-life plots in the plane for completely reversed LCF (plastic strain range much greater than elastic) loading 
conditions are shown in Fig. 7(a), based on Eq 20, for 1045 steel (Ref 35). Case A contours for several values of jp are 
presented, along with several case B contours, which depend on the value of . The overall shape of these case A and B 
contours is generally in agreement with the form of LCF experimental data (e.g., Fig. 3b). A similar plot for the Fatemi-
Socie-Kurath parameter in Eq 16 appears in Fig. 7(b), also in qualitative agreement with data, albeit with less flexible 
treatment of the shape of the case A and B contours. Such plots form a convenient basis for quickly evaluating the 
potential of a proposed parameter to correlate both case A and B data, as outlined in Ref 35. 



 

FIG. 7 P PLANE CONTOUR PLOTS FOR TWO DIFFERENT LOW-CYCLE FATIGUE LIVES PREDICTED BY THE (A) 
MCDOWELL-BERARD MODEL IN THE P PLANE FOR N' = 0.15 AND AN APPROXIMATE RATIO OF PLASTIC WORK 
TO FAILURE IN A TORSION TEST TO A TENSION TEST OF TWO, AND (B) THE FATEMI-SOCIE-KURATH MODEL 
CONTOURS IN THE P PLANE FOR N' = 0.2 AND K'/ Y = 3.5. SOURCE: REF 35 

A similar propagation law, consistent with Basquin's Law for uniaxial and torsional loading, was introduced by 
McDowell and Berard (Ref 35) for predominantly HCF conditions (finite life). The exponent on crack length differed 
significantly from the LCF case. By superimposing the resulting shear strain-life relations obtained by independent 
integration of the LCF and HCF relations, a maximum shear strain-life relation was developed to correlate the fatigue life 
to a crack of length 1 mm. As seen in Fig. 4, the McDowell-Berard method compares well with the Fatemi-Socie-Kurath 
approach in Eq 16 for completely reversed fatigue of the shear-dominated materials 1045 steel and Inconel 718 under 
various stress states, ranging from torsion to uniaxial to internal/external pressure. McDowell and Poindexter (Ref 58) 
extended this approach to address the dependence of the crack propagation rate on stress state and on crack length 
normalized by transition crack length, which demarcates microstructurally small and physically small crack behavior. 
Figure 8 shows the key differences between uniaxial and torsional crack propagation as a function of the number of cycles 



to a crack of length 1 mm for 1045 steel, as described by the McDowell-Poindexter model, based on fitting the data of 
Socie in Fig. 6(a). 

 

FIG. 8 PREDICTED NONLINEAR GROWTH OF MICROCRACKS FOR 1045 STEEL FOR FOUR DIFFERENT 
CONSTANT-AMPLITUDE FATIGUE LIVES. COMPLETELY REVERSED (A) TORSIONAL FATIGUE AND (B) UNIAXIAL 
FATIGUE. SOURCE: REF 58 

Some common themes are evident in these critical plane theories. First, the effect of maximum cyclic shear strain is 
moderated by an additional influence of the normal stress or strain to this plane. This modification is based on the premise 
that the normal stress assists mode II propagation by opening the crack, thereby reducing crack face asperity or wake 
plasticity interactions. The notion of constraint may additionally be introduced, as in Eq 20, to reflect the effect of the 
hydrostatic stress on the local cyclic slip and damage processes ahead of the crack tip, analogous to constraint effects on 
damage evolution ahead of long cracks. Second, the product of stress and strain ranges in Eq 16 and 20 (and Eq 13, for 
that matter) is similar to that of EPFM J-integral for long cracks, which relates to crack-tip opening displacements. 



It is clear from the foregoing discussion that the correlation of small crack growth in multiaxial fatigue for finite life may 
be framed in terms of a selected parameter for a driving force (Ref 7), provided that key elements are present. 

In general, forms such as  

  
(EQ 29) 

for stage I growth, or  

  
(EQ 30) 

for stage II growth appears to adhere to these requirements in the microstructurally sensitive regime, where represents 
microstructure barrier length scales. For example, Ogata et al. (Ref 59) employed the relation  

  
(EQ 31) 

to correlate the propagation behavior of cracks from 100 to 1000 m in length for in-phase and out-of-phase LCF of 
austenitic stainless steel at high temperature, where C and B are constants. This may be recognized as the incorporation of 
the Brown and Miller parameter in Eq 15 as the driving force for propagation, with a weak dependence on crack length, 
consistent with the data in Fig. 6(a) and 6(b) in the LCF regime. Fewer detailed studies of small crack propagation exist 
for the HCF case. A micromechanical or "first-principles" construction of specific forms of Eq 29 and 30 remains an open 
issue in multiaxial fatigue. 
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Additional Considerations for Multiaxial Fatigue Life Prediction 

Mean Stress Effects. Particularly under HCF conditions, mean stresses play a key role in fatigue. Even for proportional 
loading, the correlation of multiaxial mean stress effects is challenging. It is generally observed that torsional mean 
stresses do not significantly affect fatigue crack "initiation" life, whereas mean normal stresses have a potentially strong 
effect (Ref 6). Consequently, the mean value of the equivalent stress ( ) is not a very useful quantity for correlation of 
mean stress effects, even under proportional loading conditions. Likewise, the mean value of hydrostatic stress has been 
used prominently in HCF parameters (e.g., Eq 10), but is does not isolate the effects of mean stress normal to the plane of 
stage I or II cracks, as discussed above. 

Within the context of the critical plane theory, one can readily interpret common observations regarding mean stress 
effects under uniaxial and torsional loading conditions. Mean shear stress in torsional fatigue does not result in mean 
normal stress on the plane(s) of stage I crack propagation (maximum shear). Figure 9 shows the shear plane orientation of 
stage I microcracks for cases of completely reversed uniaxial and torsional loading. From a macroscopic viewpoint, the 
stress amplitude normal to the plane of the stage I microcrack in torsional loading is zero, whereas the stress amplitude 
normal to the shear plane in the uniaxial case is ∆σ/4. For the same range of shear stress driving the mode II growth of the 
microcrack, the tensile normal stress in the uniaxial case promotes opening behavior of the stage I crack. This results in a 
significantly lower life for a given maximum shear stress or effective stress amplitude in completely reversed uniaxial 
loading as compared to shear, in agreement with experiments such as those in Fig. 1. The effects of tensile mean stress 
across the crack plane may therefore be understood in terms of an enhanced contribution of mode I opening, as well as an 
intensification of mode II due to reduction of crack face interference effects induced by local plasticity, crack surface 
roughness, or a combination of these. It is interesting to note that the fracture mechanics treatment of the fatigue crack 
propagation of long cracks has long recognized the important role of plasticity-induced closure (Ref 60, 61), as well as 
that of various other shielding mechanisms that affect the crack-tip driving forces. In contrast, classical crack initiation 
approaches such as that of Basquin's law for HCF have been modified in somewhat ad hoc fashion to reflect the 
dependencies on mean stress. In the presence of multiaxial stress states, these ad hoc modifications have adopted many 
forms, with general recognition of the importance of mean normal stresses in contrast to mean shear stresses. 



 

FIG. 9 ORIENTATION AND MAGNITUDE OF STRESS NORMAL TO ONE OF THE TWO PLANES OF MAXIMUM 
SHEAR FOR (A) UNIAXIAL AND (B) TORSIONAL CASES 

To account for mean stress effects, critical plane approaches for stage I microcrack propagation may employ the mean 
normal stress across the plane of maximum alternating shear strain (Ref 35) or peak normal stress to this plane, as in Eq 
16 or Eq 29. This form of mean stress dependence correlates complex mean stress experiments rather well (Ref 6, 35, 62, 
63). McDowell and Berard (Ref 35) suggested a form that reduces to conventional mean stress approaches under pure 
uniaxial and pure torsional loading. It is somewhat more difficult to incorporate mean stress effects in plastic work 
approaches in a physically meaningful manner (Ref 24, 64). This is also the case for effective stress- or strain-based 
theories of multiaxial fatigue. 

The driving force may be modified to include effects of plasticity-induced closure, in analogy to the concepts of ∆Keff or 
∆Jeff used for correlation of crack growth rate of long cracks or for short cracks in stage I in the presence of very fine 
microstructure. However, available models and experimental data (e.g., Ref 61) indicate that small/short cracks are open 
over nearly the entire stress range under very high cyclic tensile strain (LCF) conditions normal to the microcrack. The 
HCF torsional mean stress case is not as well understood or characterized for stage I small crack growth, because the 
interference of crack faces plays an increasingly strong role in mode II and III dominated growth. 

Stress Amplitude Sequence Effects. Fatigue life prediction under variable loading histories is of great practical 
importance. The growth of microstructurally and physically small cracks with cycles differs between uniaxial and 
torsional loading, as discussed in reference to Fig. 6(a) and 6(b). For long fatigue lives, the crack length versus N relation 
may be extremely nonlinear, particularly for uniaxial fatigue, whereas it can be nearly linear under LCF conditions. 



Figure 8 shows the differences in the nature of propagation as a function of cycles for 1045 steel, as inferred from the data 
in Fig. 6(a) (Ref 58). This leads to strong amplitude sequence effects, particularly in uniaxial fatigue. In contrast, the 
crack length versus N relation in torsional fatigue is more nearly linear, and amplitude sequence effects are less 
pronounced. These phenomena are likely largely related to differences in crack face interference effects between uniaxial 
HCF and shear-dominated stage I growth, with little driving force for crack opening (e.g., torsional fatigue). These 
interference or shielding effects apparently scale quite differently with crack length and effective strain amplitude in 
uniaxial and torsional fatigue. 

Sequences of Stress State. Sequences of stress state generate potentially strong history effects. A relevant example is 
that of combined tension and torsion sequences of thin-walled tubular specimens, as discussed by Miller (Ref 29). A 
sequence of torsional cycling followed by axial cycling results in a lower lifetime than would be anticipated on the basis 
of a linear damage rule such as Miner's rule, as shown in Fig. 10. In contrast, uniaxial push-pull followed by torsion 
results in a significant extension of life relative to the linear rule. Stage I microcracks formed in the torsional cycling 
effectively propagate as stage II cracks during subsequent uniaxial loading, resulting in a shorter life than continued 
cycling in torsion. On the other hand, uniaxial loading forms stage I microcracks roughly along 45° planes to the surface, 
and subsequent torsion is less effective in driving these cracks in stage I or stage II regimes. 



 

FIG. 10 INTERACTION BEHAVIOR. (A) COMPLETELY REVERSED TORSION FOLLOWED BY UNIAXIAL PUSH-PULL 
AND VICE-VERSA LOADING SEQUENCES. SOURCE: REF 29. (B) COMPLETELY REVERSED TORSION FOLLOWED 
BY UNIAXIAL PUSH-PULL FOR THREE DIFFERENT CONSTANT-AMPLITUDE FATIGUE LIVES FOR 1045 STEEL, 
BASED ON THE PROPAGATION CURVES SHOWN IN FIG. 8, WHERE NF IS THE SAME FOR THE TORSIONAL AND 
UNIAXIAL STRESS AMPLITUDES OF EACH SEQUENCE. SOURCE: REF 58 

Two conclusions are as follows. First, the orientation of crack systems formed under a specific loading condition depends 
on the applied stress state, and it is relevant to the prediction of fatigue life. Second, standard fatigue crack initiation 
approaches would be unsuitable, in general, for such sequences because they do not specify an orientation for microcrack 



propagation. Both of these observations point to the applicability of concepts involving propagation of small cracks along 
critical planes. 

A more general type of nonproportional loading history involves rotation of the principal stresses (strains) or 
nonproportional variation of components of the stress (strain) during each cycle (Ref 33, 65, 66). Under LCF conditions, 
out-of-phase sinusoidal axial-torsional cycling of tubular specimens may lead to a decreased fatigue crack initiation life 
relative to in-phase (proportional) loading for ductile metals (Ref 33). For HCF, though, the opposite may be true. In such 
cases, it is particularly important to employ a suitable incremental cyclic plasticity model (Ref 1, 2, 3) to estimate the 
ranges of shear strain and normal stress in the material on various planes. As discussed by Chu et al. (Ref 67), the critical 
plane can then be selected, typically associated with the maximum value of the damage parameter (e.g., Eq 15 or 16) over 
the cycle. 

There are complexities associated with defining and counting cycles under conditions of general nonproportional loading, 
because the normal stress to the plane of maximum shear strain range may vary independently of the shear strain (Ref 66, 
67). Further work is necessary to clarify a life estimation methodology for such cases. 

Fatigue Limit in Multiaxial HCF. If subgrain-scale small cracks cannot bypass strong barriers at the microstructural 
scale such as grain boundaries, then a fatigue limit results (Ref 29, 30, 43, 44) at long lives (order of 106 to 107 cycles and 
beyond). Likewise, elastic shakedown or cessation of cyclic microplastic flow may occur due to the heterogeneity of 
yielding among grains, and this also leads to a fatigue limit (Ref 68). Naturally, this fatigue limit will depend on stress 
state as well, because the heterogeneity of microslip processes depends on constraint. The dependence of the fatigue limit 
on combined stress state has been studied extensively (e.g. Ref 11, 12, 13). It has long been known that the fatigue limit 
(threshold) in bending, for example, cannot be related to that in torsion using deviatoric plasticity arguments. At present, 
no general theory exists to relate the fatigue limits among different stress states, and empiricism is employed. The same 
comment applies to threshold stress intensity factors in modes I, II, and III, a related problem. Recent work by Dang-Van 
(Ref 68) offers some promise in predicting stress state dependence of the HCF fatigue limit by evaluating a local critical 
slip plane failure criterion of Mohr-type analogous to Eq 10 within grains embedded in a polycrystalline orientation 
distribution of grains. Such microstructure/stress state couplings are essential to understand the phenomenon. Indeed, it is 
clear that the fatigue limit is dependent on stress state, including the mix of shear and normal stress, level of triaxiality, 
and so on. 

It is of paramount importance to recognize the role of heterogeneity of microstructure and free surface proximity effects 
on the propagation of crack-like defects in polycrystals. Fatigue limit(s) for nonpropagating cracks should be consistent 
with the notion of threshold(s) for small fatigue crack propagation. It is commonly observed that the threshold for 
microstructurally small cracks is less than that of long cracks. It should be emphasized that such small crack thresholds 
and fatigue limits may in general be eradicated by overloads that drive the crack past barriers. 
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Introduction 

THERE IS general agreement that the main factors influencing the fatigue life of a weldment are:  

• APPLIED STRESS AMPLITUDE  
• MEAN AND RESIDUAL STRESSES  
• MATERIAL PROPERTIES  
• GEOMETRICAL STRESS CONCENTRATION EFFECTS  
• SIZE AND LOCATION OF WELDING DISCONTINUITIES  

but there is often disagreement as to the relative importance of each. 

This article is intended to help engineers understand why the fatigue behavior of weldments can be such a confusing and 
seemingly contradictory topic, and hopefully to clarify this complex subject. The endless variations in weldment 
geometry are a major source of difficulty and an alternative classification system will be suggested. For a given weld 
geometry, it will be concluded that the behavior of structural weldments depends to a rather large extent on the nature of 
the industrial application, that is, upon the size of the weldment and upon the quality of the welding and the post-welding 
procedures employed. 

Scope and Sections in this Article. In what follows, the factors influencing the fatigue behavior of an individual 
weldment will be reexamined using extensive experimental data and a computer model which simulates the fatigue 
resistance of weldments. In the next section, the process of fatigue in weldments will be discussed in general terms and 
the service conditions which favor long crack growth and the conditions which favor crack nucleation will be contrasted. 
Next, experimental data will be used to show the effect of weldment geometry on fatigue resistance. Several useful 
geometry classification systems will be compared. In the last section, a computer model will be employed to investigate 
the behavior of two hypothetical weldments: a discontinuity-containing ("Nominal") weldment and a discontinuity-free 
("Ideal") weldment. As will be seen, these two weldments exhibit radically different fatigue behavior and thus are useful 
paradigms which will help engineers decide how their weldments will behave and how the fatigue resistance of their 
weldments might be improved. 
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Metallic Fatigue in Weldments 

As with any notched metal component, the process of fatigue in weldments can be divided into three periods: crack 
nucleation, the development and growth of a short crack (stage I), and the growth of a dominant (long) crack to a length at 
which it either arrests or causes fracture (stage II in Fig. 1). 



 

FIG. 1 METALLIC FATIGUE. THE STAGES OF FATIGUE INCLUDE CYCLIC SLIP (CRACK NUCLEATION) AND 
STAGE I AND STAGE II CRACK GROWTH. 

The boundaries between these periods are ill-defined. Nonetheless, it is useful to think of the total fatigue life of a notched 
metal component or a weldment (NT) as the sum of three life periods: fatigue crack nucleation (NN), short (or stage I) 
crack growth (NP1), and long (or stage II) crack growth (NP2):  

NT = NN + NP1 + NP2  (EQ 1) 

The relative contribution of each of these three periods to the fatigue life of weldments is controversial and appears to 
vary with the geometry of the weld and weldment, the size of the weldment, the nature of the residual stresses present, 
and the severity of the weld discontinuities existing in the weldment. In this article, it will be useful to imagine that there 
are two extreme kinds of weldments: "Nominal" weldments, which contain substantial (~0.1 in. depth) weld 
discontinuities; and "Ideal" weldments, which have blended weld toes and no substantial weld discontinuities (Fig. 2). As 
will be seen, the fatigue behavior of the "Nominal" and "Ideal" weldments differs greatly. 



 

FIG. 2 CONCEPTUAL DRAWING OF FATIGUE CRACK INITIATION AND GROWTH AT THE TOE OF (LEFT) A 
"NOMINAL" GROOVE WELDED BUTT JOINT HAVING A SUBSTANTIAL (  0.1 IN. DEPTH) WELD DISCONTINUITY 
(SLAG ENTRAPMENT) AT THE ROOT OF THE CRITICAL NOTCH (WELD TOE) AND (RIGHT) AN "IDEAL" 
WELDMENT WITH GOOD WETTING AND NO SUBSTANTIAL DISCONTINUITY AT THE ROOT OF THE CRITICAL 
NOTCH. ONLY THE RIGHT HALVES OF THESE WELDMENTS ARE ILLUSTRATED. IN THE CASE OF THE "NOMINAL" 
WELDMENT THE FATIGUE CRACK INITIATES AT THE TIP OF THE PREEXISTING DISCONTINUITY, THAT IS, AT A 
DEPTH OF 0.1 IN. ALONG THE LINE OF FUSION; WHEREAS IN THE CASE OF THE "IDEAL" WELDMENT, THE 
FATIGUE CRACK IS PRESUMED TO INITIATE AT THE WELD TOE, POSSIBLY IN WELD METAL. 

Conditions Leading to the Dominance of Long Crack Growth (NP2). For many reasons, stage II crack growth 
generally dominates the fatigue life of a weldment, while the periods devoted to crack nucleation (NN) and early crack 
growth (NP1) are generally relatively short. Engineers for whom a single failure would be catastrophic and who are forced 
to use low-quality welding procedures must by necessity adopt a very pessimistic view regarding the fatigue life of 
weldments and make the rather conservative assumption that:  

NT NP2  (EQ 2) 

The basic geometry and/or loading of some weldments leads to a very desirable phenomenon in which a stage II crack 
slows down rather than accelerates as the crack lengthens. Whenever this occurs, the growth [by the Paris power law 
da/dN = C(∆K)n] of long cracks (NP2) can be a major fraction of their fatigue life. Such weldments may never fail but 
rather may develop long, slow-growing fatigue cracks (Fig. 3). Most weldments have several sites of stress concentration. 



 

FIG. 3 TWO RADICALLY DISSIMILAR PATTERNS OF STAGE II CRACK GROWTH IN WELDMENTS. THE CRACK 
GEOMETRY AND LOAD PATH IN THE GROOVE WELDED BUTT JOINT (TOP LEFT) IS SIMILAR TO THE CENTER 
CRACKED PANEL FOR WHICH THE STRESS INTENSITY FACTOR INCREASES WITH CRACK GROWTH; WHEREAS, 
THE CRACK GEOMETRY AND LOAD PATH IN THE TENSILE SHEAR SPOT WELD (TOP RIGHT) IS SIMILAR TO THE 
LOADING PATTERN FOR A BOLT OR RIVET FOR WHICH THE STRESS INTENSITY FACTOR MAY DECREASE WITH 
CRACK GROWTH. THE DIFFERENCE BETWEEN THE TWO WELDMENTS FAVORS THE ACCELERATION OF FATIGUE 
CRACK GROWTH WITH INCREASING CRACK LENGTH IN THE CASE OF THE GROOVE WELDED BUTT JOINT AND 
THE POSSIBLE DEVELOPMENT OF NONPROPAGATING CRACKS IN THE CASE OF THE TENSILE SHEAR SPOT 
WELD. 



Corrosion fatigue is another phenomenon that diminishes the relative importance of crack nucleation (NN) and small crack 
growth (NP1) in weldments. Finally, variable load histories containing many large, damaging events may greatly shorten 
the fatigue life devoted to NN and NP1. 

Conditions Favoring Crack Nucleation and Early Crack Growth. While the deleterious effects of weld 
discontinuities, corrosion fatigue, and some variable load histories can diminish the importance of NN and NP1 in 
weldments, one can also adopt an opposite, more optimistic view of the fatigue life of weldments in which NN and NP1 can 
be a major part of the fatigue life of a weldment and in which the fatigue life of such an "Ideal" weldment can be greater 
than NP2. "Fluxless" fusion welding processes such as gas-metal arc welding (GMAW) or gas-tungsten arc welding 
(GTAW) are capable of producing large weldments in which weld discontinuities at the root of the critical notch are small 
or even nonexistent. It should be noted that for a weld discontinuity to control the fatigue resistance of a weldment, it 
must be located at the root of the critical notch so that the worst case can occur, in which the stress concentrations of both 
the critical notch and the weld discontinuity interact. The fact that fatigue invariably begins at the root of the critical notch 
reduces the likelihood of randomly distributed weld discontinuities participating in fatigue crack nucleation and early 
crack growth, which are constrained to the root of the critical notch (i.e., the ripple, the toe, or the root of a weldment). It 
is also possible that the weld reinforcement may be sufficiently irregular that the worst notch can be located in the weld 
metal; however, this situation can be avoided by proper welding. 

All welding processes can produce either "Ideal" welds free of discontinuities or "Nominal" welds with a 0.1 in. crack-
like discontinuity. For example, welding processes such as resistance spot welding produce weldments in which large 
discontinuities are not found. Thus, high-quality structural welds and welds such as resistance spot welds may not contain 
large discontinuities, and their behavior may approach that of an "Ideal" weldment. In some applications, however, highly 
stressed welds in critical locations are less likely (compared to the majority of the population of the welded components) 
to be considered discontinuity free and like the "Ideal" weldment. Many situations may not involve constant-amplitude or 
pseudo-constant-amplitude loading, and thus the concern about variable load histories may be a factor. However, welding 
procedures and postweld treatments can substantially improve the fatigue life of a weldment through increases in any or 
all of the life periods NN, NP1, and NP2, and many applications may allow the assumption of "Ideal" welds and constant-
amplitude conditions. In this circumstance, it is reasonable to think of the fatigue life of a weldment as approaching that 
of the "Ideal" weldment, as depending on NN and NP1, and unlike the "Nominal" weldment susceptible to large 
improvement. 
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Effects of Weldment Geometry 

The Fatigue Behavior of 53 Structural Details. Some of the common structural details encountered in bridge, ship, 
and ground-vehicle construction have been catalogued by Munse et al. (Ref 1). The shapes of 53 structural details and 
variations of these details are shown in Fig. 4. The abbreviations used are given in Table 1, and further information 
regarding the 53 joints is given in Table 2. This catalogue begins with what would seem to be the simplest shapes and 
proceeds toward the more complex. Some of the final geometries (e.g., #39) are complex weldments and should really be 
considered structures. Note that the classification system includes bolted and riveted joints (#8 and #9) and plug and spot 
welds (#27), which as discussed in the previous section behave in a fundamentally different way. Several details (#28 and 
#29) are not connections at all, simply notched components. For this reason, this article at first refers to the items in the 
catalogue as structural details, but later focuses on the welded details. 

TABLE 1 ABBREVIATIONS FOR WELD DETAILS IN TABLE 2 

(F)  FLAME CUT EDGES  
(G)  WELD GROUND  
(B)  BENDING STRESSES  
(M)  MACHINED SURFACES  
(P)  PRINCIPAL STRESSES  



(S)  SHEAR STRESSES  
A, B, C,. . .  ADDITIONAL DESCRIPTION WITHIN THE SAME DETAIL NUMBER  
C →  CRACK INITIATION SITE DUE TO TENSILE STRESSES  
CS →   CRACK INITIATION SITE DUE TO SHEAR STRESSES  
L  LENGTH OF INTERMITTENT WELD  
P  PITCH BETWEEN TWO INTERMITTENT WELDS  
R  RADIUS  
T  THICKNESS OF PLATE   

TABLE 2 LIST OF WELD DETAILS CATALOGUED BY MUNSE ET AL. IN REF 1 

DETAIL 
NUMBER(A)  

DETAIL 
DESCRIPTION  

LOADING 
CONDITION  

FATIGUE CRACK 
INITIATION SITE  

1  PLAIN PLATE, MACHINED 
EDGES  

AXIAL  CORNERS  

1(F)  PLAIN PLATE, FLAME-CUT 
EDGES  

AXIAL  EDGES  

2  ROLLED I-BEAM  BENDING  CORNERS  
2A  RIVETED I-BEAM  BENDING  HOLES  
3  LONGITUDINALLY WELDED 

PLATE, AS-WELDED  
AXIAL  RIPPLE  

3(G)  LONGITUDINALLY WELDED 
PLATE, WELD GROUND  

AXIAL  CORNERS OR 
DISCONTINUITY  

4  WELDED I-BEAM, 
CONTINUOUS WELD  

BENDING  RIPPLE  

4A  WELDED I-BEAM, 
INTERMITTENT WELD  

BENDING  END OF WELD  

4B  WELDED BOX, CONTINUOUS 
WELD  

BENDING  RIPPLE  

4C  WELDED BOX, 
INTERMITTENT WELD  

BENDING  END OF WELD  

5  I-BEAM WITH WELDED 
COVER PLATE  

BENDING  WELD TOE  

5A  I-BEAM WITH WELDED 
PLATE TO WEB  

BENDING, SHEAR  WELD TOE  

6  WELDED I-BEAM WITH 
LONGITUDINAL STIFFENERS 
WELDED TO WEB  

BENDING  RIPPLE  

7(B)  I-BEAM WITH WELDED 
STIFFENERS  

BENDING  WELD TOE  

7(P)  I-BEAM WITH WELDED 
STIFFENERS  

BENDING, SHEAR  WELD TOE  

8  DOUBLE SHEAR BOLTED LAP 
JOINT  

AXIAL  HOLES  

8A  DOUBLE SHEAR RIVETED 
LAP JOINT  

AXIAL  HOLES  

9  SINGLE SHEAR RIVETED LAP 
JOINT  

AXIAL  HOLES  

10  TRANSVERSE BUTT JOINT, 
AS-WELDED  

AXIAL  WELD TOE  

10(G)  TRANSVERSE BUTT JOINT, 
WELD GROUND  

AXIAL  WELD  



10A  TRANSVERSE BUTT JOINT, 
AS-WELDED  

IN-PLANE BENDING  WELD TOE  

10A(G)  TRANSVERSE BUTT JOINT, 
WELD GROUND  

IN-PLANE BENDING  WELD  

11  TRANSVERSE BUTT WELDED 
I-BEAM, AS-WELDED  

BENDING  WELD TOE  

11(G)  TRANSVERSE BUTT WELDED 
I-BEAM, WELD GROUND  

BENDING  WELD  

12  FLANGE SPLICE (UNEQUAL 
THICKNESS), AS-WELDED  

BENDING  WELD TOE  

12(G)  FLANGE SPLICE (UNEQUAL 
THICKNESS), WELD GROUND  

BENDING  WELD  

13  FLANGE SPLICE (UNEQUAL 
WIDTH), AS-WELDED  

BENDING  WELD TOE  

13(G)  FLANGE SPLICE (UNEQUAL 
WIDTH), WELD GROUND  

BENDING  WELD  

14  CRUCIFORM JOINT  AXIAL  WELD CORNER  
14A  CRUCIFORM JOINT  BENDING  WELD TOE  
15  LATERAL ATTACHMENT TO 

PLATE EDGE  
AXIAL  END OF WELD  

16  PARTIAL PENETRATION 
BUTT WELD, AS-WELDED  

AXIAL  WELD TOE OR 
WELD  

16(G)  PARTIAL PENETRATION 
BUTT WELD, WELD GROUND  

AXIAL  WELD METAL  

17  ANGLE WELDED TO PLATE, 
LONGITUDINAL WELD ONLY  

AXIAL  END OF WELD  

17(S)  ANGLE WELDED TO PLATE, 
LONGITUDINAL WELD ONLY  

AXIAL  WELD  

17A(S)  CHANNEL WELDED TO 
PLATE, LONGITUDINAL 
WELD ONLY  

AXIAL  WELD  

17A  CHANNEL WELDED TO 
PLATE, LONGITUDINAL 
WELD ONLY  

AXIAL  END OF WELD  

18  FLAT BARS WELDED TO 
PLATE, LONGITUDINAL 
WELD ONLY  

AXIAL  END OF WELD  

18(S)  FLAT BARS WELDED TO 
PLATE, LONGITUDINAL 
WELD ONLY  

AXIAL  WELD  

19  FLAT BARS WELDED TO 
PLATE, LATERAL WELDS 
ONLY  

AXIAL  WELD  

19(S)  FLAT BARS WELDED TO 
PLATE, LATERAL WELDS 
ONLY  

AXIAL  WELD  

20  CRUCIFORM JOINT  AXIAL  WELD TOE  
20(S)  CRUCIFORM JOINT  AXIAL  WELD  
21  CRUCIFORM JOINT, IN. 

WELD  

IN-PLANE BENDING  WELD TOE  

   CRUCIFORM JOINT, IN. 
WELD  

SHEAR  WELD TOE  



21(S)  CRUCIFORM JOINT, IN. 
WELD  

IN-PLANE BENDING  WELD  

   CRUCIFORM JOINT, IN. 
WELD  

SHEAR  WELD TOE  

22  ATTACHMENT OF STUD TO 
FLANGE  

BENDING  WELD TOE  

23  ATTACHMENT OF CHANNEL 
TO FLANGE  

BENDING  WELD TOE  

24 (2L < 4 
IN.)  

ATTACHMENT OF BAR TO 
FLANGE  

BENDING  WELD TOE  

24A (L 2 
IN.)  

ATTACHMENT OF BAR TO 
FLANGE  

BENDING  WELD TOE  

24B (4 IN. < L 
< 8 IN.)  

ATTACHMENT OF BAR TO 
FLANGE  

BENDING  WELD TOE  

25  LATERAL ATTACHMENTS TO 
PLATE  

AXIAL  WELD TOE  

25A  LATERAL ATTACHMENT TO 
PLATE  

AXIAL  WELD TOE  

25B  LATERAL ATTACHMENT TO 
PLATE WITH STIFFENER  

AXIAL  WELD TOE OR END 
OF WELD  

26  DOUBLER PLATE WELDED 
TO PLATE  

AXIAL  WELD TOE  

27  SLOT OR PLUG WELDED 
DOUBLE LAP JOINT  

AXIAL  END OF WELD 
NUGGET  

27(S)  SLOT OR PLUG WELDED 
DOUBLE LAP JOINT  

AXIAL  WELD NUGGET  

27A  SPOT WELDED SINGLE LAP 
JOINT  

AXIAL  END OF WELD 
NUGGET  

27A(S)  SPOT WELDED SINGLE LAP 
JOINT  

AXIAL  WELD NUGGET  

28  PLAIN PLATE WITH DRILLED 
HOLE  

AXIAL  EDGE OF HOLE  

28(F)  PLAIN PLATE WITH FLAME-
CUT CIRCULAR HOLE  

AXIAL  EDGE OF HOLE  

29  PLAIN PLATE WITH 
MACHINED RECTANGULAR 

HOLE (R ･ IN.)  

AXIAL  CORNER OF HOLE  

29R1  PLAIN PLATE WITH 
MACHINED RECTANGULAR 

HOLE (  IN. < R ･ IN.)  

AXIAL  CORNER OF HOLE  

29R2  PLAIN PLATE WITH 
MACHINED RECTANGULAR 

HOLE (  IN. < R ･1 IN.)  

AXIAL  CORNER OF HOLE  

29(F)  PLATE WITH FLAME-CUT 

RECTANGULAR HOLE (R ･
IN.)  

AXIAL  CORNER OF HOLE  

29(F) R1  PLAIN PLATE WITH FLAME-

CUT RECTANGULAR HOLE (  

AXIAL  CORNER OF HOLE  



IN. < R ･ IN.)  
29(F) R2  PLAIN PLATE WITH FLAME-

CUT RECTANGULAR HOLE (  
IN. < R ･1 IN.)  

AXIAL  CORNER OF HOLE  

30  LONGITUDINAL 
ATTACHMENTS TO PLATE  

AXIAL  PLATE AT END OF 
WELD  

30A  LONGITUDINAL 
ATTACHMENTS TO PLATE  

BENDING  PLATE AT END OF 
WELD  

31  ATTACHMENTS OF PLATE TO 
EDGE OF FLANGE  

BENDING  FLANGE AT END OF 
WELD  

31A  LATERAL ATTACHMENT OF 
PLATE TO FLANGE  

BENDING  FLANGE AT WELD 
TOE  

32  GROOVE WELDED 
ATTACHMENT OF RADIUSED 
PLATE TO EDGE OF FLANGE  

BENDING  FLANGE AT END OF 
WELD  

32A  GROOVE WELDED 
ATTACHMENT OF PLATE TO 
EDGE OF FLANGE  

BENDING  FLANGE AT END OF 
WELD  

32B  BUTT WELDED FLANGE 
(UNEQUAL WIDTH)  

BENDING  WELD TOE  

32C  BUTT WELDED FLANGE 
(UNEQUAL WIDTH, 
RADIUSED TRANSITION)  

BENDING  WELD TOE  

33  FLAT BARS WELDED TO 
PLATE, LATERAL AND 
LONGITUDINAL WELDS  

AXIAL  END OF WELD  

33(S)  FLAT BARS WELDED TO 
PLATE, LATERAL AND 
LONGITUDINAL WELDS  

AXIAL  WELD  

34  FLAT BARS WELDED TO 
PLATE, LATERAL AND 
LONGITUDINAL WELDS  

IN-PLANE BENDING  END OF WELD  

34(S)  FLAT BARS WELDED TO 
PLATE, LATERAL AND 
LONGITUDINAL WELDS  

IN-PLANE BENDING  WELD  

35  BUTT JOINT WITH BACKING 
BAR  

AXIAL  WELD TOE  

36  WELDED BEAM WITH 
INTERMITTENT WELDS AND 
COPE HOLE IN THE WEB  

BENDING  END OF WELD OR 
COPE HOLE  

36A  WELDED BEAM WITH 
STAGGERED INTERMITTENT 
WELDS  

BENDING  END OF WELD  

37  BEAM CONNECTION WITH 
SLOPING FLANGES  

BENDING  WELD TOE OR END 
OF WELD AT COPE 
HOLE  

37(S)  BEAM CONNECTION WITH 
SLOPING FLANGES  

SHEAR  WELD  

38  BEAM CONNECTION WITH 
HORIZONTAL FLANGES  

BENDING  WELD TOE  

38(S)  BEAM CONNECTION WITH 
HORIZONTAL FLANGES  

SHEAR  WELD  



39  BEAM BRACKET WITHOUT 
COPE HOLE  

BENDING  WELD TOE  

39A  BEAM BRACKET WITH 
ROUND COPE HOLE IN WEB  

BENDING  WELD TOE OR END 
OF WELD AT COPE 
HOLE  

39B  BEAM BRACKET WITH 
STRAIGHT COPE HOLE IN 
WEB  

BENDING  WELD TOE OR END 
OF WELD AT COPE 
HOLE  

40  INTERCONNECTING BEAMS  BENDING IN 
PERPENDICULAR 
DIRECTIONS  

WELD TOE  

41  BEAM BRACKET  AXIAL  WELD TOE  
42  LATERAL ATTACHMENT OF 

PLATE TO PLATE WITH WELD 
BEADS ON BOTH SIDES  

LATERAL (REVERSAL)  WELD TOE  

42A  LATERAL ATTACHMENT OF 
PLATE TO PLATE WITH WELD 
BEADS ON BOTH SIDES  

LATERAL ONE 
DIRECTION  

WELD TOE  

42B  LATERAL ATTACHMENT OF 
PLATE TO PLATE WITH WELD 
BEAD ON ONE SIDE  

LATERAL (REVERSAL)  WELD ROOT  

42C  LATERAL ATTACHMENT OF 
PLATE TO PLATE WITH WELD 
BEAD ON ONE SIDE  

LATERAL ONE 
DIRECTION TOWARD 
THE WELD  

WELD ROOT  

42D  LATERAL ATTACHMENT OF 
PLATE TO PLATE WITH WELD 
BEAD ON ONE SIDE  

LATERAL ONE 
DIRECTION AWAY 
FROM THE WELD  

WELD TOE AWAY 
FROM THE WELD  

42E  LATERAL ATTACHMENT OF 
PLATE TO PLATE WITH WELD 
BEADS ON BOTH SIDES  

AXIAL IN 
ATTACHMENT  

WELD TOE  

43  PARTIAL PENETRATION 
BUTT WELD, AS-WELDED  

IN-PLANE BENDING  WELD CORNER OR 
WELD  

43A  PARTIAL PENETRATION 
BUTT WELD, WITH EDGES 
NOTCHED AT WELD  

IN-PLANE BENDING  WELD CORNER OR 
WELD  

44  TUBE WELDED TO PLATE  BENDING, SHEAR  WELD TOE  
45  TUBE WELDED TO FLANGE 

PLATE  
BENDING, SHEAR  WELD TOE  

46  TRIANGULAR GUSSET 
ATTACHMENTS TO PLATE  

AXIAL  END OF WELD  

47  PENETRATING TUBE 
WELDED TO PLATE  

AXIAL IN PLATE  WELD TOE  

47A  ATTACHMENT OF TUBE TO 
PLATE  

AXIAL IN PLATE  WELD TOE  

48 (R = 2T)  PENETRATING 
RECTANGULAR TUBE 
WELDED TO PLATE  

AXIAL IN PLATE  WELD TOE  

48R (R > 2T)  PENETRATING 
RECTANGULAR TUBE 
WELDED TO PLATE  

AXIAL IN PLATE  WELD TOE  

49  CLEARANCE CUT-OUT  BENDING, SHEAR  WELD TOE OR END 
OF WELD  

50  CLEARANCE CUT-OUT  BENDING, SHEAR  WELD TOE OR END 



OF WELD  
51  CLEARANCE CUT-OUT  BENDING, SHEAR  WELD TOE OR END 

OF WELD  
52  CLEARANCE CUT-OUT  BENDING, SHEAR  WELD TOE OR END 

OF WELD  
53  REINFORCED DECK CUT-

OUT  
AXIAL  WELD RIPPLE  

Source: Ref 1 

(A) THE NUMBERING SYSTEM OF MUNSE ET AL. IS RELATED TO THAT OF THE AMERICAN 
INSTITUTE OF STEEL CONSTRUCTION (AISC, REF 3), BUT THE AISC CLASSIFICATION OF 
WELDMENTS CONTAINS ONLY 27 SHAPES.  



 

FIG. 4 SELECTED ILLUSTRATION OF 28 DETAILS FROM THE 53 STRUCTURAL WELD DETAILS CATALOGUED BY 



MUNSE ET AL. IN REF 1. A COMPLETE LIST OF THE 53 DETAILS IS GIVEN IN TABLE 2. 

The Influence of Structural Detail Geometry on Fatigue Strength. The mean strength data in Table 3 suggest 
that, after the applied stress range, detail geometry is the most important variable affecting a structural detail's fatigue life. 
The role of geometry can be better assessed if fatigue databank information is edited to suppress the effects of other 
variables, such as R-ratio and material strength. (Note: It is customary to group together fatigue data for all thicknesses, 
strengths, and R-ratios. This practice is inadvisable and leads to an unnecessarily large scatter in fatigue data information. 
All databanks should be restricted to a standard strength, R-ratio, and thickness.) In Table 3, the fatigue databank 
information for many of the structural details listed in Table 2 is reanalyzed and restricted to data for R = 0 tests and data 
for steels having yield strength less than 50 ksi (345 MPa). In several instances, the AISC classification of the joint was 
altered by this procedure. 

TABLE 3 COMPARISON OF FATIGUE DATA FOR STRUCTURAL DETAILS 

MEAN FATIGUE 
STRENGTH 
∆S AT 106 CYCLES, 
KSI  

STANDARD 
DEVIATION OF 
LOG ∆S, KSI  

DETAILS  

ALL 
R 
ALL 
SY  

R = 
0  

R = 0 
SY <50 
KSI  

R = 0  R = 0 
SY <50 
KSI  

NEW AISC 
CLASSIFICATION(A)  

FATIGUE 
CRACK 
INITIATION 
SITES(B)  

1Q  51.8  51  . . .  0.074  . . .  A  . . .  
1H  48.2  45.6  39.3  0.06  0.04  A  . . .  
1.A11  44.9  42.1  38.2  0.104  0.042  A  . . .  
1M  37.1  36.2  36.2  0.04  0.04  A  . . .  
8  39.8  39.1  35.4  0.094  0.079  A  . . .  
2  42.1  41  35  0.076  0.017  A  . . .  
10(G)  35.2  32.8  31.6  0.136  0.127  A  RIPPLE  
10Q  31.5  32.7  . . .  0.114  . . .  B  TOE  
3(G)  31.2  31  31  0.084  0.081  B  RIPPLE  
1(F)  38.4  38.4  30.5  0.117  0.057  B (-1)  . . .  
10A  31.1  28.8  29.7  0.115  0.066  B  TOE  
25A  35.8  29.3  29.6  0.109  0.12  B (-1)  TOE  
3  29  29.1  29.2  0.049  0.044  B  RIPPLE  
13  27.8  27.3  28.5  0.055  0.057  B (+1)  TOE  
28  29.8  28.4  28.1  0.097  0.045  B  . . .  
12(G)  27.2  27.2  27.2  0.072  0.072  C  RIPPLE  
10H  35.2  33.1  25.8  0.102  0.101  C (-1)  TOE  
4  27.3  26.8  25.7  0.092  0.095  C  RIPPLE  
6  27.3  26.8  25.7  0.092  0.095  C  RIPPLE  
9  25.7  25.8  25.5  0.079  0.085  C  . . .  
10M  26.4  24.5  24.5  0.093  0.093  C  TOE  
16(G)  22.7  24.5  24.5  0.215  0.215  C (+1)  ROOT  
25  24.1  23.9  24.5  0.09  0.08  C (+1)  TOE  
7(B)  23.8  23.8  24.4  0.083  0.11  C (+1)  TOE AND CT  
19  23.2  23.1  . . .  0.157  . . .  E?  TOE  
30A  23  23  23  0.014  0.014  D  TOE AND DT  
26  17.4  23  23  0.054  0.054  D (+1)  TOE  
14  25.9  22.9  22.9  0.115  0.109  D (-1)  TOE  
11  22.7  22.7  22.1  0.078  0.08  D  TOE  



21  21.8  21.8  21.8  0.117  0.117  D  TOE  
7(P)  21.5  21.5  . . .  0.075  . . .  D  TOE AND CT  
36  20  20  20  0.062  0.062  D  TOE AND DT  
25B  20  20  20  0.062  0.062  D  TOE OR TOE 

AND DT  
12  19.7  19.7  19.7  0.055  0.055  D  TOE  
16  19.6  19.6  19.6  0.104  0.104  D  TOE OR ROOT  
22  19.1  19.5  19.4  0.045  0.044  D  TOE  

21(  IN.)  17.9  17.9  17.9  0.037  0.037  E  TOE  

20  17.5  17.5  17.5  0.099  0.099  E (+1)  TOE  
23  18.3  . . .  . . .  . . .  . . .  E  TOE  
24  18.3  . . .  . . .  . . .  . . .  E  TOE  
30  16.7  16.7  16.7  0.051  0.051  E  DT  
38  16  16  16  0.058  0.058  F  TOE  
17A  16.2  15.8  15.8  0.051  0.051  F  DT  
17  14.6  14.6  14.6  0.046  0.046  F  DT  
18  12.2  12.8  14.5  0.107  0.148  F (+1)  DT  
32A  14.1  14.1  14.1  0.055  0.055  F  DT  
27  12.8  13.5  13.5  0.101  0.101  G  . . .  
33  11.6  12.9  12.9  0.055  0.055  G  TOE AT CT OR 

DT  
31A  15.6  15.8  . . .  0.12  . . .  F  TOE  
46  11.9  . . .  . . .  . . .  . . .  G  DT  
40  11.2  . . .  . . .  . . .  . . .  G  TOE AND DT  
32B  11.2  . . .  . . .  . . .  . . .  G  TOE AND DT   

(A) THE SHIFT IN AISC CATEGORY RESULTING FROM RESTRICTING DATABASE 
INFORMATION TO R = 0 AND SY < 50 KSI TEST RESULTS IS INDICATED BY +1 OR -1, 
DEPENDING ON WHETHER THE WELDMENT WAS INCREASED OR DECREASED BY ONE 
CATEGORY. 

(B) CT, CONTINUOUS TERMINATION (WRAPAROUND WELD); DT, DISCONTINUOUS 
TERMINATION (SIMPLE START OR STOP)  

Scatter of Structural Detail Fatigue Data Resulting from Classification Systems. The design stresses that an 
engineer must adopt are as much controlled by the scatter in the fatigue data as by the mean value of strength for a certain 
design life. Thus, the uncertainty (scatter) in weldment fatigue life is as or more important than the mean value. This 
scatter has two basic sources: "real" scatter, which results from the random nature of the fatigue variables controlling the 
fatigue resistance of a detail; and the contribution to the "apparent" scatter, which is an artifact of the classification system 
imposed. The simplest classification scheme is suggested by Fig. 4 and Table 2. Each detail shape is placed in a class by 
itself. However, as mentioned in the previous section, grouping together data for tests having different experimental 
conditions leads to artificially large values in standard deviation of the log of strength(s). Furthermore, as discussed 
below, the practice producing the greatest amount of apparent scatter is the use of broad classification systems in which 
details having only roughly similar fatigue resistances are grouped together. Munse and Ang (Ref 2) suggested that the 
effects of scatter on the desired or required reliability of a particular structural detail could be incorporated into the design 
procedure by calculating a reliability factor (RF) that shifted the mean curve of a detail's S-N diagram downward by an 
amount (Fig. 5) that would guarantee a desired level of safety (or probability of failure):  

∆SDESIGN = ∆SMEAN (RF)  (EQ 3) 



 

FIG. 5 THE RELIABILITY FACTOR (RF) IS CALCULATED FOR THE DESIRED LEVEL OF SAFETY GIVEN THE 
SCATTER IN THE FATIGUE DATA FOR THE DETAIL. 

A relation between the reliability factor (RF) shown in Fig. 5 and the coefficient of variation of the mean fatigue strength 
( S) is given in Eq 4.As suggested in the last section of this article, a typical value of RF for a weldment is 0.7:  

  
(EQ 4) 

Table 3 shows that standardizing the databank information frequently alters the mean fatigue strength (∆S at 106 cycles) 
and usually reduces the standard deviation in the log of fatigue strength for most structural details. The effects of 
standardizing the fatigue databank information on the scatter in the fatigue data for a given detail are plotted in the 
histograms of Fig. 6 and 7. Standardizing databanks greatly reduces the scatter in fatigue data for a given detail and 
consequently increases the allowable design stresses. (Note: The design stress range (∆Sdesign) at a certain life (106 cycles) 
can be estimated from the mean fatigue strength (∆Sweld) of a weldment at a given life by: log ∆Sdesign = log ∆Sweld - 2s, 
where s is the standard deviation of log ∆S. 



 

FIG. 6 FREQUENCY VS. THE LOG OF THE STANDARD DEVIATION IN FATIGUE STRENGTH IN KSI 

 

FIG. 7 FREQUENCY VS. THE LOG OF THE STANDARD DEVIATION IN FATIGUE STRENGTH IN KSI 

The scatter in fatigue information is increased by grouping structural details into a small number of broad categories of 
decreasing fatigue resistance. The AISC weld category fatigue design method (Ref 3) and other similar approaches group 
the data for all strengths of steel, all R-ratios, and all "similar" structural detail geometries together into a single databank 
for each category. This practice of placing individual structural details into such broad classifications greatly increases the 
apparent scatter in fatigue data, leads to lower design stresses (Fig. 5), and obscures the effects of many variables that 
influence the fatigue life of weldments. The data in AISC categories A through F exhibit large scatter and force design 
stresses 40% or more lower than the mean fatigue strength; that is, this practice results in a reliability factor (RF) of 
around 0.4 rather than values of 0.9 to 0.6, which reflect the essential nature of weldments (Fig. 8) (Ref 4). 



 

FIG. 8 TYPICAL DATA FOR AISC CATEGORY C WELD DETAILS. DATA TAKEN FROM THE UNIVERSITY OF 
ILLINOIS AT URBANA-CHAMPAIGN WELDMENT FATIGUE DATABANK. DATA FOR DETAILS 7, 10-14, 19, AND 22-
25 ARE IN TABLE 2. TESTS THAT WERE DISCONTINUED BEFORE FAILURE ARE TERMED "RUN OUTS." 

Classifying Weldment Geometry on the Basis of the Site of Fatigue Crack Initiation. As mentioned above, 
eliminating the influence of secondary variables such as R-ratio and strength effects gives a sharper picture of the true 
effects of structural detail geometry. A simple way of quantifying the severity of the critical notch in a structural detail is 
to introduce the concept of the fatigue notch factor (Kf), a nondimensional, scalar quantity that is defined as:  

  
(EQ 5) 

In the instance of mild steel, Kf can be determined using plain plate data, assuming that the fatigue notch factor for plain 
plate is Kf = 1.43. The experimental definition of the fatigue notch factor (Kf) and the use of the mean and standard 
deviation in design are illustrated in Fig. 9. 



 

FIG. 9 DEFINITION OF KF AND THE ROLE OF THE WELDMENT MEAN STRENGTH (∆SWELDMENT) AND THE 
STANDARD DEVIATION (S) IN LOG OF FATIGUE STRENGTH IN DETERMINING THE DESIGN STRESS RANGE 
PERMITTED FOR A GIVEN SERVICE LIFE 

The fatigue behavior of only the welded structural details of Tables 2 and 3 are reproduced in Table 4. The site at which 
the fatigue failure initiates in these weldments is inevitably one of four locations: weld ripple, weld toe, weld root, or a 
weld termination (Fig. 10). As seen from the comments in Table 4, several weldments are not pure cases of fatigue 
initiation and growth from either the ripple, toe, root, or termination. These unusual weldments will (for the most part) be 
eliminated from further consideration and termed "mavericks." For instance, all partial penetration welds must be 
considered mavericks because their fatigue resistance depends entirely on the size of the incomplete joint penetration 
(IJP), the magnitude of which is generally unknown. If the "mavericks" are disregarded, it is evident in Table 4 that 
weldments initiating fatigue cracks at weld ripple and weld toes have the lowest values of Kf and are the welded details 
having the higher fatigue strengths. All weldments failing from terminations are among the worst welded details and have 
the largest values of Kf and the least fatigue strength. This weldment has been much studied and is often used as the 
paradigm for the behavior of all weldments. 

TABLE 4 WELDED DETAILS AND "STANDARDIZED" FATIGUE STRENGTHS 

DETAILS
(A)  

LOADING
(B)  

MEAN 
FATIGUE 
STRENGT
H (∆S) AT 
106 
CYCLES, 
KSI(C)  

STANDAR
D 
DEVIATI
ON 
OF LOG 
∆S, 
KSI  

KF  NEW 
VALUES 
OF ∆S 
DESIGN(

D)  

FATIGUE 
CRACK 
INITIATION 
SITES  

COMMENT  

10A  AB  29.7  0.066  1.8
4  

21.9  TOE (G)  . . .  

25A  A  29.6  0.12  1.8
5  

17.0  TOE (F)  . . .  

3  A  29.2  0.044  1.8
7  

23.8  RIPPLE  . . .  

13*  AB  28.5  0.057  1.9
2  

21.9  TOE  CHANGE IN 
FLANGE 
WIDTH  

10H  A  25.8  0.101  2.1
2  

16.2  TOE (G)  . . .  



4  AB  25.7  0.095  2.1
3  

16.6  RIPPLE  . . .  

6  AB  25.7  0.095  2.1
3  

16.6  RIPPLE  . . .  

10M  A  24.5  0.093  2.2
3  

16.0  TOE (G)  . . .  

25  A  24.5  0.08  2.2
3  

16.9  TOE (F)  . . .  

07(B)*  AB  24.4  0.11  2.2
4  

14.7  TOE AND CT  TOE OR 
TERMINATI
ON FAILURE  

26  A  23  0.054  2.3
8  

17.9  TOE (F)  . . .  

30A*  B  23  0.014  2.3
8  

21.6  TOE AND DT  PURE 
BENDING  

14  A  22.9  0.109  2.3
9  

13.9  TOE  . . .  

11  AB  22.1  0.08  2.4
7  

15.3  TOE  . . .  

21  AB  21.8  0.117  2.5
1  

12.7  TOE  . . .  

25B*  A  20  0.062  2.7
3  

15.0  TOE OR TOE 
AND DT  

TOE OR 
TERMINATI
ON FAILURE  

36*  AB  20  0.062  2.7
3  

15.0  TOE AND DT  TOE OR 
TERMINATI
ON FAILURE  

12*  AB  19.7  0.055  2.7
7  

15.3  TOE  CHANGE IN 
FLANGE 
SLOPE  

16*  A  19.6  0.104  2.7
9  

12.1  TOE OR 
ROOT  

PARTIAL 
PENETRATI
ON  

22*  AB  19.4  0.044  2.8
2  

15.8  TOE  ATTACHME
NT OR 
CRUCIFORM  

21(  IN.)  AB  17.9  0.037  3.0
5  

15.1  TOE (F')  . . .  

20  A  17.5  0.099  3.1
2  

11.1  TOE (F')  . . .  

30  A  16.7  0.051  3.2
7  

13.2  TERMINATIO
N  

. . .  

38*  AB  16  0.058  3.4
1  

12.2  TOE  HIGH 
RESTRAINT  

17A  A  15.8  0.051  3.4
6  

12.5  TERMINATIO
N  

. . .  

17  A  14.6  0.046  3.7
4  

11.8  TERMINATIO
N  

. . .  

18  A  14.5  0.148  3.7
7  

7.3  TERMINATIO
N  

. . .  

32A  AB  14.1  0.055  3.8
7  

10.9  TERMINATIO
N  

. . .  

33  A  12.9  0.055  4.2 10.0  TERMINATI . . .  



3  ON   
(A) DETAILS LISTED WITH AN ASTERISK WERE LABELED "MAVERICKS." 
(B) A, AXIAL; B, BENDING; AB, DEEP SECTION LOADED UNDER BENDING BUT STRESS AT 

HOT-SPOT PSEUDOAXIAL. 
(C) R = 0, SY <50. 
(D) RESULTING FROM STANDARDIZING THE DATABANK  

 

FIG. 10 FAILURE LOCATIONS IN WELDMENTS: RIPPLE, TOE, ROOT, OR WELD TERMINATION. THE 
DISTINCTION BETWEEN A WRAPAROUND (CONTINUOUS) TERMINATION AND A SIMPLE TERMINATION (STOP 
OR START) IS NOT MADE IN THIS DRAWING. THE TERMINATION AND RIPPLE ARE SITES OF FATIGUE CRACK 
INITIATION ONLY WHEN THE LOAD APPLIED TO THE WELDMENT IS LONGITUDINAL. LIKEWISE, THE ROOT AND 
TOE BECOME FATIGUE CRACK INITIATION SITES UNDER TRANSVERSE LOADING. 

Each of the welded details of Table 4 categorized as a "pure" case of fatigue crack initiation from either the weld ripple, 
weld toe, or weld termination was given a designation:  

• RIPPLE (R): FAILURE INITIATING FROM THE RIPPLE IN A WELD.  
• TOE (G): FAILURE INITIATING FROM THE TOE OF A GROOVE WELD.  
• TOE (F): FAILURE INITIATING FROM THE TOE OF EITHER A FULL-PENETRATION, LOAD-

CARRYING FILLET WELD OR ANY NON-LOAD-CARRYING FILLET WELD.  
• TOE (F'): FAILURE INITIATING FROM THE TOE OF A PARTIAL-PENETRATION, LOAD-

CARRYING FILLET WELD. THIS CASE IS ACTUALLY A "MAVERICK," BUT IT IS SO 
IMPORTANT THAT IT IS INCLUDED IN THE COMPARISONS BELOW.  

• TERMINATION (T): FAILURE INITIATING FROM THE "START" OR "STOP" OF A FILLET OR 
GROOVE WELD.  

The essential distinctions between the four fundamentally different initiation sites (ripple, toe, root, or weld termination) 
are summarized in Table 5 from a metallurgy and mechanics perspective. Figures 11, 12, and 13 give schematic diagrams 
of the weld categories based on sites of fatigue crack initiation and growth. 

TABLE 5 ESSENTIAL DIFFERENCES BETWEEN FATIGUE CRACK INITIATION SITES 

FATIGUE 
CRACK 

RELEVANT 
MATERIAL 

NOTCH  RESIDUAL 
STRESSES  



INITIATION 
SITE  

CONDITION  

RIPPLE  WM  WELD RIPPLE: A PERIODIC ARRAY 
OF SMALL NOTCHES ON THE 
SURFACE OF THE WELD BEAD  

+SY WM: NO 
LARGER THAN THE 
YIELD STRENGTH 
OF WELD METAL  

TOE  HAZ  WELD TOE: A SURFACE NOTCH 
HAVING NO DEFINED DEPTH AND 
VARIABLE NOTCH-ROOT RADIUS  

+SY BM: NO 
LARGER THAN THE 
YIELD STRENGTH 
OF BASE METAL  

ROOT  (TEMPERED) 
WM  

WELD ROOT: A SHARP NOTCH 
HAVING AN UNKNOWN AND 
VARIABLE NOTCH-ROOT RADIUS  

UNKNOWN: 
PROBABLY NEAR 
ZERO IF THE FIT-
UP IS NOT TIGHT  

TERMINATION  HAZ  WELD TOE: AS ABOVE, EXCEPT IT 
IS POSSIBLE OR EVEN PROBABLE 
THAT STARTS WILL INVOLVE A 
LACK OF FUSION AND THAT STOPS 
MAY INVOLVE CRATER CRACKS, 
PIPES, OR HOT CRACKS  

+SY WM: POSSIBLY 
AS HIGH AS THE 
YIELD STRENGTH 
OF WELD METAL  

WM, weld metal; HAZ, heat-affected zone; BM, base metal 

 

FIG. 11 EXAMPLE OF "MAVERICK" JOINT. THE LOAD-CARRYING FILLET WELD IS AN IMPORTANT CASE. 
FAILURE MAY OCCUR AT EITHER THE WELD TOE OR WELD ROOT. APPLIED AXIAL STRESSES FAVOR ROOT 
FAILURES. APPLIED BENDING STRESSES FAVOR TOE FAILURES. THE SIZE OF INCOMPLETE JOINT 
PREPARATION (IJP) CONTROLS THE NOTCH SEVERITY (KF) OF BOTH THE ROOT AND THE TOE, WITH THE 
RESULT THAT THIS WELD CAN BE AS "GOOD" WELD OR AS BAD AS A TERMINATION, DEPENDING ENTIRELY 
ON THE SIZE OF THE IJP. 



 

FIG. 12 EXAMPLES OF "GOOD" WELDS ADDRESSED IN THIS ARTICLE. INITIATION SITES AT A WELD RIPPLE 
OR A WELD TOE ARE ILLUSTRATED. 

 

FIG. 13 "BAD" WELD WITH INITIATION SITE AT THE END OF A FILLET WELD 

The effect of this system of categorizing weldments is shown in Fig. 14 and 15. In Fig. 14 the standard deviation of the 
log of strength (ksi units) is plotted versus Kf for each of the details listed in Table 2. Several interesting observations can 
be made: First, the scatter in fatigue strength is inversely related to Kf. The welds having a higher fatigue resistance 
exhibit more scatter, presumably because fatigue crack initiation plays a larger role. On the other hand, welds having the 
lowest fatigue resistance have less scatter in their fatigue data, presumably because their behavior is governed entirely by 
fatigue crack growth. Second, it is obvious that weldments for which fatigue cracks initiate at the ripple or toe have 
relatively small values of Kf (1.8 to 2.5); whereas terminations have very high values of Kf (3.0 to 4.5). The "maverick" 
load-carrying cruciform (Fig. 11) is seen to range in behavior from as bad as the terminations to as good as a non-load-
carrying cruciform weldment. 



 

FIG. 14 VARIATION IN THE LOG OF THE STANDARD DEVIATION IN FATIGUE STRENGTH IN KSI WITH FATIGUE 
NOTCH FACTOR (KF). THE UNCERTAINTY IN THE FATIGUE STRENGTH OF TERMINATIONS WOULD SEEM TO BE 
GENERALLY LESS THAN THAT OF THE TOE AND RIPPLE. 

 

FIG. 15 AVERAGE S-N DIAGRAMS FOR THE WELDED DETAILS IN TABLE 2. THE AVERAGE S-N CURVES FOR 
RIPPLE (R), TOE (G), AND TOE (F) ARE SIMILAR. THE FATIGUE BEHAVIOR OF THE "MAVERICK" TOE (F') 
(PARTIAL PENETRATION LOAD-CARRYING FILLET) RANGES FROM BEING AS BAD AS THE TERMINATIONS TO 
AS GOOD AS THE TOE (G) AND TOE (F) DATA. 

These observations are reinforced by the S-N diagrams of Fig. 15. It is interesting to note that the slopes of the S-N 
diagrams for the terminations are different from the slopes for the ripple and toe categories. The slope of the S-N diagrams 
for the terminations portrays a situation in which there is very little, if any, contribution from crack nucleation (NN) and 
early crack growth (NP1) or at least no crack closure. In such a case, the slope of the S-N diagram is -1/n or -1/3 for mild 



(ferritic-pearlitic) steel. The more nearly horizontal slope for the ripple and toe category welds indicates a substantial 
crack nucleation (NN) and early crack growth (NP1) contribution to their total life. The slopes of S-N diagrams are an 
incontrovertible indication of the importance or unimportance of crack nucleation and early crack growth. 

Summary. Joint geometry has a large influence on the fatigue resistance of weldments. While it is an appealing idea to 
assemble the fatigue data for weldments into a comprehensive "encyclopedia" organized to reflect their fatigue behavior, 
such efforts may be hopeless because there are just too many different joint geometries. However, collecting weldment 
fatigue data into a limited number of broad weld "categories" (which may be an appealingly simple concept for designers) 
increases the apparent scatter in weldment fatigue data and reduces the allowable design stresses for a required level of 
safety. The scatter in both the encyclopedia approach and the weld category approach inevitably obscures the effects of 
the secondary but nonetheless important fatigue variables. 

If weldments are classified by the site of fatigue crack initiation, it would seem that "good" weldments (for which fatigue 
cracks initiate at the weld toe or weld ripple) can be distinguished from "bad" weldments (which are substantially worse 
than "good" weldments for a variety of reasons) or "mavericks" (for which the fatigue resistance depends largely on the 
undefined size of a discontinuity or is complicated by ambiguity as to the definition of nominal stress). 
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Factors Influencing Weldment Fatigue 

F.V. Lawrence, S.D. Dimitrakis, and W.H. Munse, University of Illinois at Urbana-Champaign 

 

Variables of Weldment Fatigue 

In this section, the variables influencing the fatigue resistance of an individual joint geometry (a non-load-carrying 
cruciform weldment) are investigated with the aid of a computer simulation of weldment fatigue behavior. This weld 
geometry is used as an example of fatigue behavior of weldments where fatigue failure initiates at a weld toe (i.e., "good" 
weldments). The behavior of "Nominal" and "Ideal" weldments, that is, non-load-carrying cruciform weldments with and 
without a 0.1 in. weld discontinuity at the weld toe, is compared and contrasted. 

The variables influencing the fatigue life of a weld, such as a non-load-carrying cruciform weldment (Fig. 16), are:  

• APPLIED STRESS AMPLITUDE: THE REMOTE AXIAL AND BENDING STRESSES (∆SA AND 
∆SB) AT THE WELD TOE. THE BENDING STRESSES MAY BE APPLIED OR RESIDUAL 
STRESSES RESULTING FROM WELD FABRICATION DISTORTIONS. WELDING 
DISTORTIONS MAY NOT INDUCE SECONDARY BENDING STRESSES WHEN THE APPLIED 
LOAD IS PURE BENDING.  

• MEAN AND RESIDUAL STRESSES: REMOTE MEAN STRESSES RESULTING FROM THE 
APPLIED LOAD (SM), WELDING RESIDUAL STRESS AT THE WELD TOE (σR), AND 



FABRICATION RESIDUAL STRESSES RESULTING FROM SUBSEQUENT REMOTE WELDING 
(SFAB), WHICH ADD TO THE REMOTE MEAN STRESSES.  

• MATERIAL PROPERTIES: STRAIN-CONTROLLED FATIGUE PROPERTIES (ε'F, σ'F, B, C) 
DETERMINE THE RESISTANCE TO CRACK NUCLEATION AND EARLY CRACK GROWTH, 
WHILE THE CRACK GROWTH PROPERTIES (C, N) CONTROL THE GROWTH OF FATIGUE 
CRACKS. THE RESIDUAL STRESSES ARE LIMITED (OFTEN CONTROLLED BY) THE 
METAL'S YIELD STRENGTH (SY), SO YIELD STRENGTH OF THE WELDMENT'S 
CONSTITUENT MATERIALS IS OF GREAT IMPORTANCE IN NON-STRESS-RELIEVED 
WELDMENTS.  

• GEOMETRICAL STRESS CONCENTRATION EFFECTS: THE CONCENTRATION OF STRESS 
AND STRAIN AT A NOTCH SUCH AS A WELD TOE MAGNIFY THE EFFECTS OF THE 
APPLIED STRESS, THE REMOTE MEAN STRESS, AND THE FABRICATION STRESSES. THUS 
NOTCHES REDUCE THE FATIGUE LIFE, PARTICULARLY NN AND NP1. THE EFFECTS OF 
THE NOTCH ARE CAPTURED BY THE FATIGUE NOTCH FACTOR (KF), WHICH INFLUENCES 
NN AND NP1, AND BY MK, WHICH IS THE ELEVATION OF THE RANGE IN STRESS-
INTENSITY FACTOR AT THE WELD TOE.  

• SIZE AND LOCATION OF WELDING DISCONTINUITIES: THE WELD DISCONTINUITIES, BOTH 
AT THE NOTCH ROOT AND ELSEWHERE, MAGNIFY THE STRESS-CONCENTRATING 
EFFECTS OF THE CRITICAL NOTCH AND CAN GREATLY REDUCE NN, NP1, AND NP2. THE 
PRESENCE OF A 0.1 IN. PLANAR DISCONTINUITY AT THE WELD TOE OF THE NON-LOAD-
CARRYING CRUCIFORM WELDMENT CONSIDERED HERE IS THE CONDITION THAT 
DISTINGUISHES THE "NOMINAL" FROM THE "IDEAL" WELDMENT.  

 

FIG. 16 SCHEMATIC DIAGRAM OF A NON-LOAD-CARRYING CRUCIFORM WELDMENT SUBJECTED TO AXIAL 
AND BENDING LOADS AS WELL AS TO GLOBAL RESIDUAL (MEAN) STRESSES GENERATED BY SUBSEQUENT 
WELDING FABRICATION (SFAB). WELDING RESIDUAL STRESSES (σR) ARE CONSIDERED TO EXIST ONLY IN A 
SMALL VOLUME AT THE WELD TOE. 

The Role of Analytical Models. The fatigue of weldments is a complicated topic. No two weldments are identical, and 
weldment fatigue resistance may depend on many variables in a complex, nonlinear way. The effects of the major 
variables such as stress range and weld geometry are certainly understood, and one can usually predict what will happen 
if one of these major variables is changed; however, it is difficult to predict what will happen if these and several 
secondary variables are changed at once. In such a circumstance, the outcome may be counterintuitive. 

Computer models can simulate the behavior of complex weldment fatigue. Fracture mechanics crack growth models for 
NP2 provide the lower-bound estimates of NP2 for the "Nominal" weldment, while the initiation-propagation (I-P) model 
described below, which combines the linear elastic fracture mechanics (LEFM) estimates of NP2 (the crack propagation 
life or "P") with estimates of NN and NP1 (crack initiation life or "I"), can provide estimates of the upper-bound behavior 
of the "Ideal" weldment (Ref 5).  



NT = [NN + NP1] + NP2 = NI + NP2  (EQ 6) 

The I-P model is shown schematically in Fig. 17. Relevant material properties for two steels are listed in Table 6. The I-
P model predicts the total fatigue life of a weldment (NT) by making separate estimates of the fatigue crack initiation life 
(NI) and the fatigue crack propagation life (NP2) and summing them. 

TABLE 6 MATERIAL PROPERTIES USED IN ESTIMATING WELDMENT FATIGUE LIFE 

PROPERTY, SYMBOL (UNITS)  A36 HAZ  A514 HAZ  
TENSILE PROPERTIES  
ULTIMATE STRENGTH, SU (KSI)  97  204  
YIELD STRENGTH, SY (KSI)  77  171  
BASE METAL YIELD STRENGTH, SYBM (KSI)  35  100  
YOUNG'S MODULUS, E (KSI)  2.74 × 104  3.03 × 104  
PETERSON'S CONSTANT, AP (IN.)  0.01  0.005  
MONOTONIC STRENGTH COEFFICIENT, K (KSI)  142  306.0  
STRAIN-CONTROLLED FATIGUE PROPERTIES  
CYCLIC STRENGTH COEFFICIENT, K' (KSI)  216  256.0  
MONOTONIC STRENGTH EXPONENT, N  0.102  0.092  
CYCLIC STRENGTH EXPONENT, N'  0.215  0.103  
CYCLIC DUCTILITY COEFFICIENT, 'F  0.218  0.783  
CYCLIC STRENGTH COEFFICIENT, 'F (KSI)  105  290  
CYCLIC STRENGTH EXPONENT, B  -0.066  -0.087  
CYCLIC DUCTILITY EXPONENT, C  -0.492  -0.713  
CRACK GROWTH PROPERTIES  
PARIS EQUATION, C, (IN./CYCLE)  3.6 × 10-10  6.6 × 10-9  
PARIS EQUATION, C', (IN./CYCLE)  1.21 × 10-9  1.64 × 10-8  
PARIS EQUATION, EXPONENT  3.0  2.25  
FRACTURE TOUGHNESS, KIC (KSI )  100  150  

HAZ, heat-affected zone 



 

FIG. 17 A SCHEMATIC DIAGRAM SHOWING THE INFORMATION REQUIRED BY AND THE ORGANIZATION OF 
THE INITIATION-PROPAGATION MODEL 

The fatigue crack initiation life (NI) is thought of as the life period spent in crack nucleation and the growth of small 
cracks through (roughly) the first 50 to 100 μm of the metal, that is, NN and NP1. This life period is captured in the fatigue 
behavior of smooth specimens, and thus, strain-controlled fatigue life concepts are used to estimate this life period. The 
severity of the notch presented by the weld toe is quantified using the Kf,max hypothesis, a concept for determining the 
pessimum value of fatigue notch factor Kf using Peterson's equation. 

A second noteworthy feature of the NI part of the I-P model is the use of the "set-up cycle" analysis to determine the 
notch-root mean stress remaining after the first few cycles. This analysis approximates the effects of notch-root plasticity 
during the first few applications of load through the use of Neuber's rule and models the difference in behavior between 
monotonic (first reversal) and cyclic (subsequent reversals) behavior of the material at the notch root (the grain-coarsened 
heat-affected zone). This phenomenon is called the Bauschinger effect. The first reversal includes the effects of the initial 
loading from 0 to Smax, the weld toe (welding) residual stresses (σr), and the residual fabrication stresses (Sfab). In the "set-
up cycle" simulation, the notch-root (welding) residual stresses are treated as an equivalent remote stress by dividing the 
notch-root residual stresses by Kf,max. The "set-up cycle" analysis provides the initial value of notch-root mean stress for 
the linear cumulative damage calculation, which considers the exponential decay of the notch-root mean stress during 
subsequent cycling. Thus, NI is calculated considering the notch-root mean stresses established during the first few cycles 
of load application and their relaxation during the fatigue crack initiation period. 

The calculation of NP2 is based on ∆Keff and values for the effective stress-intensity ratio (U). The Mk value in Ref 6 was 
used. The R-ratio is redefined for the estimation of the NP. The notch-root mean stresses are not considered because they 
exist only in the small volume of material at the notch root; furthermore, in most cases, the I-P model predicts that these 



notch-root mean stresses substantially diminish during the crack initiation period. Therefore, only the applied mean 
stresses and the mean stresses resulting from subsequent fabrication (Sfab) are assumed to influence crack growth. Crack 
shape development (Ref 7) is included. For "Ideal" weldments, the initial crack size is arbitrarily taken as ai = 0.01 in. The 
final crack size (af) was determined using LEFM and KIc. 

For the "Nominal" weldment, NI was neglected and NP2 was calculated assuming an initial flaw size ai = 0.1 in. (2.5 mm). 

Predicted Fatigue Life and Data Comparison. Figures 18, 19, 20, and 21 show experimental data from the 
University of Illinois at Urbana-Champaign (UIUC) fatigue databank for a butt joint (#10) and non-load-carrying 
cruciform weldments (#25) for R = 0 and R = -1 test conditions. In each figure, the predictions of the I-P model for the 
"Ideal" and "Nominal" weldments are seen to bound the experimental data. When propagation dominates, the slope of the 
S-N curve is 1/n or 1/3. When initiation dominates, the slope of the S-N curve is 1/b or around 1/8 to 1/10. Thus, the slope 
of theoretical and experimental S-N curves reflect the relative importance of "I" and "P." 

 

FIG. 18 COMPARISON OF THE PREDICTIONS OF THE INITIATION-PROPAGATION MODEL WITH DATA IN THE 
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN WELDMENT FATIGUE DATABANK FOR A MILD STEEL, NON-
LOAD-CARRYING CRUCIFORM WELDMENT, R = 0 

 

FIG. 19 COMPARISON OF THE PREDICTIONS OF THE INITIATION-PROPAGATION MODEL WITH DATA IN THE 
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN WELDMENT FATIGUE DATABANK FOR A MILD STEEL, NON-
LOAD-CARRYING CRUCIFORM WELDMENT, R = -1 



 

FIG. 20 COMPARISON OF THE PREDICTIONS OF THE INITIATION-PROPAGATION MODEL WITH DATA IN THE 
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN WELDMENT FATIGUE DATABANK FOR A MILD STEEL, 
DOUBLE-V BUTT WELDMENT, R = 0 

 

FIG. 21 COMPARISON OF THE PREDICTIONS OF THE INITIATION-PROPAGATION MODEL WITH DATA IN THE 
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN WELDMENT FATIGUE DATABANK FOR A MILD STEEL, 
DOUBLE-V BUTT WELDMENT, R = -1 

The Effect of Residual Stresses. Residual stresses greatly influence the fatigue life of both the "Nominal" and "Ideal" 
weldments, as shown in Fig. 22. In Fig. 22, the welding residual stresses (σr) and the fabrication stresses (Sfab) were 
presumed to be either 0 or their largest possible value, the yield strength of base metal (36 ksi). Both NI and NP are much 
affected by fabrication stresses. As can be seen, there is a very large difference between the total lives of both "Nominal" 
and "Ideal" weldments with and without fabrication stresses. This effect is probably a major source of the reported large 
difference between fatigue tests using small, simple testpieces and full-scale fatigue tests on complex welded structures in 
which large fabrication stresses (Sfab) may exist. 



 

FIG. 22 EFFECT OF RESIDUAL STRESSES ON THE FATIGUE BEHAVIOR OF "NOMINAL" AND "IDEAL" 1.0 IN. 
PLATE THICKNESS, MILD STEEL, NON-LOAD-CARRYING CRUCIFORM WELDMENTS 

The effect of weldment size is a subject of continuing controversy. The predicted effect of size on the fatigue strength 
at 107 cycles is shown for both the "Nominal" and "Ideal" weldments in Fig. 23. The predicted behavior of the "Ideal" 
weldment is similar to the currently anticipated size effect and has a slope of -1/3. Note that "Ideal" weldments with 
high fabrication stresses may have a slope greater than -1/3. The 0.1-in. discontinuity in the "Nominal" weldment leads to 
essentially no size effect for weldments having T > 1.0 in. (25 mm) and a reversal in the size effect when T < 0.7 in. (18 
mm) due to the large size of the initial flaw (0.1-in.) assumed relative to the smaller plate thicknesses considered. 

 

FIG. 23 THE PREDICTED EFFECT OF WELDMENT SIZE FOR BOTH A "NOMINAL" AND "IDEAL" MILD STEEL, 
NON-LOAD-CARRYING CRUCIFORM WELDMENT 



The Effect of Base Metal Strength. It is generally believed that the fatigue resistance of non-stress-relieved 
weldments is independent of its base metal tensile strength. Steels with higher UTS do exhibit a greater fatigue resistance 
in the absence of (tensile) mean or residual stresses. Unfortunately, higher UTS weldments also have higher yield 
strengths and thus can sustain much more damaging welding and fabrication residual stresses. So any improvement in 
intrinsic fatigue resistance resulting from increasing the strength of a base metal is usually more than offfset by the 
damaging effects of tensile residual stresses, which develop during fabrication. If one can induce compressive residual 
stresses or reduce the size of the as-welded tensile residual stresses, the fatigue strength of higher strength "Ideal" 
weldments of high-strength materials can be much improved. 

The fatigue strength of a mild steel (Sy = 36 ksi) and a quenched-and-tempered steel (Sy = 100 ksi) are compared in Fig. 
24, where the higher strength Q&T steels are predicted to perform better when the residual stresses are small or 
compressive and when crack growth is relatively unimportant, that is, as in the case of small-thickness, "Ideal" 
weldments. 

 

FIG. 24 PREDICTED FATIGUE STRENGTH OF A CRUCIFORM WELD MODEL (FIG. 16) FOR MILD STEEL (SY = 36 
KSI, 250 MPA) AND QUENCHED-AND-TEMPERED (QT) STEEL (SY = 100 KSI, 690 MPA). R = 0; T GIVEN IN 
INCHES. QUENCHED-AND-TEMPERED STEELS SHOW NO ADVANTAGE FOR ALL NOMINAL TYPES IN ASWELDED 
(AW), STRESS-RELIEVED (SR), AS-WELDED (AW), STRESS-RELIEVED (SR), AND TENSILE OVERSTRESSED 
(OS) CONDITIONS. 

The Effect of Post-Weld-Processing Procedures. The predicted effect of various post-weld-processing procedures on 
the fatigue strength of the hypothetical "Ideal" and "Nominal" mild steel nonload carrying cruciform weldments is shown 
in Fig. 25. The fatigue strength of "Ideal" weldments can be much improved; whereas, that of "Nominal" weldments 
cannot because most improvement techniques alter the material properties or residual stresses in the near-surface (notch 
root) material and thus do not much affect crack growth behavior at a depth of 0.1 in. (2.5 mm). Only the fabrication 
stresses and applied mean stresses are predicted to influence much crack growth behavior at a depth of 0.1 in. 



 

FIG. 25 THE PREDICTED EFFECT OF VARIOUS FATIGUE STRENGTH IMPROVEMENT TREATMENTS ON THE 
FATIGUE STRENGTH OF A MILD STEEL, NON-LOAD-CARRYING CRUCIFORM WELDMENT. THE "NOMINAL" JOINT 
FATIGUE (SHADED AT THE LOWER STRENGTH LEVELS) DID NOT BENEFIT FROM THE INDICATED TREATMENTS 
AS MUCH AS THE "IDEAL" JOINTS FOR A SIMILAR TREATMENT (UNSHADED BARS). SOME IMPROVEMENT 
TECHNIQUES CAN CAUSE THE WELDMENT TO EQUAL THE FATIGUE STRENGTH OF PLAIN PLATE (30 KSI). 
BECAUSE OF ITS ROLLED-IN SURFACE DISCONTINUITIES, PLAIN PLATE HAS A KF 1.43. SOURCE: REF 8 

In general, there are essentially two main strategies for improving weldment fatigue strength: alter the residual and mean 
stresses or improve the stress-concentrating geometry of the critical notch (weld toe) or a combination of both. As noted 
above, using higher-strength materials is not effective for nonstess-relieved weldments. 

The Combined Effect of Weldment Size and Fabrication Stresses on "Nominal" and "Ideal" Weldments. 
Weldments or welding applications can be categorized according to weldment size and weld quality as shown in Fig. 26.  

• LIGHT INDUSTRY APPLICATIONS IN WHICH THE WELDMENT SIZE IS ABOUT 0.5 IN. OR 
LESS. FOR SUCH WELDMENTS IT IS PRESUMED THAT THE WELDMENTS ARE "SIMPLE" 
AND DO NOT THEREFORE ENGENDER HIGH FABRICATION STRESSES, THAT IS, SFAB 0.  

• HEAVY INDUSTRY APPLICATIONS IN WHICH THE WELDMENT SIZE IS ABOUT 2.0 IN. IT IS 
PRESUMED THAT THE WELDMENTS ARE "COMPLEX" AND THEREFORE DO ENGENDER 
HIGH FABRICATION STRESSES, THAT IS, SFAB +SYBM (BASE MATERIAL YIELD 
STRENGTH).  

• HIGH-QUALITY WELDING PROCESSES SUCH AS GAS-TUNGSTEN ARC WELDING AND GAS-
METAL ARC WELDING IN WHICH THE WELD PERFECTION MAY APPROACH THAT OF 
THE IDEAL WELDMENT.  

• LOW-QUALITY WELDING PROCESSES IN WHICH THE WELD PERFECTION IS LOW AND A 



SUBSTANTIAL INITIAL WELD DISCONTINUITY MUST BE ASSUMED TO BE PRESENT. 
SUCH WELDMENTS MAY APPROACH THE BEHAVIOR OF THE "NOMINAL" WELDMENT (AI 

0.1 IN., OR 2.5 MM).  

 

FIG. 26 COMPARISON OF FOUR COMMON INDUSTRIAL SITUATIONS: LIGHT INDUSTRY-HIGH QUALITY 
WELDING, LIGHT INDUSTRY-LOW QUALITY WELDING, HEAVY INDUSTRY-HIGH QUALITY WELDING, HEAVY 
INDUSTRY-LOW QUALITY WELDING. MILD STEEL CRUCIFORM WELDMENTS R = 0. THE SMALL-SIZE, HIGH-
WELDING QUALITY WELDMENTS TYPICAL OF THE GROUND VEHICLE INDUSTRY MAY PERFORM SUBSTANTIALLY 
BETTER THAN LARGER AND MORE COMPLEX, OR LESSER QUALITY WELDMENTS. 

Modeling the Uncertainty in Weldment Fatigue Strength. In the section "Metallic Fatigue in Weldments" in this 
article, the scatter or uncertainty in weldment fatigue data overshadowed the effect of most of the fatigue variables 
discussed in this section. While these variables may have only a moderate effect on the mean fatigue life, they are the 
source of scatter in the fatigue strength data for a given weldment. This scatter forces low design stresses to avoid 
frequent failures (as seen in the section "Metallic Fatigue in Weldments" in this article). 

A powerful application of the analytical models employed here to estimate the mean fatigue life or strength of a given 
weldment is to use the model as the basis of a stochastic analysis of weldment fatigue life and to imagine that some or all 
of the variables considered by the model are stochastic in nature. In this way, the uncertainty in the fatigue resistance of a 
weldment can be estimated, and the contribution of each fatigue variable to the total uncertainty in fatigue strength of a 
weldment can be assessed. 

The uncertainty in the fatigue life of the "Nominal" weldment has been studied by Engesvik and Moan (Ref 9). For 
weldments with large welding discontinuities, the major sources of scatter in fatigue data are variation in the size of the 
weld discontinuity and in the magnitude of the fabrication stresses. 

In contrast, the uncertainty in the fatigue life of the "Ideal" weldment depends on a large number of variables. Lawrence 
and Chang (Ref 8) suggested a simple, approximate expression based on the Basquin-Morrow equation for the fatigue 
strength of a weldment at long lives, which assumes that at long lives NT NN + NP1, that is NI:  

  

(EQ 7) 



Equation 7 was factored to isolate five important attributes of weldments that determine their fatigue strength: the notch 
severity of the discontinuity (G); the mechanical properties of the material in which fatigue crack initiation and short 
crack growth takes place (P); the applied mean stresses effects (MS); the residual stresses resulting from fabrication and 
subsequent use of the weldments (RS); and the self-induced stresses caused by the welding distortions (B). Equation 7 was 
rewritten assuming that the weldments are axially loaded and that the bending stress components are induced by the 
welding distortions (Ref 4):  

= P · G · RS · MS · (2NI)B  
(EQ 8) 

where the factors for the effects mentioned above are as follows:  

P = 'F (MATERIAL PROPERTIES)  

(NOTCH SEVERITY)  

(DISTORTION)  

(RESIDUAL STRESSES)  

(MEAN STRESS)  

If the variables P, G, B, RS, and MS can be considered to be normally distributed variates, the coefficient of variation 
(COV) of the fatigue strength of a weldment (ΩS) can be approximated (Ref 2) as:  

+ + + + +   (EQ 9) 

where the subscripts P through MS designate the COV of the random variable representing the effects of material 
properties, notch severity of geometry, welding-distortion-induced stresses, notch-root residual stress, and applied mean 
stress, respectively. 

The estimated sources of uncertainty in weldment fatigue strength data reported by various investigators (Ref 4) are 
tabulated in Table 7 together with the reliability factor (RF, see Eq 4). As can be seen, the sources of the scatter in 
weldment fatigue data depend on the nature of the joint and how it is loaded. The butt joints (B1 and B2) have very little 
scatter associated with their reported fatigue data. The load-carrying cruciform weldments (LCC1 and LCC2) have 
enormous scatter, largely due to welding fabrication distortions that induce secondary stresses during gripping and 
subsequent axial loading. However, the estimated scatter in the fatigue databank data is much larger than that associated 
with even the "worst" weldment for the reasons discussed in the section "Metallic Fatigue in Weldments" in this article. 

TABLE 7 ESTIMATED SOURCES OF UNCERTAINTY IN WELDMENT FATIGUE STRENGTH DATA 

DATA AND 
REFERENCES(A)  

      RF  

LCC1-LOAD-CARRYING 
CRUCIFORM (12.7 MM) (REF 
10, 11)  

0.000946  0.006410  0.003870  0   0.04507  0.05630  0.626  



LCC2-LOAD-CARRYING 
CRUCIFORM (6.35 MM) (REF 
10, 11)  

0.000947  0.010677  0.004328  0   0.02492  0.02492  0.731  

NLCC1-NON-LOAD-
CARRYING CRUCIFORM (32 
MM) (REF 9, 12)  

0.001200  0.003890  0.006250  0   0   0.01134  0.808  

NLCC2-NON-LOAD-
CARRYING CRUCIFORM (25 
MM) (REF 13)  

0.000883  0.005270  0.000521  0   0   0.01136  0.808  

B1-BUTT WELDMENT (6 MM) 
(REF 14, 15, 16)  

0.000814  0.000661  0.000811  0.001394  0   0.00365  0.886  

B2-BUTT WELDMENT (20 
MM) (REF 14, 15, 16)  

0.000862  0.001280  0.000941  0.024916  0   0.02800  0.717  

DATA BANK-BUTT 
WELDMENT: SINGLE-V 
(REF 17)  

0.004060  0.009750  0.081110  0.001790  0   0.09671  0.545  

 
(A) REPORTED BY VARIOUS INVESTIGATORS IN REF 4  

These observations are reflected in the plot (Fig. 27) of reliability factor (RF). The values of RF were obtained using Eq 4. 
The value of RF for an individual weldment may be as high as 0.9 and as low as 0.7. Average values of RF would seem to 
be around 0.7. The RF implied by the use of a fatigue databank entry for a particular weld geometry (e.g., detail 10 in Fig. 
4) is estimated at 0.55. The use of weld categories was earlier argued to lead to values of RF of around 0.4. 

 

FIG. 27 THE RELIABILITY FACTOR (RF) FOR EACH OF THE DATA SOURCES IN TABLE 7 

The form of Eq 9 suggests some interesting but perhaps obvious strategies for reducing the uncertainty in the fatigue 
strength of an individual weldment:  

• IF THERE IS ONLY ONE LARGE SOURCE OF UNCERTAINTY, THE UNCERTAINTY IN 
WELDMENT FATIGUE STRENGTH CAN ONLY BE IMPROVED BY ITS REDUCTION, BUT 
THE UNCERTAINTY IN WELDMENT FATIGUE STRENGTH CAN INCREASE IF ANY OF THE 
LESSER SOURCES IS PERMITTED TO GROW.  

• IF THERE IS NO DOMINANT SOURCE OF UNCERTAINTY, THE UNCERTAINTY IN 
WELDMENT FATIGUE STRENGTH CAN ONLY BE IMPROVED BY REDUCING ALL 
SOURCES UNIFORMLY, BUT, AS ABOVE, THE UNCERTAINTY IN WELDMENT FATIGUE 
STRENGTH CAN INCREASE IF ANY ONE OF THE SOURCES IS PERMITTED TO GROW.  



Summary of Weld Fatigue Variables. The main variables affecting weld fatigue strength are weldment geometry, 
weld-distortion-induced bending stresses, and residual stresses. These variables are also the main contributors to the 
uncertainty in fatigue life. Analytical models can be used to estimate the uncertainty in fatigue strength and to identify the 
contribution of each source to the overall uncertainty. 

 
References cited in this section 

2. A.-H.-S. ANG AND W.H. MUNSE, "PRACTICAL RELIABILITY BASIS FOR STRUCTURAL 
FATIGUE," PREPRINT 2459 FOR ASCE NATIONAL STRUCTURAL ENGINEERING 
CONVENTION, 1975 

4. S.K. PARK AND F.V. LAWRENCE, JR., SOURCES OF UNCERTAINTY IN WELDMENT FATIGUE 
STRENGTH, PROC.NINTH INTERNATIONAL CONFERENCE OF OFFSHORE MECHANICS AND 
ARCTIC ENGINEERING, VOL II, ASME, P 205-214 

5. F.V. LAWRENCE AND S.D. DIMITRAKIS, "I-P MODEL SIMULATION OF THE FACTORS 
INFLUENCING WELDMENT FATIGUE LIFE," NORTH AMERICAN WELDING RESEARCH 
CONFERENCE, EWI, 1995 

6. S.J. MADDOX AND R.M. ANDREWS, STRESS INTENSITY FACTORS FOR WELD TOE CRACKS, 
PROC. CONF. COMPUTER AIDED ASSESSMENT AND CONTROLS OF LOCALIZED DAMAGE, 
SPRINGER VERLAG, BERLIN, 1990 

7. R. BELL AND O. VOSIKOVSKY, FATIGUE LIFE PREDICTION OF WELDED JOINTS FOR 
OFFSHORE STRUCTURES UNDER VARIABLE AMPLITUDE LOADING, OFFSHORE MECHANICS 
AND ARCTIC ENGINEERING, MATERIALS ENGINEERING, VOL III-B, P 385-393 

8. S.-T. CHANG AND F.V. LAWRENCE, "IMPROVEMENT OF WELD FATIGUE RESISTANCE," FCP 
REPORT 46, COLLEGE OF ENGINEERING, UNIVERSITY OF ILLINOIS AT URBANA-
CHAMPAIGN, 1986 

9. K.M. ENGESVIK AND T. MOAN, PROBABILISTIC ANALYSIS OF THE UNCERTAINTY IN THE 
FATIGUE CAPACITY OF WELDED JOINTS, ENGINEERING FRACTURE MECHANICS, VOL 18 (NO. 
4), 1983, P 743-762 

10. S.-K. PARK AND F.V. LAWRENCE, "A LONG-LIFE REGIME PROBABILITY-BASED FATIGUE 
DESIGN METHOD FOR WELDMENT," FCP REPORT 142, COLLEGE OF ENGINEERING, 
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN, JUNE 1988 

11. S.K. PARK AND F.V. LAWRENCE, MONTE CARLO SIMULATION OF WELDMENT FATIGUE 
STRENGTH, J.CONSTRUCT. STEEL RESEARCH, VOL 12, 1989, P 279-299 

12. K.M. ENGESVIK, "ANALYSIS OF UNCERTAINTIES IN THE FATIGUE CAPACITY OF WELDED 
JOINTS," REPORT UR-82-17, DEPARTMENT OF MARINE TECHNOLOGY, THE UNIVERSITY OF 
TRONDHEIM, NORWAY, 1982 

13. T. LASSEN AND O.I. EIDE, "DATA FOR FRACTURE MECHANICS DERIVATION OF S-N 
CURVES," THE SHIP RESEARCH INSTITUTE OF NORWAY, 1984 

14. M. NIHEI, E. SASAKI, M. KANAO, AND M. INAGAKI, STATISTICAL ANALYSIS OF FATIGUE 
STRENGTH OF ARC WELDED JOINTS USING COVERED ELECTRODES UNDER VARIOUS 
WELDING CONDITIONS WITH PARTICULAR ATTENTION TO TOE SHAPE, TRANSACTIONS OF 
THE NATIONAL RESEARCH INSTITUTE FOR METALS, VOL 23 (NO. 1), 1981 

15. A. OHTA, M. KAMAKURA, Y. NIHEI, M. INAGAKI, AND E. SASAKI, AN AUTOMATIC 
DETECTION OF FATIGUE INITIATION LIFE OF WELDED JOINTS, TRANSACTIONS OF THE 
NATIONAL RESEARCH INSTITUTE FOR METALS, VOL 22 (NO. 3), 1980 

16. M. NIHEI, M. YOHDA, AND E. SASAKI, FATIGUE PROPERTIES FOR BUTT WELDED JOINTS OF 
SM50A HIGH TENSILE STRENGTH STEEL PLATE, TRANSACTIONS OF THE NATIONAL 
RESEARCH INSTITUTE FOR METALS, VOL 20 (NO. 4), 1978 

17. J.B. RADZIMINSKI, J.B. SRINIVASAN, R. MOORE, C. THRASHER, AND W.H. MUNSE, "FATIGUE 
DATA BANK AND DATA ANALYSIS INVESTIGATION," STRUCTURAL RESEARCH SERIES 405, 



CIVIL ENGINEERING STUDIES, UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN, 1973 

Factors Influencing Weldment Fatigue 

F.V. Lawrence, S.D. Dimitrakis, and W.H. Munse, University of Illinois at Urbana-Champaign 

 

References 

1. W.H. MUNSE, T.W. WILBUR, M.L. TELLALIAN, K. NICOLL, AND K. WILSON, "FATIGUE 
CHARACTERIZATION OF FABRICATED SHIP DETAILS FOR DESIGN," SHIP STRUCTURE 
COMMITTEE, SSC-318, 1983 

2. A.-H.-S. ANG AND W.H. MUNSE, "PRACTICAL RELIABILITY BASIS FOR STRUCTURAL 
FATIGUE," PREPRINT 2459 FOR ASCE NATIONAL STRUCTURAL ENGINEERING 
CONVENTION, 1975 

3. MANUAL OF STEEL CONSTRUCTION, 8TH ED., AMERICAN INSTITUTE OF STEEL 
CONSTRUCTION, 1980. (A NINTH EDITION, 1995, IS ALSO AVAILABLE.) 

4. S.K. PARK AND F.V. LAWRENCE, JR., SOURCES OF UNCERTAINTY IN WELDMENT FATIGUE 
STRENGTH, PROC.NINTH INTERNATIONAL CONFERENCE OF OFFSHORE MECHANICS AND 
ARCTIC ENGINEERING, VOL II, ASME, P 205-214 

5. F.V. LAWRENCE AND S.D. DIMITRAKIS, "I-P MODEL SIMULATION OF THE FACTORS 
INFLUENCING WELDMENT FATIGUE LIFE," NORTH AMERICAN WELDING RESEARCH 
CONFERENCE, EWI, 1995 

6. S.J. MADDOX AND R.M. ANDREWS, STRESS INTENSITY FACTORS FOR WELD TOE CRACKS, 
PROC. CONF. COMPUTER AIDED ASSESSMENT AND CONTROLS OF LOCALIZED DAMAGE, 
SPRINGER VERLAG, BERLIN, 1990 

7. R. BELL AND O. VOSIKOVSKY, FATIGUE LIFE PREDICTION OF WELDED JOINTS FOR 
OFFSHORE STRUCTURES UNDER VARIABLE AMPLITUDE LOADING, OFFSHORE MECHANICS 
AND ARCTIC ENGINEERING, MATERIALS ENGINEERING, VOL III-B, P 385-393 

8. S.-T. CHANG AND F.V. LAWRENCE, "IMPROVEMENT OF WELD FATIGUE RESISTANCE," FCP 
REPORT 46, COLLEGE OF ENGINEERING, UNIVERSITY OF ILLINOIS AT URBANA-
CHAMPAIGN, 1986 

9. K.M. ENGESVIK AND T. MOAN, PROBABILISTIC ANALYSIS OF THE UNCERTAINTY IN THE 
FATIGUE CAPACITY OF WELDED JOINTS, ENGINEERING FRACTURE MECHANICS, VOL 18 (NO. 
4), 1983, P 743-762 

10. S.-K. PARK AND F.V. LAWRENCE, "A LONG-LIFE REGIME PROBABILITY-BASED FATIGUE 
DESIGN METHOD FOR WELDMENT," FCP REPORT 142, COLLEGE OF ENGINEERING, 
UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN, JUNE 1988 

11. S.K. PARK AND F.V. LAWRENCE, MONTE CARLO SIMULATION OF WELDMENT FATIGUE 
STRENGTH, J.CONSTRUCT. STEEL RESEARCH, VOL 12, 1989, P 279-299 

12. K.M. ENGESVIK, "ANALYSIS OF UNCERTAINTIES IN THE FATIGUE CAPACITY OF WELDED 
JOINTS," REPORT UR-82-17, DEPARTMENT OF MARINE TECHNOLOGY, THE UNIVERSITY OF 
TRONDHEIM, NORWAY, 1982 

13. T. LASSEN AND O.I. EIDE, "DATA FOR FRACTURE MECHANICS DERIVATION OF S-N 
CURVES," THE SHIP RESEARCH INSTITUTE OF NORWAY, 1984 

14. M. NIHEI, E. SASAKI, M. KANAO, AND M. INAGAKI, STATISTICAL ANALYSIS OF FATIGUE 
STRENGTH OF ARC WELDED JOINTS USING COVERED ELECTRODES UNDER VARIOUS 
WELDING CONDITIONS WITH PARTICULAR ATTENTION TO TOE SHAPE, TRANSACTIONS OF 
THE NATIONAL RESEARCH INSTITUTE FOR METALS, VOL 23 (NO. 1), 1981 

15. A. OHTA, M. KAMAKURA, Y. NIHEI, M. INAGAKI, AND E. SASAKI, AN AUTOMATIC 



DETECTION OF FATIGUE INITIATION LIFE OF WELDED JOINTS, TRANSACTIONS OF THE 
NATIONAL RESEARCH INSTITUTE FOR METALS, VOL 22 (NO. 3), 1980 

16. M. NIHEI, M. YOHDA, AND E. SASAKI, FATIGUE PROPERTIES FOR BUTT WELDED JOINTS OF 
SM50A HIGH TENSILE STRENGTH STEEL PLATE, TRANSACTIONS OF THE NATIONAL 
RESEARCH INSTITUTE FOR METALS, VOL 20 (NO. 4), 1978 

17. J.B. RADZIMINSKI, J.B. SRINIVASAN, R. MOORE, C. THRASHER, AND W.H. MUNSE, "FATIGUE 
DATA BANK AND DATA ANALYSIS INVESTIGATION," STRUCTURAL RESEARCH SERIES 405, 
CIVIL ENGINEERING STUDIES, UNIVERSITY OF ILLINOIS AT URBANA-CHAMPAIGN, 1973 

Fatigue of Mechanically Fastened Joints 

Harold Reemsnyder, Bethlehem Steel Corporation 

 

Introduction 

MECHANICALLY FASTENED structural joints (such as riveted joints and high-strength bolted joints) are used in many 
fatigue critical applications, and a considerable amount of fatigue testing of mechanically fastened structural joints has 
been performed to support the development of fatigue provisions in structural design specifications. In general, the 
important factors affecting the fatigue strength of riveted (hot-driven) and friction bolted joints are clamping force, grip 
length, type of fastener, fastener pattern, tension-shear ratio, tension-bearing ratio, and type of steel in fastener or main 
material. These factors are discussed in various publications such as Ref 1 and 2. 

Typically the fatigue resistance of high-strength friction bolted joints is superior to that of riveted joints. For example, the 
fatigue strength of carbon steel joints fastened with A-325 bolts approaches the yield strength of the connected material 
(Ref 3 and 4) (Fig. 1). On the other hand, the fatigue resistance of carbon steel joints fastened with hot-driven rivets is 
practically identical to the fatigue resistance of carbon steel plates perforated with circular holes (Ref 5). 

 



FIG. 1 FATIGUE STRENGTH OF CARBON STEEL STRUCTURAL JOINTS. SOURCE: STRUCTURAL STEEL DESIGN, 
RONALD PRESS, 1974, P 519-551 

Joint design and loading are probably the most critical factors, static strength of the material may not always be a factor. 
In some codes, fatigue resistance of bolt joints may be considered independent of static strength (Ref 6). For example, in a 
Swedish design recommendation for bolted connections (Ref 7), the fatigue strength is actually reduced for higher 
strength bolts, from a stress range of 100-120 MPa (14.5-17.4 ksi) at N = 107 cycles for Grade 8.8 bolts, to 80 MPa (11.6 
ksi) for Grade 12.9 and higher strength bolts. In the European Convention for Constructional Steelworks' 
recommendation (Ref 8) a single S-N curve is given for all steel bolt materials up to Grade 10.9 (max UTS - 1040 MPa), 
where the stress range at N = 0.5 × 106 cycles is only 26.5 MPa (3.8 ksi). However, static strength may have a significant 
effect for rolled threads (Fig. 2). 

 

FIG. 2 AXIAL FATIGUE STRENGTH AT 107 CYCLES OF BOLT-NUT ASSEMBLIES WITH ROLLED THREADS AND 
MACHINED THREADS (R = -1). 

A summary of many tests on riveted plain carbon and alloy steels (Ref 9) also demonstrates a joint fatigue strength at 
about 180 MPa (26 ksi) for 2 × 106 cycles, despite a range of static tensile strengths of 415 to 690 MPa (60 to 100 ksi). 
This illustrates the importance of joint design and loading over that of material strength. For example, the 
tension/shear/bearing ratio is very important in the fatigue life of riveted joints (Fig. 3). In particular, the stress 
concentrations at the hole surface degrades allowable bearing strength, which thus promotes the use of high-strength bolts 
instead of rivets. In a bolted joint of proper design it is possible to carry the shear load by friction. 



 

FIG. 3 FATIGUE LIFE OF RIVETED JOINTS WITH DIFFERENT TENSION-SHEAR-BEARING RATIOS. SOURCE: REF 
9 
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Threaded Fasteners in Tension 

Thread design and clamping forces are two key factors affecting the fatigue resistance of bolted joints. However, fastener 
strength can be an important variable when threads are rolled (Fig. 2). This is in direct contrast with machined threads, 
which demonstrate little or no static-strength effect on fatigue endurance (Fig. 2). This demonstrates the importance of 
surface condition on fatigue crack initiation. Rolled threads demonstrate a superior fatigue resistance due to a 
combination of compressive residual stresses and smoother surface at the thread root. 



The form of the threads, plus any mechanical or metallurgical surface condition is much more important than nominal 
steel composition in determining the fatigue strength of a particular lot of bolts. Surface composition is, however, a factor. 

Surface decarburization can cause a significant reduction in the fatigue resistance of steel bolts. Fatigue tests on -in. 
diam. steel bolts with a tensile strength of 917 MPa (133 ksi) showed:  

 

DECARBURIZED 
LAYER, IN.  

FATIGUE LIMIT 
AT 107 CYCLES, KSI  

NONE  40  
0.001 IN.  27  
0.002  25   

It is recommended that heat treatment be performed after threading to reduce the deleterious effects of decarburization. 
Thread-rolling also eliminates effects of decarburization. 

The weakest point of an axially load standard bolt and nut combination in fatigue is normally in the bolt threads at about 
one turn in from the loaded, or bearing, face of the nut where the load transfer from nut to bolt is at maximum value. This 
area of stress concentration occurs because the bolt elongates as the nut is tightened, thus producing increased loads on 
the threads nearest the bearing face of the nut, which add to normal service stresses. This condition is alleviated to some 
extent by using nuts of a softer material that will yield and distribute the load more uniformly over the engaged threads. 

Fatigue failures occur with much less frequency under the bolt head or at the thread run-out, and are usually machining 
errors. For example, failures beneath the bolt head can be caused by poor forging practice, grinding burns, etc. Head 
failures have also been caused by improper upsetting procedures that result in broken flow lines after machining in the 
critical head-to-shank fillet region. The stress concentration at the runout of the thread can be reduced by reducing the 
bolt shank diameter to less than the thread root diameter, or by a stress-relieving groove. The nut should never be run up 
to the end of the thread unless the shank is undercut below the thread. 

Shape and size of the head-to-shank fillet are important, as is a generous radius from the thread runout to the shank. In 
general, the radius of this fillet should be as large as possible while at the same time permitting adequate head-bearing 
area. This requires a design trade-off between the head-to-shank radius and the head-bearing area to achieve optimum 
results. Cold working of the head fillet is another common method of preventing fatigue failure because it induces a 
residual compressive stress and increases the material strength. 

Effect of Thread Design. The principal design fracture of a bolt is the threaded section, which establishes a notch 
pattern in design. Any measures that decrease stress concentration can lead to improved fatigue life. Typical examples of 
such measures are the use of UNJ increased root radius threads (see MIL-S-8879A) and the use of internal thread designs 
that distribute the load uniformly over a large number of bolt threads. 

The effect of thread form on the fatigue resistance of an axially loaded bolt is shown in Table 1. The Whitworth or British 
Standard thread (with rounded thread root and crest) is superior in fatigue when compared to the American Standard 
thread form with flat crest and root (Table 1) (Ref 10). Axial load fatigue tests on "unified" screw threads for use in the 
USA, Canada, and Britain show a somewhat higher fatigue strength than the British Standard Whitworth (Table 2) (Ref 
11). (The unified thread differs from the American Standard thread in that the former has a radius at the thread root while 
the latter has a flat thread root.) 

TABLE 1 EFFECT OF THREAD FORM ON FATIGUE STRENGTH OF BOLT STEEL 

STEEL  TENSILE 
STRENGTH, 
KSI  

THREAD 
FORM  

FATIGUE 
LIMIT(A), 
KSI  

NOTCH 
FACTOR 
(KF)(B)  

STRESS 
CONCENTRATION 
FACTOR (KT)  



NONE  37 KSI  . . .  . . .  
WHITWORTH  21  1.76  3.86  

0.3% C  57.4  

AMERICAN 
STD.  

13  2.84  5.62  

NONE  73  . . .  . . .  
WHITWORTH  22  3.32  3.86  

SAE2320  109  

AMERICAN 
STD.  

19  3.85  5.82  

Source: Ref 10 

(A) REPEATED TENSION (R = 0). 
(B) KF = RATIO OF UNNOTCHED FATIGUE/NOTCHED FATIGUE LIMIT.  

TABLE 2 FATIGUE STRENGTH OF BOLT STEELS WITH UNIFIED THREADS 

DIAMETER, 
IN.  

THREADS 
PER IN.  

TENSILE 
STRENGTH, 
KSI  

UNIFIED 
THREAD  

FATIGUE LIMIT 
AT 107 CYCLES, 
STRESS RANGE, KSI 

GROUND  27.5  134  
ROLLED  48.0  
LATH-CUT 17.0  

3.8  20  

87.5  
ROLLED  28.5  
GROUND  29.5 (28.0)(A)  141  
ROLLED  62.5 (50.0)  
LATH-CUT 18.0 (16.8)  
GROUND  16.5  

 10  

87.5  

ROLLED  34.5 (28.0)  
10  GROUND  12.5  2-   
16  

76.0  
GROUND  11.2  

Source: Ref 11 
(A) WHITWORTH THREAD IN PARENTHESES.  

As previously noted, the use of softer nuts can reduce the stress concentration at the bearing face of the nut-bolt, where 
maximum stress concentration occurs. For example, the stress concentration factor at the bearing face of the nut can be 
reduced from 3.4 to 2.5 by using an aluminum, rather than a steel, nut on a steel bolt (Ref 12). [Note: A galvanic action 
may occur in corrosive environments with such a combination of two different metals.] Various nut design modifications 
have also improved fatigue resistance by improving the load distribution (Ref 2). 

A general estimate of the notch effect on fatigue strength can be approximated using Peterson's well-known relation for 
the fatigue notch factor (Kf = unnotched/notched fatigue strength):  

  
(EQ 1) 

where r is the notch root radius, and a is a material constant which is related to the ultimate material strength such that a 
110/UTS2 (a in m, UTS in MPa units). The stress concentration factor (Kt) depends on geometry. For each groove in a 

threaded bolt the adjacent threads act as relief notches so that the stress concentration factor is much lower than that of a 
single groove of the same geometry. Otaki (Ref 13) estimated the stress concentration factor (Kt) of a single notch of 



thread shape to be 4.3 while for similarly shaped parallel grooves as in a threaded bolt was only 2.52. The effect of bolt 
diameter on Kt is shown in Fig. 4 (Ref 14). This method allows an estimate of fastener fatigue limits from fatigue strength 
of smooth specimens. Rough estimates of a fatigue limit may agree with the fatigue limit given in some codes, while there 
are large discrepancies with other codes and rules. These differences in fatigue properties are examined in Ref 6 for some 
European codes. 

 

FIG. 4 STRESS CONCENTRATION FACTOR (KT) VERSUS BOLT DIAMETER FOR BOLTS WITH STANDARD METRIC 
THREADS. SOURCE: REF 14 

Effect of Preload. Tightening, or preloading, an axially loaded bolt-nut combination increases the fatigue strength 
significantly. A rule of thumb is "pretension to twice the maximum fatigue load" (Ref 2). Higher clamping forces make 
more rigid joints and therefore reduce the rate of fatigue crack propagation from flexing. In addition, bolts are most likely 
to fail by fatigue if the assemblies involve soft gaskets or flanges, or if the bolts are not properly aligned and tightened. In 
many assemblies, a certain minimum clamping force is required to ensure both proper alignment of the bolt in relation to 
other components of the assembly and proper preload on the bolt. The former ensures that the bolt will not be subjected to 
undue eccentric loading, and the latter that the correct mean stress is established for the application. 

Preloading, in effect, increases the area carrying the external load from the net area of the bolt to the sum of the clamped 
faying surfaces plus the bolt net area. The relationship between the bolt load PB, the bolt pretension Q, and the externally 
applied load P is expressed by (Ref 2):  

  
(EQ 2) 

where Kb and Kp are, respectively, the stiffnesses of the bolt and clamped parts. The cyclic load in a pretensioned bolt is a 
function of the external cyclic load and the stiffness ratio Kp/Kb. The magnitude of the pretension Q establishes the 
maximum working load, i.e., the load at which the faying surfaces separate. The load carried by the bolt PB may be 
decreased by decreasing the bolt stiffness Kb, thus increasing the fatigue resistance of the bolt. For maximum fatigue 
resistance, soft or flexible inserts between the clamped parts should be avoided. The clamped parts should be flat and tight 
(i.e., Kp should be high relative to Kb). Methods for computing Kp and Kb are described in Ref 15. 

Pretension is gradually reduced during cyclic loading. It appears that loss of pretension is more rapid with machine-cut 
threads than with rolled threads and also when there are several plys being joined. The interaction of elevated temperature 
and cyclic loading on bolt preload is also complicated. It appears that fatigue resistance may increase with temperature. 
However, at long lives, creep, rather than fatigue, may be the controlling failure mode. Bolt preloading is discussed in 
detail in Ref 1 and 2. 



Tightening of Bolts. The determination of the actual preload in a given bolt-nut combination is difficult. Tightening 
with a torque wrench is the simplest but is likely to be inaccurate unless calibrated. Various devices exist that allow the 
clamping force-torque relation to be established for each bolt-combination. Bolts with built-in indicators of elongation, 
crushable washers, and bolts with break-off driving elements are also used to control preload. 

It is important that this calibration be made for each lot (size, length, thread combination) of bolt-nut pairs used because 
the force-torque relation is quite sensitive to thread condition, lubrication, and cleanliness. For example, in the case of 
new, well-lubricated threads, 90% of the torque is used to overcome friction (friction under nut, 50%, thread friction 
40%) and only 10% of the torque is available to develop the axial load in the bolt. 

For estimating purposes, torque may be expressed approximately by (Ref 16):  

T = K · D · PB  (EQ 3) 

where T = torque, K = torque coefficient, D = nominal bolt size, and PB = bolt tension. 

The unitless torque coefficient, K, may be taken as 0.2 but is, in reality, a function of thread conditions, geometry, friction 
between thread contact surfaces, friction between bearing face of turning element (nut or bolt head), etc. A more exact 
torque-bolt tension relation (Ref 17) for estimating purposes is shown in Fig. 5. 

 

FIG. 5 NOMOGRAPH FOR TORQUE ON BOLTS. SOURCE: REF 17 



Effect of Mean Stress. Axially loaded mild steel bolts are insensitive to mean stress (Ref 2). A similar insensitivity to 
mean stress has been shown (Ref 18) for axially loaded high-strength structural bolts. However, in the later case, it was 
shown that the variability in observed lives increased with decreasing mean stress. 

Studs. The fatigue resistance of studs is normally greater than that of bolts because the loading at the first turn of thread 
engagement is less severe. The fatigue resistances of various preloaded stud configurations are compared in Ref 2. 
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Bolts and Rivets in Bearing and Shear 

Many fasteners transfer load through shear by bearing on the sides of holes in the joined plies. Although proportioned in 
design by assuming all fasteners carry an equal share of the transferred load, the fasteners in the outermost rows carry 
more load than those in the inner rows. 

Bolted Joints. In bolted shear joints, fatigue failures are initiated at:  

• BOLT HOLES IN THE OUTERMOST ROW WHERE SHEAR TRANSFER IS MAXIMUM,  
• A REGION OF FRETTING, OR  
• SOME GEOMETRIC STRESS CONCENTRATION OTHER THAN A BOLT HOLE.  



Failures at the first two sites are more likely than at some stress concentration other than the bolt hole. Fretting caused by 
relative movement of the plies is more common at long lives and relatively low stresses. In aircraft design, elaborate 
joints (e.g., scarfed joints with tapered plies), produce a more uniform shear transfer and, therefore, fretting predominates. 

The influence of mean stress, bolt patterns and joint dimensional parameters are similar to those of riveted joints. 

Cold-Driven Rivet Joints in Sheet. At short lives (less than 105 cycles), rivets may fail in shear while, at longer lives, 
sheet failure occurs through the outermost line of rivets with cracks initiated at the rivet holes. Fatigue life is insensitive to 
mean stress and is, primarily, a function of stress range. 

In single-lap joints, the fatigue resistance increases with the ratio of rivet diameter d to sheet thickness t, with the ratio of 
pitch p to d, and with the number of rows of rivets. Recommended proportions (Ref 2) of riveted, single-lap joints for 
high fatigue resistance are listed in Table 3. 

TABLE 3 RIVETED SINGLE-LAP JOINT PROPORTIONS FOR HIGH FATIGUE RESISTANCE 

EDGE DISTANCE, INCHES  JOINT  D/T  G/D  P/D  
FROM ROW  FROM LINE  

SINGLE ROW  3  3  . . .  2  1-  TO 2  
DOUBLE ROW:             

IN-LINE  4.5  4  3-   3  3  

STAGGERED  4.5  4  2-  (MIN)        

d = rivet diameter, g = gage, t = sheet thickness, p = pitch. Source: Ref 2 

Double-lap joints are superior in fatigue resistance to single-lap joints due to offset loading in the latter. The number of 
rows of rivets in a double-lap joint appear to have less influence on fatigue resistance than in a single-lap joint, but, again, 
a high d/t ratio is desirable. Also, the outer plys should be at least 0.6 times the thickness of the inner ply. Optimum 
proportions for double-lap joints are similar to those listed in Table 3. 

Joints with flush-head rivets generally have poorer fatigue strength than those with protruding heads (Ref 2). Rivet hole 
fabrication also has a significant influence on fatigue resistance. In order of decreasing fatigue strength, fabrication 
techniques are: coin-dimpling, spin-dimpling, drilling, and machine-countersinking. 

Hole Sizing and Interference Fits. The stress concentration factor of a circular hole loaded in bearing with a round pin 
is significantly higher than an open hole in a remotely loaded tensile strip (see section "Pin Joints" in this article). 
However, these high local stresses can be reduced by "sizing" or "drifting." The hole is plastically expanded to produce 
compressive residual stresses by forcing an oversize, smooth ball or pin through the hole. 

Tapered bolts and self-sizing or interference bolts (e.g., the Huckbolt) also introduce compressive residual stresses in the 
hole surface through plastic deformation. Interference bolts can be used in multi-bolt joints but, to be effective, the hole 
patterns must be accurately matched in all plies. This is accomplished by drilling and reaming the plies held together in a 
jig assembly. 

Friction Joints. The most effective means of increasing the fatigue strength of joints is by tensioning the fasteners to 
clamp the plies together. The load is then transferred from one ply to another by friction of the faying surfaces rather than 
by shear in the bolts bearing on the plies. The maximum, or slip, load that can be transferred through friction is  

PS = KS · M · N · PB  (EQ 4) 

where KS = coefficient of slip (friction), m = number of slip planes (number of plies -1), n = number of bolts, and PB = 
bolt preload or clamping force. 



Coefficients of slip for various structural steels are listed below (dry mill scale):  

 

STEEL  KS  
A36 (CARBON STEEL)  0.35 (REF 19)  
A440 (HIGH-STRENGTH LOW-ALLOY)  0.18 (REF 20)  
A514 (QUENCHED AND TEMPERED)  0.20 (REF 21)   

An increase in fatigue strength with clamped joints is only achieved if relative slipping is eliminated--otherwise fretting 
failures are likely. Slipping is best prevented by careful positioning of the bolts over the entire contact area, using smallest 
possible gage and pitch (allowing for wrench clearance), tightening to a high bolt clamping force, and reducing the 
contact, or faying, surfaces to a minimum. Unnecessary overhang of plies beyond the first bolt row must be eliminated to 
prevent fretting. 

Clamping causes the plies to behave integrally as if welded together and to more uniformly distribute the total load over 
the fasteners. The stress concentrations at the holes are reduced by the compressive clamping forces and fatigue failure is 
generally initiated away from the holes. The fatigue resistance of bolted friction joints is discussed in the next section. 

It is essential in assembling bolted friction joints that a consistent, high bolt preload be maintained. This is accomplished 
through the calibration of torque or pneumatic impact cut-off wrenches. The bolt-tension calibrator is a hydraulic 
instrument which measures the bolt tension developed by tightening the bolt or nut. The test is made on at least three bolts 
of each lot (size-grip combination) and the torque or cut-off to develop the required tension is averaged (Ref 22). 

An alternate criterion for tightening bolts is the "turn-of-nut" method, Fig. 6, developed in the railroad and automotive 
industries. Bolts are installed to a specified rotation from the "snug-tight" condition. "Snug-tight" condition is achieved 
when the bolt tension or preload equals 70% of the specified minimum breaking strength of the bolt (Table 4). Nut 
rotations when both faces are normal to the bolt axis are (Ref 22):  

 

BOLT LENGTH, 1  NUT ROTATION 
FROM "SNUG-TIGHT"  

1 < 4 DIAMETERS  TURN  
4D < 1 < 8D  TURN  
8D < 1 < 12D  TURN   

TABLE 4 MINIMUM BOLT BREAKING STRENGTHS 

BREAKING STRENGTH, KSI  BOLT 
DIAMETER, IN.  A325  A490  

 17.0  21.3  

 40.1  50.1  
1  72.7  90.9  

1-   102  145  

1-   147  211  

Source: Ref 22 



 

FIG. 6 MEASUREMENT OF BOLT ELONGATION IN A TYPICAL TEST JOINT 

The button-head, interference-body bolt, called, variously, interrupted-rib, structural-rib, or Dardelet-rivet bolt, combines 
the clamping action of a high-strength fastener with that of an interference fastener. The body fit of this fastener is an 
advantage in the assembly of galvanized materials with low interface friction. The body-bound fit--metal-to-metal 
contact--also ensures better electrical grounding of structures. 

Hot-Driven Riveted Joints of Structural Plate. Important factors affecting the fatigue strength of riveted (hot-driven) 
and friction bolted joints are clamping force, grip length, type of fastener, fastener pattern, tension-shear ratio, tension-
bearing ratio, and type of steel in fastener or main material. Failure through the net section occurs in both riveted and 
bolted joints, but an increase in clamping force of the bolts can cause failure in the gross section (Ref 3). In a riveted joint, 
fatigue cracks are initiated at the rivet holes while, in friction bolted joints, they are initiated at the edges of the clamped 
plies. It has been shown that the fatigue resistance of high-strength friction bolted joints is superior to that of riveted joints 
and that the fatigue strength of carbon steel joints fastened with A-325 bolts approaches the yield strength of the 
connected material (Fig. 1). 

Some research indicates that no steel shows a superiority over carbon steel as plate material in riveted joints subjected to 
cyclic loading. It has been suggested that the effect of variation in clamping force within a joint or from one joint to 
another subordinates the relative superiority of one steel over another and produces the great experimental scatter. In 
addition the fatigue resistance of riveted joints is very sensitive to the tension-shear-bearing ratio (Fig. 2), which masks 
variations in static strength. As previously noted, high-strength bolted joints transfer the loads through friction and, 
therefore, avoid the above sensitivity. 

Field Repair and Rehabilitation of Riveted Structures. The generally accepted method of repair or rehabilitation of 
elderly riveted structures to extend their service life has been the replacement of entire members that either contain 
fatigue damage or are suspected to be overstressed in cyclic loading. One program (Ref 23) studied the effectiveness of 
rehabilitation by replacement of rivets with high-strength structural bolts in critical or fatigue-damaged locations as a 
more economical alternative to replacement of entire members. Constant amplitude fatigue tests and variable amplitude 
service simulation tests of full-scale model ore bridge joints and constant amplitude tests of joints removed from an ore 
bridge showed that rehabilitation of fatigue-damaged members by fastener replacement increases fatigue life 2 to 6 times. 
The effect on fatigue life extension of increasing bolt tension above the minimum value accepted in present specifications 
and/or the effect of crack length (up to 1 inch long) at rehabilitation were found to be of secondary importance. 



Drilling holes at crack tips is not always effective in arresting fatigue cracks in structural members. Tests on welded crane 
runway girders have shown that, should the drilled hole miss the crack tip, crack growth could be reinitiated (Ref 24). It is 
often very difficult to ensure that the hole includes the crack tip. It was concluded, therefore, that this technique is neither 
sufficiently reliable nor applicable to be recommended as a universal repair for cracks. Instead, a drilled hole with a 
properly torqued high-strength bolt (70% or more of bolt breaking strength), could be considered as an expedient crack 
arrestor until a more reliable repair can be implemented. The combination of drilled hole and high-strength bolt has also 
been used as a temporary crack arrestor on railway cars. 
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Pin Joints 

The most extensive review of the stress concentrations and fatigue resistance of pin joints has been made by Heywood 
(Ref 2). Stress concentration factors for pin joints have also been presented by Lipson and Juvinall (Ref 25) and Peterson 
(Ref 26). 

The fatigue strength of a single pin joint is extremely low in comparison to that of the base material. The fatigue strength 
is influenced by the stress concentration factor Kt which, in turn, is a function of many parameters--geometric and 
material. The relationship between mean stress and stress range are further complicated by fretting. 

Stress Concentrations in Pin Joints. The stress concentration factor in the lug of a pin joint is defined as  

  
(EQ 5) 

where the net section (on the transverse diameter of the hole) is (D-d)/t. D, d, and t are, respectively, lug width, hole 
diameter, and lug thickness. 



As d/D approaches unity, the lug tends to act as a flexible strap and Kt goes to unity. Kt is also a function of the edge 
distance H and for H/D = 1 (Ref 2):  

KT = 0.6 + 0.95 (D/D)  (EQ 6) 

and for H/D = 0.5,  

KT = 0.85 + 0.95 (D/D)  (EQ 7) 

for values of D/d from 0.2 to 0.8. Note: Heywood (Ref 2) uses a stress concentration factor Ct based on the gross area 
where  

CT = KT/(1 - D/D)  

In addition to the hole size relative to lug size affecting Kt, the stress concentration factor is also influenced by:  

• LUG HEAD SHAPE  
• LUG "WAISTING"  
• CLEARANCE AND INTERFERENCE OF PIN  
• PIN MATERIAL AND LUBRICATION  
• PIN BENDING  

A square-shaped lug head has a lower Kt than a rounded lug head. However, head shape has little effect at large values of 
D/d Reducing the lug width on its loaded side (i.e., "waisting") increases Kt, as documented in Ref 2. As the clearance 
between the pin and hole increases, Kt also increases. Interference fit reduces Kt but this reduction varies inversely with 
load (Ref 2). 

Heywood (Ref 2) suggests that Kt = 3 is near-optimum for fatigue strength design. The proportions for this Kt would be 
D/d = 2, H/d = 1, and t/d = 1. Heywood also discusses in detail the beneficial effects of interference, compressive residual 
stresses, and preloaded lugs. 
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Bibliography of Stress-Intensity Factors 

The description of fatigue crack growth in mechanically fastened joints by stress intensity factor concepts is complicated 
by:  



• THE STATICALLY INDETERMINATE NATURE OF THE STRESS DISTRIBUTION IN THE 
PLIES ALONG, AND ACROSS, THE HOLE ARRAY  

• THE CHANGE IN STRESS DISTRIBUTION DUE TO PLY STIFFNESS CHANGES WITH CRACK 
GROWTH  

• THE INFLUENCE OF HOLE PROXIMITY ON STRESS INTENSITY FACTOR, I.E., NOTCH 
SHADOW EFFECT  

The following sections list some references that address some of these factors for mechanically fastened joints. 

Crack Growth from Holes. The use of fracture mechanics in aircraft joints with open, cold-worked, and pin-loaded 
holes, and with interference fit fasteners is described in Ref 27 and 28. Fatigue crack propagation from rivet holes is 
studied in Ref 29 and 30. Radial cracks at pin-loaded holes and corner cracks are studied in, respectively, Ref 31 and 32. 

Dealing with cracks at holes in engineering structures is discussed in Ref 33. Stress-intensity factor solutions for cracks 
emanating from both open and loaded holes in finite width plates, lugs, and multi-fastener joints are tabulated and plotted 
in Ref 34. A weight function method is used in Ref 35 to estimate stress-intensity factors for surface and corner-cracked 
fastener holes. 

Life Extension. Crack growth in riveted and bolted friction structural joints is discussed in Ref 23. The use of high-
strength bolts to retard or arrest crack growth in structures is described in Ref 23 and 24. 

Axially Loaded Round Bars. The application of fracture mechanics to the fasteners themselves requires stress-intensity-
factor solutions for cracks in round bars. Solutions for circumferentially cracked, axially loaded, unnotched, round bars 
are summarized in Ref 36, 37, 38, while the circumferentially notched case is studied in Ref 39. Solutions are available 
for axially loaded round bars containing:  

• STRAIGHT CRACK FRONTS (REF 40, 41, 42)  
• SMALL CURVED CRACK FRONTS (REF 43, 44)  
• SEMI-ELLIPTICAL CRACK FRONTS (REF 45, 46)  
• SICKLE-SHAPED CRACKS (REF 47)  

Bending in round bars is treated for:  

• STRAIGHT CRACK FRONTS (REF 40, 48, 49, AND 50)  
• SEMI-ELLIPTICAL FRONTS (REF 45, 46, 51)  
• EDGE-CRACKED BARS UNDER TENSION AND BENDING (REF 52, 53)  
• ROUND BARS IN TENSION AND IN BENDING CONTAINING STRAIGHT CRACKS 

(STRAIGHT AND SEMICIRCULAR CRACKS, RESPECTIVELY, REF 54, 55)  

Stress-intensity factors for the surface and the deepest point of cracks varying from nearly straight to semicircular are 
presented for cylindrical bars in tension and bending in Ref 56. Stress-intensity factor solutions for both straight- and 
curved-fronted cracks in a bar subjected to either axial load or bending are summarized and compared in Ref 57 and 58. 

The stress-intensity factor solutions for cracked, round bars, both with and without threads, subjected to either axial load 
or bending, are reviewed, compared, and synthesized into a form suitable for the analysis of bolts and studs in Ref 59 
(with German and Japanese bibliography). 

Compliance solutions are presented for the straight-front edge-cracked solid and hollow round bars in tension (Ref 42) 
and in bending (Ref 49). The compliance solution of Ref 49 for solid bars in bending has been extended to deeper cracks 
(Ref 50). 



The growth and shape of surface fatigue cracks has been studied and stress-intensity factor solutions have been developed 
experimentally for tension loaded rods (Ref 60), solid and hollow cylinders (Ref 61), and high-strength bolts (Ref 62). 
Fracture mechanics predictions of crack shape, size, and life have been compared to observations from tests on shafts in 
bending and containing semi-elliptical cracks (Ref 51), and surface-cracked shafts in bending with shoulder fillets (Ref 
63). 

Fasteners. The growth of a fatigue crack in a bolt of a bolt-nut combination has been modeled using finite element 
analysis and fracture mechanics (Ref 64). Stress-intensity factor solutions for axially-loaded, threaded round bars are 
presented in Ref 53 (bending as well as tension) and 65-68. It should be noted that the analyses of Ref 53, 64, 65 modeled 
thread-like circumferential projections (two or more) in round bars while Ref 66, 67, 68 modeled thread-like single 
circumferential grooves in round bars. However, the projections and grooves were not helical. Instead, the planes of the 
projections and grooves were perpendicular to the axis of the round bar. 

More information on the use of fracture mechanics for fasteners is covered in Ref 69, 70, 71, 72, 73, 74, 75, 76, 77, and 
78. Stress-intensity factors are also summarized in the Appendix "Summary of Stress-Intensity Factors" of this Volume. 
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Statistical Considerations in Fatigue 

Paul S. Veers, Sandia National Laboratories 

 

Introduction 

STATISTICAL METHODS and probability are useful tools when uncertainty influences important outcomes, which is 
why many fundamental mathematical aspects of statistical theory began with the casinos of Europe (e.g., Monte Carlo). 
Knowledge of probability and statistics permits the "house" to put large quantities of capital at risk (on the gaming tables) 
by creating games with odds only slightly in their favor. Although gamblers win almost half the time, on average the 
house will win. One of the paradigms of stochastic analysis is known as the "Gambler's ruin problem" (Ref 1), where the 
time to "ruin" (loss of all capital) is estimated given the slight disadvantage to the player. Notice that it is not a matter of if 
but when. 

The design of structures subjected to fatigue loadings has produced a substantial interest in statistical aspects, for similar 
reasons. There is substantial uncertainty as to the outcome, that is, the lifetime of each finished product. In fact, even 
under the controlled conditions of the laboratory with carefully prepared specimens and loadings, the time to failure in 
identical tests will vary widely. In addition, in the design of structures, the capital at risk is often high due to the high cost 
of a single installation, the large numbers of units to be produced, or life-critical applications. 

In the early years of fatigue design, attention was mainly focused on the phenomenon of endurance limit in steels. The 
statistical problem is then reduced to simply comparing a single load level with a single strength number, the endurance 
limit. Figure 1 schematically illustrates the problem of determining the acceptable distance between the average loading 
and the average endurance limit. The goal is to produce an acceptably low probability that a combination of higher than 
average loading and lower than average strength will result in failure. This is exactly analogous to the standard approach 
to static strength design. 



 

FIG. 1 SCHEMATIC OF PROBABILISTIC DEFINITION OF LOAD AND RESISTANCE 

The endurance limit approach, as illustrated in Shigley and Mitchell (Ref 2), assumes a carefully prepared test specimen 
to establish an upper bound on the endurance limit and then applies modifying factors (also called knockdown factors) to 
reduce the strength to actual conditions. These include factors for surface finish, size effects, reliability, temperature, 
stress concentration, and, ominously, miscellaneous effects, which include such diverse possibilities as corrosion, 
electrolytic plating, metal spraying, strain rates, and fretting. Only the factor called "reliability" is related to the sample-
to-sample variation in the endurance limit. The importance of the endurance limit is illustrated by the extensive guidance 
provided for determining the median endurance limit from laboratory data (Ref 3). 

Unfortunately, designers these days rarely have the luxury of keeping the maximum stresses below the endurance limit. 
Such designs are too heavy and costly for the high efficiency demands driven by weight and cost constraints. In reality, 
loadings can almost never be described by a single stress level, but contain a distribution of stress amplitudes and means. 
In addition, under variable-amplitude loading the very existence of an endurance limit depends on all the stresses staying 
below it (Ref 4, 5). The simple schematic of Fig. 1 is therefore a poor model for the complexity of a variable-amplitude 
fatigue analysis, which is discussed in more detail in the articles "Fundamentals of Modern Fatigue Analysis for Design" 
and "Estimating Fatigue Life" in this Volume. 

In general, uncertainty can be divided into random (or aleatory) and statistical (or epistemic) types. Quantities whose 
uncertainties are random have values that are inherently variable and can be described by distribution functions, 
exceedance diagrams, or histograms. Random uncertainty cannot be reduced; it is inherent in the quantity. A good 
example is material strength, which will always vary from sample to sample. The good thing about these uncertainties is 
that they can be well defined with additional data collection, and acceptable levels of reliability can be selected. However, 
the variability cannot be reduced. Statistical uncertainties are in some ways harder to deal with because they are usually 
due to a lack of knowledge of some sort. There may be a single correct value for a parameter, but one doesn't know 
exactly what the value is. Therefore, this uncertainty can be reduced with additional data collection or analysis, but the 
distribution of possible values will always be a best guess. Typical examples include a stress concentration that is not 
known exactly, or uncertain usage and loading, or errors and biases built into the analysis models. Both statistical and 
random uncertainties need to be considered and accounted for in producing reliable designs (i.e., designs that have an 
acceptable probability of failure before the target lifetime). Both are typically described by a distribution of possible 
values for the uncertain parameters using a probability density function (defined below). 

There are therefore two parts to dealing with uncertainty in fatigue design: determine the distributions of possible values 
for all uncertain inputs; and calculate the probability of failure due to all the uncertain inputs. This article reviews each of 
these parts in turn. First, the sources of uncertainty in a fatigue analysis are discussed. They are divided into four principal 
areas:  

• MATERIAL PROPERTIES  
• DISTRIBUTION OF APPLIED STRESS LEVELS WITHIN A GIVEN ENVIRONMENT  
• ENVIRONMENTS OR LOADING INTENSITIES  



• MODELING OR PREDICTION  

Then a probabilistic approach for analyzing the uncertainties and determining a level of reliability (probability of failure) 
is presented. 

This article cannot hope to include all the approaches to dealing with the statistical aspects of fatigue. Several references 
are included for additional reading. Statistical analysis of fatigue test data can be found in ASTM STP 744 (Ref 6). 
Wirsching (Ref 7) and Wirsching et al. (Ref 8) give a thorough explanation of the basics of linking probability to fatigue 
analysis. Thoft-Christiansen (Ref 9) and Madsen (Ref 10) cover the probabilistic analysis. Tangjitham and Landgraf (Ref 
11) and Veers et al. (Ref 12) provide a couple of specific application examples. Scatter and variability in fatigue life tests 
are also covered in the article "Fatigue Data Analysis" in Volume 8 of the ASM Handbook. 

Basic Descriptors of Variability and Uncertainty. One descriptor for variability or uncertainty that is used repeatedly 
in this article and deserves early definition is the coefficient of variation (COV). It is the ratio of the standard deviation 
and mean of a random quantity. It can be written in terms of samples xi of a random variable X:  

  

(For N < 30, N is replaced by N - 1 in the estimate of the mean (m) and by N - 2 in the estimate of the standard deviation, 
σ, to produce unbiased estimates.) The COV is nondimensional and can be applied to any quantity that varies. The 
interpretation of the COV may differ with application, however. 

How a quantity varies can be described empirically, and most intuitively, by plotting the relative number of times the 
quantity falls into various ranges in a histogram. If the histogram cells are integrated, upward or downward, it is possible 
to determine the relative percentage of time the quantity is below some level, or conversely, will exceed the level. In 
standard probability theory, these histograms are taken to the limit as cell width goes to zero, become continuous 
functions, and are known as the probability density function, cumulative density function, and inverse cdf, respectively. A 
good overview of probabilistic concepts treated in an engineering vein can be found in Ang and Tang (Ref 13). 

Quantities with near-zero mean values cannot use the COV as a descriptive parameter; the standard deviation with its 
dimensional requirement is needed. Fortunately, most of the quantities of interest in fatigue analysis are positive valued 
and the COV is quite descriptive. If restricted to positive outcomes, only low-COV quantities can be normally distributed 
(Gaussian distribution), while high-COV quantities are often modeled by Weibull and other one-sided distributions, as 
discussed below. 
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Statistical Considerations in Fatigue 

Paul S. Veers, Sandia National Laboratories 

 

Uncertainty in S-N Data 

As mentioned above, dividing a problem into constituent (albeit sometimes arbitrary) parts can be useful in modeling a 
large problem. The area that usually comes to mind in fatigue statistics is the scatter in S-N data. It is not the only area of 
statistical importance, as the following sections are intended to show, but it is definitely an area where variability is large. 
The statistics of the fatigue response of the material cannot be ignored. Schijve (Ref 14) provides a very good discussion 
of this topic. An ASCE series on fatigue reliability suggests that, in most large structure applications, a COV of 0.6 or 
higher is appropriate for variation of S-N data (Ref 15). Because the uncertainty in an S-N curve can (and usually does) 
represent over half of the total uncertainty in fatigue life estimation, the modelling deserves special attention. 

The S-N curve is usually established based on the results of numerous constant-amplitude tests to failure at several 
loading amplitudes and mean stresses. To condense everything to a single S-N plot and increase the number of samples in 
the analysis, the mean and amplitude are usually condensed into an effective stress amplitude using a mean stress 
correction, such as the Goodman or Gerber models (Ref 16). 

The goal of the statistical analysis is generally to find an S-N curve at an acceptable probability level, which represents the 
relationship between effective stress amplitude and lifetime for which less than some small percentage of samples would 
fail. This curve can then be applied to a deterministic lifetime calculation. If all the other inputs to the calculation are 
known perfectly (are not random), the outcome is a prediction of a lifetime at which less than the specified percentage of 
parts will have failed. 

It is rare that all the nonmaterial inputs (loads, stress concentrations, etc.) are known perfectly. Additional safety factors 
need to be applied. It is therefore useful in probabilistic calculations to have a model for the distribution of possible values 
for the S-N curve. Then the uncertainty in S-N properties can be combined with the other uncertainties in a unified 
probabilistic analysis to estimate total probability of failure. Probabilistic analysis is covered below in the section on 
dealing with uncertainty. 

There are numerous and varied approaches to carrying out the statistical analysis of S-N data. The ASTM standard for 
establishing median S-N curves at various confidence levels is given in Ref 3. A compilation of papers on statistical 



analysis of fatigue data can be found in Ref 6. Some other examples can be found in Ref 10 and 17. There is also an 
American Society for Testing and Materials standard for statistical analysis of S-N data (Ref 18). 

Two levels of random variable models for S-N uncertainty are described in this article. The first assumes that all the 
variation can be captured in a single random variable; the second uses two random variables. These are presented as the 
simplest approaches that are defensible, statistically speaking, but are not necessarily the absolute best in every situation. 
The emphasis is on simplicity while producing a random variable model for the distribution of possible fatigue lives at a 
given stress level. 

Single-Random-Variable Model. The S-N curve is often assumed to follow the relationship shown in Fig. 2, given by 
the equation  

N = CS-B  (EQ 1) 

This assumes that the curve will be a straight line on a log-log plot. C is called the S-N coefficient and b is the exponent, 
which is one over the slope of the curve. The median line can be determined by a linear regression on the logarithms of 
the data:  

LN(N) = LN(C0) + (-B0) LN(S)  (EQ 2) 

solving for the slope, -b0, and intercept, ln(C0). The result is a good estimate of the median curve, because a best fit will, 
on average, result in half of the data on each side of the regression line. The mean will not be the same as the median, 
because the distribution (of the original data) will be skewed. Remember, even though the S-N curve is traditionally 
plotted with the stress on the ordinate, stress is actually the independent variable and should be treated as such in the 
regression analysis. To treat cycles as the independent variable can lead to errors in the regression (Ref 19). 

 

FIG. 2 SCHEMATIC OF S-N CURVE 

With the median value of life determined for all effective stress amplitudes, it is left to determine how much variation 
about that line is present. If there are sufficient replications, the variation about the median can be established at several 
stress levels. Without copious replications, the data can again be condensed by estimating the variance of the ratios of the 
data points divided by the median regression line:  

  
(EQ 3) 

The overall COVX is calculated from all the ratios, Xi, using Eq 2. 



A distribution of X can be established by plotting the Xi on probability paper of various types and searching for the best 
fit. Many people have their favorite distribution type: some like log-normal, which results from normally distributed 
logarithms of the data, and some prefer Weibull, which is a natural form for fatigue data because it was originally derived 
as a model of "weakest link" behavior for fatigue applications. Both are characterized by two parameters (Table 1), which 
can be derived from the median and COV. With less than about 50 samples it may be difficult to find a significant 
difference between the fits to the two distribution types. Figure 3 shows the log-normal and Weibull distributions plotted 
on top of each other for a median of 1 and a COV of 0.6, a typical number for material S-N data (Ref 15). The largest 
difference occurs on the lower end of the distributions; the log-normal has a fatter tail on the right and the Weibull has a 
fatter tail on the left. The two are quite similar in the medium to high range. The difference on the low end can lead to 
tremendous differences in estimated probability of failure, including a factor of 10 in one example (Ref 20). The Weibull 
distribution is more conservative, providing more probability of significantly lower fatigue lives. When neither can be 
clearly established as the best fit, it may be practical to be conservative and assume Weibull, or to use both and compare 
the results. 

TABLE 1 NORMAL, LOG NORMAL, AND WEIBULL DISTRIBUTIONS 

 



 

FIG. 3 COMPARISON OF LOG-NORMAL AND WEIBULL FUNCTIONS WITH MEDIAN = 1.0 AND COV = 0.6. (A) 
PROBABILITY DENSITY FUNCTIONS. (B) EXCEEDANCE DIAGRAMS 

The probabilistic model derived from this data fitting approach is to let the S-N coefficient, C = C0X, be the only random 
variable. Because C = C0X, the distribution shape of C is the same as for X. The S-N exponent is assumed to be a 
deterministic constant, b = b0. All realizations of the S-N curve then exist as parallel lines of identical slope and variable 
intercept on a log-log plot, as shown in Fig. 4. (The resulting COV of lifetime is the same at all effective stress levels. 
Schijve, for example, shows in Ref 14 that this is not necessarily the case. Therefore, this method has a significant 
limitation of application, but it is simple and often used. See Ref 15 and 21.) The S-N curve representing a given 
probability of survival, say the 95% line often used in design, is one of these parallels. The Weibull 95% line for Fig. 3 
would lie at 0.25 times the number of cycles at the median line, while the log-normal is 0.41 times the median. 



 

FIG. 4 SINGLE-RANDOM-VARIABLE MODEL OF S-N VARIABILITY 

Two-Random-Variable Model. Another approach is to create a two-random-variable fit to the data. One can employ 
standard statistical analysis tools to calculate the linear regression fit to Eq 2 and get estimates of the uncertainty and 
correlation between the estimated slope and intercept. Most data analysis software packages will do this operation, but it 
may be difficult to output the actual variance of, and correlation between, the slope and intercept. Some packages output 
confidence limits only at user-selected levels; more statistically oriented packages provide more detailed information. The 
results are usually based on the assumption that b and ln(C) are normally distributed. The correct interpretation of the 
statistical analysis is therefore to assume that b is normal and that C is log-normal. 

It is important, however, to transform the data before beginning the regression analysis, subtracting the average logarithm 
of lifetime from all the logarithms, Y = ln(Ni) - mln(N), forcing the stress intercept to be at Y = 0. Without this shift, there 
will be high correlation between the slope and intercept due to deterministic coupling (i.e., any change in slope would 
have to be accompanied by a change in intercept to keep the line running through the data). For example, Ronold (Ref 25) 
fits the two-random-variable model without a shift and finds a correlation of -0.996. When data do not fit a linear curve, 
the method described by Yu et al. ("Fatigue Data Pooling and Probabilistic Design," ASTM STP 1106, p 197) may be 
useful. When both C and b are modeled as random variables, uneven variation at different stress levels will result. The 
spread is greater toward the edges of the test data at both high and low stress levels, as illustrated in Fig. 5. 



 

FIG. 5 TWO-RANDOM-VARIABLE MODEL OF S-N VARIABILITY 
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Applied Stress Levels 

There are two levels of statistical description required to define the distribution of applied stresses and the level of 
certainty for that distribution. Except in the rare case where the cyclic stresses are absolutely fixed in amplitude for all 
possible situations and over all time, there will be some distribution of loading amplitudes which can and should be 
described using the tools of probability and statistics. The second kind, or perhaps level, of statistical application is that 
the exact distribution of cycles to be experienced over the design life is not known. 

The fact that stress amplitudes are irregular does not by itself add significantly to the uncertainty in fatigue life estimation. 
Over most lifetimes, a stable and representative sample of all possible stress amplitudes will occur, one that does not vary 
significantly in its net damaging effect. The key statistic is the average damage done by the overall distribution of cycles. 

The second kind of statistic, one that describes the uncertainty in the actual distribution, does not average out and has a 
direct impact on the fatigue life uncertainty. The impact can be substantial because the stress amplitudes are raised to the 
bth power in the lifetime calculation, where b is the exponent of the S-N curve. Because b can range from 3 to >10, 
depending on the application, the amplification of uncertainties in overall level of stress response can be large. For 
example, a 5% error in stress amplitude results in a 16% error in damage when b = 3, but produces a 63% error when b = 
10. 

Distributions of Stress Amplitudes. Stress amplitudes are traditionally described by an exceedance diagram, which is 
the equivalent of a probability distribution function, with some important differences. Figure 6 shows some exceedance 
diagrams from Wirsching and Chen (Ref 22). Figure 7 shows equivalent distributions of cycles as probability density 
functions (pdf's). The pdf is a continuous and normalized form of a histogram where the area under each segment of the 
curve represents the percentage of all cycle amplitudes within that range. The integral of the pdf is the cumulative 
distribution function (cdf), which starts at zero and goes to one with increasing amplitude. The complementary cdf, one 
minus the cdf, is the equivalent of the exceedance diagram. 



 

FIG. 6 EXCEEDANCE DIAGRAMS FOR WEIBULL DISTRIBUTIONS OF VARIOUS SHAPE FACTORS. SOURCE: REF 
22 

 

FIG. 7 WEIBULL PROBABILITY DENSITY FUNCTIONS OF VARIOUS SHAPE FACTORS NORMALIZED BY THE 
MEDIAN 

The exceedance diagram is usually normalized by the maximum stress level, which drives most statisticians to distraction. 
There are few statistics less dependable than the maximum value of the samples of a random process. If measurements are 
made of an irregular loading, the only thing that can generally be guaranteed is that the maximum value or range will be 
significantly different each time a sample measurement is taken. More stable statistics include the mean value (first 



moment), the variance (second moment), and sometimes higher moments. These are the types of statistics that can be 
used to describe standard pdf's. 

Figures 6 and 7 show Weibull distributions with different shape factors. Because stress amplitudes are always positive, 
the distributions that describe them are necessarily one sided. The family of Weibull distributions provides a good basis 
for matching most stress amplitude data found in nature. The Weibull distribution is a two-parameter distribution 
described by its mean (or median) and shape factor (which is approximately equal to one over the COV). There is a good 
description of the use of Weibull distributions for simple fatigue calculations in Ref 8. A third parameter can be added by 
truncating the data on the low end and shifting the distribution. The use of three-parameter Weibulls is described in Ref 
23. Winterstein and Lange (Ref 24) illustrate how a quadratic distortion of a Weibull (or other pdf) can improve the fit to 
wind-driven structural response. With the fourth parameter (the quadratic distortion of the standard, shifted Weibull), the 
fit to almost any data set can be very good. 

The reason for using standard distribution types to describe loading measurements, rather than applying the empirical data 
directly to the fatigue analysis, is threefold. First, the statistics on which they are based, means and variances, are good 
descriptors of the process as a whole and can be confidently estimated with smaller data samples. The distributions based 
on these measures should be less sensitive to sample-to-sample variations in measurements of the loading process. 
Second, the fatigue life calculations can be simplified greatly by using a known analytical form for the distribution of 
cycle amplitudes, rather than a set of empirical measurements such as histogram cell frequencies. Third, the uncertainty in 
the parameters of the fitted distribution can be estimated and used in the probabilistic analysis (Ref 25, 26). 

There are reasons to believe that Weibull is a good fit to vibration response data. The Weibull with a shape factor of 2 is 
known as a Rayleigh distribution and is the natural result of narrow-band random vibration of a linear system (Ref 27). A 
squaring phenomenon, such as might result from fluid drag forces, will distort the Rayleigh into an exponential 
distribution (Weibull with shape factor 1.0). Likewise, any nonlinearities in the vibration will distort the distribution of 
stress amplitudes, but the result is often a Weibull distribution with another shape factor. For systems that are linear, but 
not perfectly narrow band, estimates of correction factors have been published (Ref 28, 29, 30). 

Many loadings are the result not of vibration but of quasistatic response to variable external forces. When the loadings are 
driven by natural forces, such as winds or waves, the responses are still often modeled well by analytical distributions. 
When the loadings are driven by human intervention (e.g., maneuvers of vehicles or aircraft), it may be more difficult to 
fit the responses to simple analytical forms, although it is often still possible (Ref 30). Empirical distributions based on 
measurement can always be used. However, because the extreme values in the measurements are highly uncertain, and 
the higher end of the distribution is usually important in fatigue life estimates, it may be better to fit an analytical form 
over the entire range of measurements. This permits the estimate of high-amplitude cycles to be somewhat influenced by 
the body of the measurements, not dictated by the extreme values that happen to be captured in a limited experiment. 

Uncertainty in Stress Distribution. One of the greatest benefits of using an analytical form to model the distribution 
of stress amplitudes is that the uncertainty in the parameters of the analytical form can be estimated. Of the standard 
statistical techniques that apply, "bootstrapping" may be the best (Ref 31, 32). Bootstrapping involves resampling the data 
that has already been collected (with replacement) to create pseudoreplicates of the sample. Distributions are fit to the 
pseudoreplicates, and statistics can be derived for the parameters of the fitted distributions. The result is an analytical 
form for the distribution of stress cycles with the parameters of the distribution (e.g., mean, COV, or shape factor) treated 
as random variables. 
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Environments and Loading Intensities 

Many environmental factors that affect fatigue durability are not directly connected to loading. Shigley and Mitchell (Ref 
2) list several, including temperature, stress concentration, corrosion, electrolytic plating, strain rates, and fretting. There 
are a host of others, including ultraviolet or ionizing radiation, moisture, and salt spray. These are usually dealt with using 
knockdown factors on the S-N curve. Each one will be uncertain and should be described as such. General guidance on 
these varied sources of uncertainty is not available; each one needs to be dealt with individually. 

The description of a particular loading distribution will depend on the intensity of the loading environment. Loading 
distributions are usually conditional on some environmental parameter. For offshore applications it is "sea state" (Ref 33); 
for wind loading it is average wind speed (Ref 34); for automobiles, it may be "driver profile" (Ref 35) or road roughness. 
The total distribution of stresses is the integral over all the environments that the structure (or vehicle) will experience 
over its lifetime. The distribution of loading intensities can be described similarly to the way that stress amplitude 
distributions are defined above. The uncertainty in the loading intensities can also be described by making the parameters 
of the distribution functions random variables, just as was done for stress amplitudes. 

Because there is such a wide diversity of applications, it is impossible to make global statements about how to model the 
variations in environmental intensities. The point to be made is that they should be modeled. It is better not to throw all 
the stress amplitudes from all the possible loading intensities together into a single pot for fatigue analysis. Rather, stress 
amplitudes should be defined as a function of loading intensity. Then fatigue analysis can be adjusted to account for 
applications where the environmental intensities may differ and the fatigue demands may differ as well. Guidance on the 



cost of operating in different environments, as well as customized inspections or maintenance schedules (Ref 36), can be 
established if the analysis depends on the intensity of the environment. 
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Modeling or Prediction Errors 

Material properties and applied loads must be combined in a fatigue life prediction using some damage accumulation or 
crack growth model. However, there may be considerable uncertainty in how accurately those models predict lifetime. 
The model accuracy is heavily obscured by the tremendous scatter in fatigue lives, which is apparent under constant-
amplitude loading where there is no need for a model. 

The accuracy of the Miner's rule model has been investigated repeatedly. Miner's rule can be stated simply as the 
assumption that the "damage state," ∆, is estimated by:  

  
(EQ 4) 

where ni is the number of applied cycles at effective stress amplitude Si, and N(Si) is the number of cycles to failure at 
effective stress amplitude Si. Failure is assumed to occur when ∆= 1. It is a simple model and widely used, especially in 
high-cycle applications. In experience, the value of ∆at failure is often quite different from 1.0. 

Wirshing and Wu (Ref 17) gathered data from 12 publications (Ref 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, and 48) 
aimed at addressing the variability in ∆ from as far back as 1945 and involving as few as one set of 11 tests to as many as 
37 separate sets of variable-amplitude tests. The results are summarized in Table 1. The means range from a low of 0.836 
to a high of 1.72, and the COVs range from 0.16 (for a small number of tests) to 0.98 (for a large number of tests). The 
overall mean is calculated to be about 1.3, and the COV associated with that mean is about 0.8. In two publications, the 
exact number of tests was not reported, but the mean and COV move up or down by at most 20% when the assumed 
number of tests in the two incomplete references are doubled and halved. 



A COV of 0.8 is a relatively large uncertainty. The Table 2 numbers include the variability inherent in material response, 
which has been placed at about 0.6 (Ref 15). Even if this is assumed to be 0.6, the remaining COV is about 0.5, also quite 
high. Inaccuracies in predictions in some of the (perhaps older) references due to misapplication of Miner's rule or other 
currently discredited damage accumulation models may be a source of additional variability. It had been the practice, in 
materials with fatigue endurance limits, to assign no damage for cycles with amplitudes less than the endurance limit. We 
now know that an endurance limit derived from constant-amplitude testing only exists when all the stresses are below it 
(Ref 4, 5). Cycles below the limit will be damaging in irregular loading where the limit is often exceeded. These 
variations from report to report due to different modeling approaches would tend to inflate the COV somewhat. It may be 
that some of the bias and uncertainty in modeling can be reduced by tuning the analysis technique for a specific 
application. Wirsching (Ref 21), aware of the above results, selected a median value of 1.0 and a COV of 0.3 in offshore 
applications. It appears that a slightly higher COV might be warranted. As in the case of S-N properties, log-normal and 
Weibull distributions are good candidates, with the Weibull distribution being more conservative. 

TABLE 2 VARIATION IN ∆ 

REFERENCE  NUMBER 
OF TESTS  

∆, 
MEAN  

∆, 
MEDIAN  

STANDARD 
DEVIATION  

COEFFICIENT OF 
VARIATION  

37  266  1.53  1.3  0.962  0.627  
38  200(A)  1.72  1.23  1.68  0.98  
39 (AXIAL)  31  1.27  1.23  0.341  0.269  
39 (ROTATING BEAM)  29  1.47  1.39  0.519  0.353  
40  18  1.15  1.14  0.186  0.161  
41  83  0.863  0.823  0.271  0.314  
42  11  0.863  0.809  0.219  0.262  
43  11  0.98  0.949  0.251  0.256  
44  34  1.28  1.15  0.62  0.48  
SAE  54  1.46  1.09  1.3  0.889  
45  47  1.23  1.06  0.49  0.4  
46  ~400(A)  1.08  0.9  0.726  0.67  
47  43  0.882  0.849  0.249  0.292  
48  35  0.792  0.778  0.151  0.191  
COMBINED  ~1262  1.29  (B)  1.00  0.78  

Source: Ref 17 

(A) ESTIMATED (TOTAL NUMBER OF TESTS NOT EXPLICITLY STATED IN THE REFERENCE). 
(B) CANNOT BE CALCULATED FROM THE REPORTED DATA.  
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Statistical Considerations in Fatigue 

Paul S. Veers, Sandia National Laboratories 

 

Dealing with Uncertainty 

The emphasis of this article to this point has been on modeling the sources of uncertainty and inherent randomness as 
random variables. This section attempts to point out how these descriptions can be combined to produce a probability of 
failure result. Attention is centered on the inputs and outputs of the analytical approaches, which are now available as 
commercial software packages that are easy to use. The intent here is to make the probabilistic modeling capability 
known and lead the interested reader to a more thorough treatment in the references. 

Applying Probability. Let me begin this section with a story. I had just finished a presentation on applying structural 
reliability methods to dealing with uncertainty in the fatigue analysis of a particular class of problems. The approach 
(discussed below) requires that distributions (pdf's) be assigned to all uncertain inputs. The probability of failure before a 
specified lifetime is then calculated. The first audience response was from a distinguished and senior researcher from a 
highly esteemed university, a man whose knowledge and opinion I hold in high regard. He gave a brief lecture on the 
danger involved in attempting to design in the absence of a complete set of material test data. To guess at the correct 



range of possible values without sufficient laboratory-generated data is to invite disaster, he said. The second comment 
came from the director of engineering for a major corporation. He agreed with the researcher up to a point, but said that, 
unfortunately, he and his staff are rarely given the luxury of getting all the answers before a decision needs to be made. 
The constraints of the market-place (and sometimes the corporation) do not allow sufficient time and money to 
completely define the critical material or structural response properties. Designers are forced to do the best job they can 
with the data available and use good "engineering judgment." 

The idea that a probabilistic tool will tempt designers away from thorough testing before making design choices is off 
target; decisions are routinely made without complete data! The feeling that a probabilistic analysis is an attempt to get 
away without doing your homework in the test laboratory may be widespread, but probabilistic methods should never be 
used that way. While it is true that any tool may be abused, it is a perversion of probabilistic methods to assume more 
certainty than you have. The primary issue is establishing exactly what is or is not known. Creating distribution models 
that describe the relative likelihood of different values of important inputs is a good exercise. If the value of an important 
input is completely unknown, the distribution of possible values should reflect that reality by being very wide. In the best 
case, probabilistic analysis forces designers to be completely honest about their level of knowledge. It makes them 
document the distribution of possible values that are assumed for all the inputs, instead of trying to account for all the 
uncertainties with one or a few safety factors applied at the end. In fact, one very useful application of probabilistic 
analysis is in establishing safety factors and design criteria that will produce an agreed-on level of reliability, that is, a 
predetermined probability of failure or, in the fatigue case, of premature failure (Ref 10, 22, 25, 26, and 33). 

Every designer of fatigue-sensitive structures would like to know the lifetime of the design with perfect accuracy. The 
design could then be fine tuned to eliminate needless costs while maintaining acceptable durability. Unfortunately, 
designers are often disappointed with fatigue life predictions. Not only are the techniques difficult to apply, requiring a 
daunting level of detail of the machine and its environment, but the results are highly sensitive to changes in the inputs 
(Ref 34). Ranges of plausible answers from two months to ten years erode the value of the results and make the process 
frustrating. The knowledge that this sensitivity is inherent to the fatigue problem is of little comfort. This sensitivity 
suggests that an appropriate range of uncertainty be reported, reflecting both natural variability and professional 
ignorance of precise structural behavior, mechanical fatigue laws, and so forth. A good designer will therefore put 
appropriate safety factors on all the uncertain quantities that affect fatigue life. It would be beneficial, however, to provide 
a more quantitative measure of the design conservatism. This in turn suggests that the proper question may be not "What 
is the actual fatigue life of this component?" but rather, "With what probability will the component meet its target design 
life?" Such questions are naturally addressed by the theory of structural reliability. 

Analytical Methods. The ability to calculate the probability of failure for truly complex (i.e., realistic) problems has 
developed rapidly and fairly recently. The first probabilistic analysis capability successfully applied to structural 
reliability was the awkwardly named mean-value first-order second-moment method (Ref 49). To oversimplify greatly, it 
assumes that everything in the world is Gaussian, uses the nice property that the sum of Gaussian distributed variables is 
Gaussian, and provides probabilities of failure for the standard normal (or Gaussian) distribution of the difference 
between loading and resistance. This approach worked fairly well for static loading problems where there are often 
additive loadings. It suffers from the fact that the world is not Gaussian and not all uncertain factors are additive. Hassofer 
and Lind (Ref 50) created a generalized safety index that solved many of the problems of the simpler index but was still 
highly limited in application. 

Fatigue life prediction is often composed of many multiplicative, rather than additive, factors. The next logical step was to 
assume that the logarithm of the world is Gaussian. Then the sum of the logarithms (product of physical variables) is also 
Gaussian and many of its nice features can again be exploited. This was done by Wirsching (Ref 21) for fatigue of 
offshore structures. This approach also has limited application because of the restriction of distribution type and problem 
formulation. 

Rackwitz and Fiessler (Ref 51) greatly expanded the applicability of probabilistic analysis when they created a numerical 
procedure that transforms all the random variables into uncorrelated Gaussians and then numerically estimates the 
probability of failure in the transformed space. They first approximated the failure region linearly and called the analysis 
FORM (first order reliability method). An extension to approximate the failure region with a second-order fit is called 
SORM (second order reliability method). Both are well described in Ref 9 and 10. With FORM/SORM there is no longer 
any restriction on the assumed pdf of the random variables. Also, a virtually unlimited number of random variables can be 
included in the analysis. Other approaches in the same vein, but using novel numerical techniques, have been developed 
by Wu, including the Wu/FPI algorithm (Ref 52) and the advanced mean value method (Ref 53). 



The analyst using these approaches does not need to do the probabilistic analysis; that is accomplished by the computer 
algorithm, just as rainflow counting is no longer done by drawing drips off pagoda roofs, but is left to software 
subroutines. The required inputs are the distribution functions and correlations between all the random variables 
describing the uncertainties. The form of the problem does not matter as long as one can calculate (numerically) the state 
of the response (failed or not) given values for all the random variables. The numerical analysis searches the space of 
possible values for the region that contains combinations most likely to occur and that result in premature failure. It then 
solves for the probability that those combinations will occur. Some codes that perform this probabilistic analysis are 
marketed under the names RELAX and FPI (USA), STRUREL (Germany), and PROBAN (Norway). 

Analyses programmed in the failure evaluation subroutines have been enormously varied, from simple closed-form 
functions to large finite-element analyses. Good examples can be found for an automotive application (Ref 11, 35, 54), 
for offshore structures (Ref 10, 36), and for wind turbines (Ref 12, 55, 56). 

These probabilistic tools can be applied to fatigue-life and crack-growth problems in the following ways. For fatigue-life 
problems, one starts with a deterministic analysis capability for the time to failure. An objective function is created by 
defining a time to failure less than a specified target lifetime as "unsafe." The probabilistic analysis package, given the 
deterministic capability and the objective function, will select a set of values for all the random inputs (usually starting 
with the mean values) and calculate the time to failure. The directional gradient of the difference between the calculated 
time and the target is also determined in the space of the random variables. Various optimization methods are then used to 
search for the set of values of the random variables that results in a time to failure equal to the target value. The space 
occupied by all possible values resulting in "unsafe" time to failure is integrated to determine the total probability of the 
unsafe condition. 

In crack-growth applications the "unsafe" condition can be defined to reflect the possibility of growing to a critical crack 
length between inspections (or within the component lifetime). In this case the deterministic analysis calculates the crack 
growth from some initial size (the distribution of which may be determined by the probability of detection characteristics 
of the inspection technique) until the next scheduled inspection. Probabilistic analysis is done as in the fatigue-life case. 
The probability that the crack has reached a critical size before the next inspection is estimated. A probability sufficiently 
large to cause concern means that the inspection must be scheduled earlier. Conversely, if the probability is sufficiently 
small, the inspection interval can be increased. 

FORM/SORM and advanced mean value techniques provide more information than just the probability of failure. 
Importance factors are also calculated as a natural part of the analysis. Importance factors indicate the relative magnitude 
of the effect of each random variable on the probability of failure. Variables that could change in value throughout the 
assigned input distribution without significantly altering the overall probability of failure show low importance. The 
controlling random variables (uncertainties) are thus flagged for special attention. It is also a fairly simple task to conduct 
sensitivity studies, because the calculations are usually very fast. The advanced mean value method is particularly good at 
mapping out the probability of failure versus some parameter, such as probability of failure versus time, although any of 
the above-mentioned analytical approaches can be used to achieve this result. 

Simulation. Another way to calculate the probability of premature failure is to calculate the fatigue lifetime repeatedly, 
using different values for the uncertain quantities in each calculation. If the values are selected at random from the 
distribution of possible values, the approach is called "Monte Carlo analysis" (Ref 57, 58). The probability of failure is 
equal to the fraction of outcomes that have shorter than desired lifetimes. Monte Carlo methods have become quite 
popular due to the ready availability and ease of repeated numerical analyses. However, if the probability of failure is 
low, which is usually the desired situation, the number of simulations required to accurately estimate the probability is 
very high. Depending on the desired accuracy, between 100 and 1000 failure outcomes are necessary. For low fractions of 
failure outcomes this translates into millions of repeated calculations. Some standard statistical software packages do 
offer capabilities for Monte Carlo analysis, so the investment in time can be relatively short, and with the ready 
availability of fast computing, simulation may be the fastest way to answer for the probability of failure. Simulation will 
not provide importance factors, however, unlike structural reliability methods such as FORM/SORM or the advanced 
mean value method. Sensitivity studies using simulation may also be so time consuming as to be prohibitive. More 
advanced simulation techniques have also been developed for probabilistic analysis; a good overview can be found in 
Bjerager (Ref 59). 
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Introduction 

PLANNING AND EVALUATION describes the scientific approach to obtaining valid measures of fatigue performance 
from S/N-type fatigue data. The need for this approach arises from fatigue scatter. If a whole S/N curve is based on only 
ten specimens, it appears well-defined and may display an obvious fatigue limit. However, as more specimens are tested, 
failures are discovered below the first-appearing fatigue limit. So what should the real (safe) limit be? When components 
are tested, fatigue performance and scatter can be even more problematic. For example, the so-called "fatigue limit" of 
screws is only 5 to 15% of the ultimate tensile strength with a scatter in fatigue strength at a comparable or even a bigger 
size. Thus errors of 100% and more are possible. For cast metals and welded structures the situation is usually worse. 
Small changes in the composition of materials and the heat treatment, construction, and processing of parts also can have 
considerable influence on fatigue strength and scatter. 

This extraordinary scatter is explained by the repetition of relatively small loads, which enables weak properties of the 
materials to become dominant. Such properties include the local fluctuations of the composition; the different sizes and 
orientations of grains; the distribution and sizes of slag inclusions and of segregations; the distribution and local 
concentrations of solute atoms and pre-existing dislocations; tiny scratches and corrosion points at the surface; cavities, 
blisters, and blow holes; and microstructural defects in general. The superposition of so many weakening factors leads to 
the evolution of microcracks as well as macrocracks. As a result the cycles to fracture for several parts or specimens will 
be very different. To overcome this problem, one has either to test an unacceptably large number of specimens or to apply 



a scientific approach to the planning and evaluation of the tests. This article describes the latter approach based on a 
determination of the probabilities for detected fracture positions within the observed range of scatter. This method leads 
to the evaluation of special ranges for stresses (or strains) and the cycles to fracture with well-defined probabilities of 
fracture suitable for design or engineering use. 
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The Fatigue Diagrams 

Figure 1(a) is a schematic of constant-amplitude (±Sa) stress cycling about a possible mean value (Sm) that leads to 
fracture of a single part or specimen after N cycles. This result is condensed to Fig. 1(b), where the tiny vertical dash on 
the line for the level Sa represents the life result of the one fractured specimen. Testing of n = 10 specimens leads to the 
schematic of Fig. 1(c), which provides some idea of typical scatter. In the case of the so-called "service-load" (in which 
the stress amplitude is not constant), a frequently used approach is to attribute the fracture position to the highest existing 
amplitude S*a instead of to the magnitude of that amplitude from the test life or fracture point of the specimen (Fig. 2a 
and b). The test life of the fractured specimen might be expected at a much higher number of cycles for fracture than in 
the case of constant amplitude. This is a result of the many cycles with amplitudes that are smaller than S*a. As shown in 
Fig. 2(c), the scatter of n = 10 specimens also will become much bigger, because the variation of the random application 
of the amplitudes gives an additional strong influence on life behavior. Service load programs are extremely different. 
Therefore it is necessary to give additional information, for example by a name that describes the program. Altering of S*a 
will be done with the other amplitudes in the same relation. The principles of planning and evaluation of fatigue tests are 
the same for constant amplitudes and service (variable-amplitude) load, although special load history methods are used to 
quantify variable-amplitude fatigue life (see the article "Estimating Fatigue Life" in this Volume). 

 

FIG. 1 SCHEMATIC OF CONSTANT-AMPLITUDE (SA) STRESS CYCLING ABOUT A MEAN LOAD SM. (A) THE 
ALTERNATING LOAD PLOTTED VS. TIME. (B) FRACTURE FOR ONE SPECIMEN PLOTTED VS. THE NUMBER OF 
CYCLES, N. (C) FRACTURES FOR TEN SPECIMENS AT ONE CONSTANT LEVEL OF ALTERNATING LOAD SA 
PLOTTED VS. N 

 



FIG. 2 VARIABLE-AMPLITUDE LOADING AND SCHEMATIC OF DATA PRESENTATION. (A) ALTERNATING LOAD 
VARYING WITH TIME. (B) FRACTURE OF ONE SPECIMEN PLOTTED BY MAXIMUM ALTERNATING LOAD (S*A) VS. 
NUMBER OF CYLES, N. (C) FRACTURE OF TEN SPECIMENS PLOTTED VS. S*A AND CYCLES TO FAILURE 

Constant amplitudes and service load might be applied also in the form of controlled deformations instead of controlled 
loads, for example in the form of elongation, torsion, and bending. In strain-controlled fatigue testing, the loads are not 
controlled and very often will decrease. Under constant strain, the stress intensity remains constant as the crack grows; 
under constant load, it increases as the crack grows and therefore the rate of growth increases also. This explains the 
difference in life and the higher numbers of cycles for fracture in strain-controlled tests as compared to stress-controlled 
tests. The scatter of results, however, is the same in principle, although perhaps scatter is larger in strain-controlled 
fatigue tests. The principles of planning and evaluation are also the same for stress- or strain-controlled cycling. 

Testing of specimens in 13 different levels of load typically leads to two types of diagrams (Fig. 3a, b) (Ref 1, 2). In the 
type I diagram there is no fracture below the level with the alternating load Sa = 160 MPa (23 ksi), and the number of 
broken specimens will decrease below Sa = 200 MPa (29 ksi) (Fig. 3a). The fractures appear in the range bordered by the 
dotted line, well separated from the greatest number of cycles (Ng). No fractures are expected outside this dotted range; 
the nonfractured specimens are real survivors. Ng is a significant value for this type of diagram. In case of constant load-
amplitude it is 107, and with acceptable small errors it is 2 × 106 for probabilities of fracture ･10% (Ref 1, 2, 3). 

 

FIG. 3 FATIGUE EXPERIMENTS FOR TYPES I AN II OF THE FATIGUE DIAGRAM. THE DOTTED LINE IN (A) 
DEMONSTRATES THE SEPARATION OF THE FRACTURES FROM THE ORDINATE IN NG. SEE TEXT FOR DETAILS. 
SOURCE: REF 1, 2 

In the case of the type II diagram, all specimens will fracture below 200 MPa (29 ksi) if we cycle long enough (Fig. 3b). 
In this case, the performance requirements and the needed number of cycles for a technical design form a basis to choose 
a "technological greatest number of cycles (Ngt)" as a "cut off," where all fracture positions above Ngt are declared (by 
definition only) to be survivors. With this definition, there is no gap between Ngt and the detected fracture positions below 
200 MPa. By this principal difference it is often possible to distinguish between Fig. 3(a) and 3(b) and thus the diagrams 
of type I and II. This distinction might become less noticeable if the lower part of the range of fractures in Fig. 3(b) has a 
very small slope. 

A more generalized form of type I is in Fig. 4(a). The ordinate in Ng and its intersection with the shell lines of the fracture 
positions allows a tripartition. In the range of finite endurance all specimens will fail before Ng, in the range of infinite 
endurance none will fail, and in the range of transition about 50% will fail. The horizontal border between the transition 
region and the infinite-endurance region is the famous fatigue endurance limit (noted here as SFL). Below and to the left of 
the lower shell line, there are no fractures; above and to the right of the upper shell line, all specimens are fractured. The 
passage from no fractures to all fractures happens between the shell lines, and thus probabilities of fracture (PF) of 0% 
(1%) and 100% (99%) can be assigned to these shell lines,* which is the object of this article. Note: The probability of 



survival (PS) could also be used, but it is not advisable for two reasons. First, it demands inverse thinking in case of 
comparison of results. Further, PS + PF = 1 will not hold. There remains a difference, its size depending from the number 
n of specimens (Ref 4). 

 

FIG. 4 RESULTS OF FATIGUE DIAGRAMS IN CONDENSED FORM AND THE TRIPARTITION OF THE TWO TYPES. 
SHELL LINES AT 0 AND 100% HAVE PARENTHETICAL VALUES NOTED AT (1%) AND (99%), WHICH ARE 
PREFERRED BECAUSE USUALLY THE NUMBER OF TEST SPECIMENS IS SMALL AND THEREFORE IT IS DIFFICULT 
TO HAVE MEANING 0 AND 100% VALUES. (A) TYPE I DIAGRAM. (B) TYPE II DIAGRAM 

The type II fatigue diagram also has the ranges as type I (Fig. 4b), but Ng may approach 1012 to 1013 cycles, and a 
meaningful fatigue limit may be small (e.g., unnotched SFL at 20 MPa for aluminum and its alloys and at 40 MPa for 
copper and its alloys). Such fatigue limit values have poor experimental basis because Ng is too high. Practically, tests are 
stopped always before Ng and thus a fatigue limit will not be found for the metals with type II diagrams although it may 
exist (Fig. 4b). 

In the type II diagram (Fig. 4b), there is a "small-slope" part (before Ng) that does not exist in the diagram of type I. It 
begins at about 2 × 106 or 5 × 106 cycles, ending at Ng. This is quite an interesting range for many purposes, for example 
cars and aircraft. According to the technical needs of the component, an Ngt value will be set. This again allows the 
tripartition of the diagram, but now into "technological (or engineering-based) ranges" of the finite endurance, infinite-
endurance, and transition. Thus it becomes possible to evaluate a technological fatigue limit (SFLt), which is strongly 
dependent on the chosen Ngt. Therefore it is necessary to write, for example, SFLt (108) = 120 MPa (17.4 ksi) if Ngt = 108. 

The general methods for estimating fracture probabilities are principally the same for both types of the fatigue diagram. 
From what is known today, the type I diagram belongs with the body-centered cubic metals, such as unalloyed and low-
alloy steels, if not hardened; molybdenum and its alloys; probably (though not conclusively) high-alloy ferritic steels; and 
perhaps Al-Mg and Cu-Sn alloys in the solution-treated (not age-hardened) condition, though they belong to the face-
centered cubic metals (Ref 1, 5). The type II diagram generally occurs for all face-centered cubic metals, such as 
aluminum and copper and its alloys (exceptions noted above); probably austenitic steels and martensitic steels; and 
perhaps also the hexagonal close-packed metals such as titanium alloys. The uncertainty of some of the above statements 
is due to poor planning and evaluation of fatigue tests in the past. 
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TECHNICALLY INCORRECT TO GIVE VALUES AT 0% AND 100% PROBABILITY OF FRACTURE, 
EVEN IF IT IS POSSIBLE TO DETERMINE THEM MATHEMATICALLY. OTHER PROBABILITY 
LIMITS (SUCH AS 1% AND 99%) ARE PREFERRED. 
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Evaluating the Ranges of Fatigue Diagrams 

There are two principal methods for evaluating fatigue curves. First, the (technological) ranges of infinite-endurance and 
of transition are determined separately. If a whole fatigue diagram is needed, both ranges can be joined afterward, and this 
is preferable on a scientific basis. More often and nearly always in engineering practice, only one range or even only one 
value out of one region will be needed and evaluated. The methods to do this are described in the numbered sections 
below. 

Secondly, both ranges can be determined and evaluated all at once by using a homogenous mathematical method called 
the Wolfsburger Model, developed by R. Müller for Volkswagen (Ref 6). It is a very difficult mathematical procedure, 
and it needs, for the same level of reliability, no fewer specimens. Perhaps this is one reason why no independent data 
evaluation and comparison has become known. Yet it is the only model and mathematical treatment of fatigue data that 
allows one to calculate not only fatigue values but also first confidence intervals in a satisfactory way. Furthermore it has 
been used down to probabilities of fracture of only 10-6 (10-4%). No one other than R. Müller dared to extrapolate so far. 
One has to consider also that R. Müller had 500 specimens and thus gave experimental proof of the suitability of his 
method only down to about 0.2% probability of fracture. 

Evaluating the Range of Transition 

The Classical Way. The classical method of evaluating the (technological) range of transition (i.e., just above the 
infinite-endurance range in Fig. 4) can be illustrated with the data in Fig. 3(a), where n = 10 specimens were tested in 
seven levels of alternating load in the range of transition and below. In level Sa = 200 MPa (29 ksi) r = 10 specimens are 
broken, thus r = n = 10. This means that the level is just at the border and belongs also to the range of finite endurance. In 
the two lower levels r = 0 had been found; we use only level Sa = 150 MPa (21 ksi) and its result. The levels Sa = 150 
MPa and Sa = 200 MPa are the most important because their evaluations indicate the smallest errors (Ref 7). In Fig. 3(a) 
and 3(b) obviously the probability of fracture (PF) rises with higher stress levels. There has been some discussion about 
how to calculate PF. Theoretical studies and some comparative investigations (Ref 4) lead to:  



PF = 100 (3R - 1)/(3N + 1) 
PF(R = 0) = 0.5PF(R = 1) = 100/(3N + 1)  

(EQ 1) 

where PF is given as a percentage. 

The values of PF = PF(r) according to Eq 1 are evaluated for each level and plotted in Fig. 5(a) arithmetically on the 
ordinate over the logarithmic alternating loads Sa of the levels. (This is done here only for demonstration of the logic.) 
The result is a curve in S-form which is usually symmetrical to the point of deflection. By use of a transformation 
function (T), the S-curve is transformed into a straight line, which is convenient for extrapolation (Fig. 5b). Substantial 
research has been done to select the right transformation function (e.g., Ref 1, 2, 6, 8). Only two functions have been left 
over by these works: the Gaussian cumulative probability, which is available in the forms of Probit tables and of 

"probability paper" (normality paper), and the 3  transformation. Both transformations give similar results with 
some minor differences. The Gaussian function has been tested often. Probability paper is easily available much more in 
special shops for technical drawings and papers, yet its applications by computer is more difficult. One has to either store 

large Probit tables or do more difficult programming. The 3  function is not only simple for the computer but 
can also be easily applied on hardcopy tables and graphs. 



 



FIG. 5 THE WAY OF EVALUATING THE (TECHNOLOGICAL) RANGE OF THE TRANSITION REGION. (A) 
ARITHMETIC PROBABILITIES VS. ALTERNATING LOAD FOR THE TYPE I DIAGRAM IN FIG. 3(A). (B) 
TRANSFORMATION OF THE DATA IN (A) BY THE TRANSFORMATION T CONVERTS THE CURVED LINE IN (A) 
INTO A STRAIGHT LINE ON A GAUSSIAN PROBABILITY SCALE FOR THE TYPES I AND II DIAGRAMS IN FIG. 3(A) 
AND 3(B). 

A sample calculation using the classical method in the case of a Type I diagram is shown in Table 1, where results are 
implemented into Fig. 5(a) and 5(b). A straight line allows the evaluation of alternating loads with defined probabilities. 
In the example of Fig. 5(b), SFL1 = 147.2 MPa and SFL99 = 211.3 MPa for probabilities of fracture at 1 and 99%. SFL10 = 
159.1 MPa and SFL90 = 195.3 MPa for probabilities of fracture at 10 and 90%. An additional point is evaluated at SFL0.1 = 
138.5 MPa. 

TABLE 1 CALCULATION OF THE PROBABILITIES OF FRACTURE IN THE RANGE OF TRANSITION FOR 
THE TYPE I FATIGUE DIAGRAM ACCORDING TO FIG. 3(A) AND EQ 1 

ALTERNATING 
LOAD, MPA  

R  (3R-1)/ 
(3N + 1)  

P, %  

200  10  29/31  93.55  
190  9  26/31  83.9  
180  6  17/31  54.8  
170  4  11/31  35.5  
160  1  2/31  6.45  
150  0   1/31(A)  3.23   

(A) P(R = 0) = 0.5P(R = 1)  

Which of these values should be used for engineering? The size of scatter in the range of transition can be described as a 
line or by two or more points. Thus a value such as SFLx alone is not useful. Two materials might have the same value for 
SFLx and might behave very differently (see "Presentation and Comparison of Results" in this article). Theoretically each 
combination of two points of the straight line is sufficient. It is only convention to pair SFL10 with SFL90 and SFL1 with SFL99. 

The SFL10 value is sometimes requested in industrial standards, and the ratio SFL90/SFL10 is in this case a good description 
for the scatter of the distribution. The SFL1 value usually is preferred as the lower limit for the range of transition and thus 
for a good approximation of SFL itself. The ratio SFL99/SFL1 is also a good description of not only the scatter of the 
distribution but also the size (or scatter range) of the transition region. This can be seen easily from the experimental 
results of Fig. 3(a). 

The probability paper (of Fig. 5(b)) also allows determinations of values much closer to 0 and 100% probability of 
fracture (e.g., SFL0.1 and SFL99.9 or even SFL0.0001 and SFL99.9999) because the paper is not limited in both directions. The 
Gaussian normal distribution and (in this case) the Gaussian cumulative normal distribution obviously is only a very good 
technical approximation to the practical distribution in the range of transition. Theoretically it cannot be valid because this 
would mean SFL0 = 0 and SFL100 = . Both results are unacceptable on the ground of experience. In fact, the Gaussian 

distribution is almost never valid strictly in theory but is often good practically. The function 3  is limited at P = 
100% and unlimited for P 0. 

It is also necessary to discuss whether SFL0.1 is perhaps a better approximation of SFL = SFL0 than SFL1. No scientific 
investigation of this point is known. Indeed, it is not known how the results of Fig. 3(a) and 5(b) would be altered if 
hundreds of specimens were tested in each level instead of only ten. It is only customary to use SFL1. In Fig. 5(b), it gives 
a satisfying value also if one compares with Fig. 3(a). The remaining 1% probability of fracture gives a basis for 
protection against the risks from employing too small a number of specimens and the resulting uncertainty. Such values 
are used in the calculation of ball bearing life, for example. 

The evaluation of the range of transition in a type II diagram (Fig. 3b) is shown in Table 2 and in Fig. 5(b) for the chosen 
Ngt according to Fig. 3(b). 



TABLE 2 CALCULATION OF THE PROBABILITIES OF FRACTURE IN THE TECHNOLOGICAL RANGE 
OF TRANSITION FOR TYPE II DIAGRAM ACCORDING TO FIG. 3(B) AND EQ 1 

ALTERNATING 
LOAD, MPA  

R  (3R-1)/ 
(3N + 1)  

P, %  

170  10  29/31  93.55  
160  7  20/31  64.5  
150  3  8/31  25.8  
140  0   1/31(A)  3.23   

(A) P(R = 0) = 0.5P(R = 1)  

In the classical way of evaluating the (technological) range of transition, a minimum of ten specimens should be tested in 
each level of alternating load. Basic statistical laws and a bit of experience (Ref 1, 2, 9) suggest that the minimum number 
of specimens should be increased if the range of the transition region or the ratio SFL99/SFL1 becomes bigger. The m values 
in Table 3 give a first-order estimate of the needed numbers. The number of levels should be about 4. This allows some 
correction of the statistical influence of the small number of specimens, as has been done in Fig. 5(b) for type I. 
Preferably there should be an upper level with r near to n and a lower level with r near to zero. This gives the best results 
because the possible errors become smallest (Ref 4, 7). 

TABLE 3 VALUES D AND M FOR USE WITH THE BOUNDARY TECHNIQUE 

COMPLICATED PARTS, THE 
FORM:  

FACTOR  NOTCHED 
SPECIMEN  

SMOOTH 
SPECIMEN  

SIMPLE 
PARTS  

PARTS 
LIKE 
BOLTS  WELL 

DEFINED  
POORLY 
DEFINED  

D  0.05-0.15  0.1-0.3  0.2-0.4  0.4-1.2  0.4-1-?  0.6-?  
M  1-1.2  1-1.7  1.4-2  2-3.2-?  2.2-3.2-?  2.2-?  

Note: d gives an estimation of the size of the (technological) range of the transition region; m is a multiplicating factor to apply on 10 
and gives n, the number of specimens needed in one level (m = 2, n = 20). 

Quick Solutions. There are problems in arriving at a firm evaluation using the classical method. First and mainly, the 
above-described recommendations for the number of levels and specimens in the levels are high, too high in many 
practical cases. Too much testing time would be needed. Second, the classical way does not give a method for positioning 
the needed levels. For example, the tested level 140 MPa in Fig. 3(a) could not be evaluated and thus would become a 
waste of time and money. Three methods try to give some help on this problem. 

The two-point strategy (Ref 10) tries to establish two levels close to 50% probability of fracture and to reach a better 
estimation of SFL50. The first and main objection is that one single point in the range of transition cannot give its 
description. Second, levels close to 50% probability will have the biggest possible errors out of statistical laws. This can 
be appreciated in every table of binomial or hypergeometrical distributions (e.g., Ref 7). Thus advantage from 
establishing two levels near 50% probability is even more doubtful. Third, nobody needs values with 50% probability of 
fracture really. Finally, this strategy contains no rule to find the two levels. 

The staircase method (Ref 11, 12, 13) won a lot of attention when it was introduced because it includes a way to 
find the wanted levels. However, it concentrates itself around the 50% level of probability of fracture. In addition, in the 
description based on Ref 11, 12, 13, only half of the tested specimens are used for evaluation, an unbearable waste. In Ref 
14 the staircase method was studied comparatively. It was proved that the results depend very strongly on the number of 
specimens and the properly chosen step-width. Without pretests, 20 specimens were found to be necessary for the 
evaluation of a fracture probability of 50%, 40 specimens for the probabilities 10 and 90%, and 50 specimens for the 
probabilities 1 and 99%. This means that the staircase method is less suitable than other known methods. An attempted 
improvement (Ref 15) brought little or no advantage. Finally, it is difficult to choose the correct step-width. 



The Boundary Method (Ref 4, 7, 9, 16, 17, 18) uses only two levels and tries to place them near the lower and 
upper borders of the (technological) range of the transition. According to Fig. 5(b) two such levels are sufficient 
theoretically. Practical comparative studies (Ref 4) and theoretical studies (Ref 7) have proved the suitability of the 
method. It leads to conservative values. For example, the values SFL1 and SFL10 will be preferably too low if there are 
deviations. If the values happen to be too big, the deviations will be relatively smaller for theoretical reasons. Likewise, 
values such as SFL90 and SFL99 will become more preferably too high and therefore safer. Smaller deviations are combined 
with values too low. 

The boundary technique has been tested with success in several laboratories (e.g., Ref 9, 18). Today it is in use 
worldwide. Even the classical evaluation of the (technological) scatter range of the transition region is often begun with 
this method. Additional levels of alternating load testing can be well placed afterward. In Ref 9 the Boundary Technique 
proved best regarding the needed number of specimens, although by an error the most worthy levels of alternating load 
had not been used for that method. 

The boundary technique starts by testing one randomly chosen specimen at any level of alternating load (see Fig. 6). In 
the case of a type I fatigue diagram it is a private recommendation to use a load near to RP0.001, the unidirectional tensile 
stress that yields a plastic deformation of 0.001%. Tests will then be done until N = Ng or Ngt. If no fracture happens 
before this limit, the next specimens will be tested at higher levels raised stepwise until the opposite event happens, that 
is, fracture before Ng or Ngt. The stress level with the first opposite event becomes the first fully tested level. This means 
that nine additional specimens have to be tested. If the first tested specimen fractures before Ng or Ngt, the next specimens 
will be tested stepwise on lower levels of alternating load, until the opposite event happens: no fracture! 

 

FIG. 6 THE WAY OF (A) RUNNING AND (B) EVALUATING TWO TESTS USING THE BOUNDARY TECHNIQUE 

For the second level of alternating load, the distance D (see Fig. 6) has to be estimated. It is given by:  

D = (1 - R/N) · D · SA IF R･0.5N 
D = ( - R/N) · D · SA IF R･0.5N  

(EQ 2) 

where Sa is the alternating load of the first tested level and d is the estimated size of the (technological) range of the 
transition region according to Table 3. 

In Fig. 6, two tests are presented that refer to Fig. 3(a) and its results. Test 1 was started too low. Raising in big steps led 
to the first opposite event: fracture in Sa = 200 MPa. A total of n = 10 specimens were tested there, and all fractured. 
Obviously the full range of transition had been passed during the tracing. Equation 2 with d = 0.2 out of Table 3 led to the 
second level, Sa = 160 MPa, with one fractured specimen out of ten. Is it possible that a level of 200 MPa is already too 
high, deep in the region of finite endurance? No, it is not. According to Fig. 3(a), the highest fracture position is close to 



Ng = 107. Further the next lower level had in the minimum the one tested specimen with "no fracture," and the level at 160 
MPa had one fracture in ten specimens. As mentioned above, the distribution in the range of transition is symmetric. One 
has to conclude that the level 200 MPa is just the counterpart of the level 160 MPa, each of them close to the borders of 
the range, providing a good comprehension of the range of the transition region. Evaluation of test 1 in Fig. 6 under the 
use of Eq 1 gives values for SFL1 and SFL99 that are close to those in Fig. 5(b). 

Test 2 was started too high, and the alternating load had to be lowered in the next levels. The first opposite event, no 
fracture, happened at Sa = 190 MPa, which thus became the first tested level. Yet no other specimen survived, r = 9. This 
time d = 0.1 was taken and according to Eq 2 the second and lower level became Sa = 170 MPa with r = 4. 

Figure 6 shows excellent results compared with Fig. 5(b). Yet normally Fig. 5(b) is not known, because it is the intention 
of the Boundary Technique to avoid such expensive investigations. Therefore, it is not advisable to trust the results of test 
2 because r = 4 or PF = 35.5% in the lower level, and the possible errors out of principal statistical laws are too big (Ref 
7). A third level at Sa = 150 MPa should be tested if specimens are still available. Generally, levels with 26 to 74% 
probability of fracture should be mistrusted. The possible adverse effect of testing such levels is bigger as the adjacent 
level becomes more distant from the wanted value SFLx (Ref 4, 7). 

If in tests 1 and 2 the value d = 0.3 had been taken for estimation of D, the second and lower level would have been 140 
MPa with r = 0, according to Fig. 3(a). Use of that and evaluation would have given a fatigue limit or SFL1 too low and 
therefore too safe. This explains why practitioners tend to take bigger values for d instead of values that are too small if 
the second level is the lower one. The situation is different if the second level is the upper one. A big value of d might 
result in placing the upper level too high, outside the (technological) range of transition, already clearly in the 
(technological) range of finite endurance. This would influence the evaluation of the SFLx values, although not strongly. In 
Ref 19 different fatigue diagrams were studied for this problem. It was proven that significant deviations will be obtained 
only if the biggest number of cycles in that upper level is smaller than 106. 

Tests 1 and 2 needed two and three tracing specimens, which could not be included in the evaluation. This is a good 
average; in practice one to five will be necessary. Thus a minimum of 25 specimens should be provided for use with the 
boundary technique. Ten further specimens are advisable for a case that demands a third level, such as test 2. 

If the (technological) range of transition is very large, more specimens have to be prepared for each level of alternating 
load, as suggested by general statistical laws and some experience (e.g., Ref 9). A first approximation is given with the 
values m in Table 3 from Ref 1. Whether a test is started too high or too low has no influence on the results of the 
evaluation. Yet starting too high usually results in time savings, because all tracing specimens will fracture before Ng or 
Ngt. That might mean a difference of one or more days. 

Presentation and Comparison of Results. In the rare scientific cases, the evaluation results for the (technological) 
range of transition can be transferred into graphs such as Fig. 4(a) and 4(b) with numeric scales. This gives the best 
information to those who have no special training in fatigue. Discussion and comparison of results by using only one 
value, for example SFL1, should be avoided. For SFL50 it should be forbidden. Experienced engineers use diagrams that give 
full information, such as Fig. 7. 

 



FIG. 7 PRINCIPAL POSSIBILITIES FOR THE COMPARISON OF TWO CONDITIONS, A AND B, IN THE 
(TECHNOLOGICAL) RANGE OF THE TRANSITION. (A) CONDITION B IS BETTER THAN CONDITION A. (B AND C) 
CONDITION A IS BETTER THAN CONDITION B. SEE TEXT FOR DETAILS. 

In the case of Fig. 7(a), obviously condition B is better because all its values are to the right of those of condition A. The 
slightly bigger size of the range of transition will not alter this result. In the case of Fig. 7(b), the values SFL99 and SFL50 of 
condition B are bigger than those of condition A. The values SFL1 are the same. Nevertheless, an experienced engineer 
will prefer condition A. First, there is no intention to sell parts, engines, or aircraft if they have probabilities of fracture 
bigger than 1%. Therefore the bigger values SFL50 and SFL99 of condition B are not preferable; all values below SFL1 or 
below 1% of condition B are worse than those of condition A. Second, and even more important, the reliability of the 
lines has to be considered. If both had been evaluated with the same number of specimens and even with similarly well-
placed levels of alternating load, condition B is less reliable because in this condition the size of the range of transition is 
just twice as big as in condition A (which might be expressed by calculating for both conditions the ratios SFL99/SFL1). In 
order to obtain the same reliability one has to increase the number of tested specimens in condition B with a 
multiplicating factor: (size range B/size range A)0.5 = 20.5 = 1.4 from general statistical laws. If the number of specimens 
was n = 10 in the levels of condition A, those for condition B have to be raised to n = 14 afterward. Having done that, a 
new comparison might be started. 

In the case of Fig. 7(c), the lines for A and B have an intersection at about 35% probability of fracture. This means that 
condition B will lead to fractures at lower alternating loads than condition A below 35%. This is unbearable; thus, 
condition B is worse. Additionally, in condition B the range of transition is again twofold bigger. 

Neglecting these simple rules has already brought serious consequences. Often comparisons have been done by using 
only the values SFL50, or perhaps only poor approximations to that, because no adequate planning had been done. On the 
basis of SFL50 values, condition B always would be better in Fig. 7. One famous example for such a consequence is the so-
called geometrical size effect. It means that bigger (longer and/or larger-diameter) parts have smaller fatigue values than 
smaller parts, even if the same material has been used. Figure 7(b) gives an exact description of the situation that will 
occur if we take condition A for bigger parts and condition B for the smaller ones. Of course, if one concentrates the 
material of several small parts into a big part, one also concentrates its faults (e.g., inclusions). Thus, it becomes very 
unlikely that bigger parts will have so small and few faults that fractures will happen at big alternating loads. The line for 
condition A becomes steeper and the size of the range of transition becomes smaller. Yet there is still the largest defect, 
which has the largest consequence of fatigue life and has to be in one of the many smaller parts as well as in one of the 
few bigger parts. Thus, the lower border of the range of transition has to be the same for both conditions A and B. 
According to Ref 20 the two conditions meet at about 1%.** Or, there is no geometrical size effect if one does qualified 
investigations and evaluations. 

Evaluation of Finite-Endurance Range 

Evaluation of the range (Fig. 4a) or the technological range (Fig. 4b) of finite endurance is similar to that for the transition 
region. However, each level of alternating load is evaluated separately for the finite-endurance region. There are also 
some additional problems. Usually the distribution is not symmetrical about the point of inflection, and therefore it is 
problematical to apply symmetrical T functions for transformation. This means that the experimental values usually fit 
less well on a straight line for regression. Further, it is not good practice to use functions for estimating the probabilities 
that are associated with the transformation functions theoretically. The possible influence of the probability functions 
should be used to correct the suitability of the transformation functions. 

Many investigations have been made of this point (e.g., Ref 1, 2, 4, 8, 16, 17). For example, 56 different data groups in 
Ref 8 were used to test three transformation functions and 10 probability functions in all possible combinations. 

According to Ref 8, the 3  transformation function and the Gaussian cumulative normality distributions (Probit 
function, probability paper) are suitable. For the estimation of the probabilities, the functions PF = (i - 0.3)/(n + 1) and PF 
= (i - 0.417)/(n + 0.166) were best. In this case, i is the order number of the fractured specimens. The functions (i - 
0.535)/(n - 0.07); (i - 0.375)/(n + 0.25); (2i - 1)/2n = (i - 0.5)/n; and (3i - 1)/(3n + 1) were nearly as good, the first of them 
being the best in that group. 

General Rules. The needed number of specimens in one level is given by (Ref 1):  



N = 10 IF NMAX/NMIN ･10:1 
N = 15 IF 10:1 ･NMAX/NMIN ･30:1 
N = 20 IF NMAX/NMIN ･30:1  

(EQ 3) 

The number of needed levels of alternating load is determined by the rule that the median P50 with 50% probability of 
fracture should not shift from one level to the other more than:  

= 2  = 3.16 FOR ENGINEERING DECISIONS, 
OR = 3  = 2.16 FOR HIGH RELIABILITY OR SMALL CONFIDENCE INTERVALS  

(EQ 4) 

Yet increasing the number of specimens in the levels increases the reliability more than lowering the shift (Ref 2). The 
positioning of a second level after having evaluated a first one is made easy by using the sufficiently exact equations:  

N50 = C · SA
-K 

(N50/2/N50/1) = (SA1/SA2)K  

and with Eq 4:  

SA2/SA1 = [K ]-1  (EQ 5) 

where K is a value for the slope of the range of finite endurance (see Fig. 11). With some experience with K and Table 4 it 
is possible to choose Sa2/Sa1 at once. If there is no experience at all, one might start with 6 K 9, preferably with the 
higher values. The latter will lead to smaller distances of levels. After having the results of two levels one is able to 
calculate a more correct value using:  

K = (LOG N50/1 - LOG N50/2)/(LOG SA2 - LOG SA1)  (EQ 6) 

TABLE 4 VALUES OF SA2/SA1 VARYING WITH K AND  

K  DECADE   
4  5  6  7  8  9  10  11  12  

1/2  3.16  0.750  0.796  0.825  0.848  0.866  0.880  0.892  0.902  0.908  
1/3  2.16  0.826  0.858  0.880  0.896  0.909  0.918  0.926  0.933  0.938  

Note: Sa2 is the lower level. 

In practical work, three different tasks have to be done. First, the (technological) range of finite endurance has to be 
determined for a given field. Second, the alternating load has to be determined for a given number of cycles and to a 
given probability. Finally, at a given level of alternating load, the range of fractures has to be determined with caution in 
terms of statistical safety. 

Evaluation of the Range of Finite Endurance, Comparison of Results, and Conjunction with the Range of 
the Transition Region. With only three additional levels of alternating load, the range of finite endurance will be 
evaluated with a shift of 1/2 decade for N50. It is described above that the level 200 MPa was determined for the onset of 
the range of the transition region. All specimens had fractured before Ng = 107. The observed numbers of cycles were (in 
103): 723, 1403, 200, 7002, 560, 1963, 408, 4211, 1570, 880. The biggest and smallest numbers are 7002 × 103 and 200 × 
103 cycles; therefore Nmax/Nmin are about 35:1 ･30:1. This means that ten additional specimens had to be tested in the same 
level according to Eq 3. This is very risky, because one or two specimens might not fracture if we regard Fig. 5(b) as 
having established SFL99 = 211.3 MPa. Thus, additional specimens in the level 200 MPa might become a waste in our task 
to determine the range of finite endurance. Yet we will use the existing results to estimate the position of the next level. 
We arrange the results according to the number of cycles, assigned order numbers i, and calculate:  



PF = 100(I - 0.417)/(N + 0.166)  

where PF is given as a percentage. For Sa = 200 MPa:  

 

I  N  P, %  
1  200 × 103  5.73  
2  408 × 103  15.6  
3  560 × 103  25.4  
4  723 × 103  35.2  
5  880 × 103  45.1  
6  1403 × 103  54.9  
7  1570 × 103  64.8  
8  1963 × 103  74.6  
9  4211 × 103  84.4  
10  7002 × 103  94.3   

The results are plotted in Fig. 8. By a regression line the cycles N1, N10, N50, N90, and N99 with the probabilities of fracture 
1, 10, 50, 90, and 99% are evaluated as follows: N1 = 108 × 103, N10 = 302 × 103, N50 = 1157 × 103, N90 = 4381 × 103, and 
N99 = 13,570 × 103 (over 107!). We want a shift of a half decade and estimate K = 11. According to Table 4, the upper 
level is thus Sa1 = Sa2/0.902 = 200/0.902 = 221.7 MPa and 220 MPa will be used. The tests in this level with ten specimens 
yielded the following results for Sa = 220 MPa (N in 103): N = 4257 (specimen 1), N = 879, 799, 1388, 271, 308, 2073, 
227, 347, and N = 669 (specimen 10). For this case, Nmax/Nmin = 4257/227 = 19/1, and we have to test five other 
specimens according to Eq 3. Results for the additional five specimen tests for Sa = 220 MPa (N in 103) are:  

 

SPECIMEN  N  
11  1154 × 103  
12  393 × 103  
13  250 × 103  
14  196 × 103  
15  548 × 103   

Indeed, the range became a bit bigger because Nmin = 196 now. For the experimental ranking order, the probabilities P 
turn out as follows (with Sa = 220 MPa):  

 

I  N  P, %  
1  196 × 103  3.8  
2  227 × 103  10.4  
3  250 × 103  17  
4  271 × 103  23.6  
5  308 × 103  30.2  
6  347 × 103  36.8  
7  393 × 103  43.4  
8  548 × 103  50  



9  669 × 103  56.6  
10  799 × 103  63.2  
11  879 × 103  69.8  
12  1154 × 103  76.4  
13  1388 × 103  83  
14  2073 × 103  89.6  
15  4257 × 103  96.2   

Drawing of the regression line gives N1 = 76 × 103, N10 = 187 × 103, N50 = 560 × 103, N90 = 1819 × 103 and N99 = 4519 × 
103 cycles (Fig. 8). With Eq 6 we control K:  

K = (LOG 1157 - LOG 560)/(LOG 220 - LOG 200) = 
0.3151/0.0414 = 7.6  

Thus, the first estimation is seen to be wrong; therefore, we take K = 8. By means of Table 4 and Eq 5 this leads to the 
next level of alternating load, namely 254 MPa; 250 MPa is taken with results as follows (Sa = 250 MPa):  

 

I  N  P, %  
1  115 × 103  5.7  
2  129 × 103  15.6  
3  169 × 103  25.4  
4  178 × 103  35.2  
5  230 × 103  45.1  
6  271 × 103  54.9  
7  280 × 103  64.8  
8  305 × 103  74.6  
9  326 × 103  84.4  
10  568 × 103  94.3   

In this case, Nmax/Nmin < 10/1 and we need no further specimens. Evaluation by a regression line gives N1 = 65 × 103, N10 = 
114 × 103, N50 = 230 × 103, N90 = 464 × 103, and N99 = 831 × 103, and the values are plotted in Fig. 8. They call for 
renewed control of K:  

K = (LOG 560 - LOG 230)/(LOG 250 - LOG 220) = 
0.3865/0.0555 = 7.0  

The next higher level, according to Eq 5 and Table 4, is 250/0.848 = 295 MPa. At this level of alternating load the results 
were:  

 

I  N  P, %  
1  59 × 103  5.7  
2  80 × 103  15.6  
3  90 × 103  25.4  
4  98 × 103  35.2  
5  100 × 103  45.1  



6  107 × 103  54.9  
7  117 × 103  64.8  
8  128 × 103  74.6  
9  158 × 103  84.4  
10  177 × 103  94.3   

The evaluation by a regression line gives the values N1 = 46 × 103, N10 = 67 × 103, N50 = 105 × 103, N90 = 165 × 103, and 
N99 = 243 × 103 cycles. Altogether with 35 specimens the range for the finite endurance has been determined between 46 
× 103 and 4519 × 103 cycles. 

 

FIG. 8 EVALUATION OF THE LEVELS OF ALTERNATING LOAD 220, 250, AND 295 MPA IN THE RANGE OF THE 
FINITE ENDURANCE. THE LEVEL 200 MPA BELONGS AS WELL TO THE RANGE OF THE FINITE ENDURANCE AS 
TO THE RANGE OF THE TRANSITION. IT WAS EVALUATED PREFERABLY FOR DETERMINATION OF N50 AND 
ESTIMATION OF THE POSITION OF THE NEXT LEVEL 220 MPA, ALTHOUGH NOT ENOUGH SPECIMENS WERE 
TESTED. 

The four regression lines in Fig. 8 have different slopes. That happens often and explains why the estimation of the 
expected shift in Eq 5 is related to the median value, N50. 



The presentation of the ranges of finite endurance is done by drawings such as Fig. 3(a) and 3(b) and usually in 
conjunction with the range of transition also, if it has been determined. This is done in Fig. 9. Obviously the 1, 10, 90, and 
99% points in the range of finite endurance are not very good on regression lines. This is quite typical of that range and 
results from the small number of specimens at each level, which is not big enough to compensate for the strong statistical 
influence. The regression lines for 1, 10, 90, and 99% give some correction toward the population. No scientific study has 
yet allowed correction for whole ranges of finite endurance. It exists only for single levels (see below). Out of personal 
experience the following recommendations are offered: The number of specimens according to Eq 3 is already a 
minimum, good enough for clean metals such as aluminum- or copper-base alloys or clean steels, but it may be scanty for 
lower-quality carbon steel (as in this case), and quite probably it is not sufficient for cast metals, welded structures, and 
service-load conditions. 

 

FIG. 9 EVALUATION OF THE RANGE OF FINITE ENDURANCE IN FIG. 8 AND CONJUNCTION WITH THE RANGE 
OF TRANSITION IN FIG. 5(B) TO THE TYPE I FATIGUE DIAGRAM 

The joining of the ranges of the finite-endurance and the transition regions are not problematic in the case of Fig. 9. Only 
the point N99 of the level 200 MPa is not in harmony. This will not be a problem, because that level did not have enough 
specimens tested in the range of finite endurance. Its evaluation there was done only for the estimation of K, using N50. 
Yet sometimes the conjunction becomes difficult because both ranges have been determined independently in different 
ways and with too few specimens. Perhaps corrections are necessary. For example, SFL99 might be shifted on the ordinate 
up or down. In this case, some other SFLx may have to be shifted. According to Fig. 5 they have to be corrected by a new 
straight line through the shifted SFL99. 

It is mentioned above that Ng might be lowered to 2 × 106 if only probabilities below 10% are important. This is visible in 
a typical way in Fig. 9. By that reduction SFL1 would be influenced not at all, SFL10 a little bit, and SFL90 and SFL99 heavily. 
As a fact, 2 × 106 is already partially in the range of the finite-endurance region. If one reduces Ng in order to save time, 
one has to consider the consequences. For example, the conjunction of the ranges of finite endurance and of transition will 
become difficult. In that case, SFL1 will be fully acceptable and SFL10 will be nearly acceptable, but all values above will be 
too big to a remarkable degree. 

The comparison of the ranges of finite endurance has to be done by regarding the whole ranges over the full width of 
probabilities of fracture. In Fig. 10(a), conditions A and B are represented by two lines only. Both conditions were 
determined with the same number of specimens. Condition B clearly seems to be better than condition A. However, in 
Fig. 10(b), the thick lines for conditions A and B represent 50%, and the ranges are given fully. The range of condition B 
is much wider, and its 1% line is left of that of the range of condition A. Thus, condition A is better. First, the values for 



1% probability of fracture are at higher cycles; second, the values of condition A are much more reliable, because a much 
smaller range had been determined with the same number of specimens. For example, a slight change of slag inclusions or 
composition of high-strength screws might produce the change from condition A to condition B. 

 

FIG. 10 COMPARISON OF RESULTS IN THE RANGE OF THE FINITE ENDURANCE. THE POSITION OF THE THICK 
LINES IS CONSTANT IN THE THREE SUBFIGURES. (A) CONDITION B IS BETTER THAN CONDITION A. (B) THE 
THICK LINES REPRESENT 50% OF PROBABILITY. CONDITION A BECOMES BETTER BECAUSE THE RANGE OF 
CONDITION B IS MUCH BIGGER AND ITS 1% LINE IS LEFT OF THAT OF CONDITION A. (C) THE THICK LINES 
HAD NO DEFINED PROBABILITIES OF FRACTURE BECAUSE NO QUALIFIED EVALUATION HAD BEEN DONE; 
BOTH ARE SITUATED A BIT EXTREMELY IN THEIR EVALUATED RANGES, WHICH HAVE ABOUT THE SAME 
WIDTH. CONDITION A IS BETTER BECAUSE ITS 1% LINE IS RIGHT OF THAT CONDITION B. 

In Fig. 10(c), the two lines for conditions A and B were positioned without any planning or evaluation. Thus, the lines do 
not represent a defined probability of fracture. Full determination of the ranges might show up that the thick line of 
condition A was just at the left side of its range and that the one for condition B was more at the right side. Again, 
condition A is better, although both ranges have the same width about. The 1% line of condition A has the higher values 
and lies to the right of condition B. 

Evaluation of the Alternating Load Belonging to a Given Number of Cycles and a Given Probability of 
Fracture. Some standards demand the evaluation of the alternating load Sax(Nd) with a given probability of fracture, x, 
which belongs to a predetermined number of cycles for fracture, Nd. A typical demand is Sa10(105). This value is 
determined from previous examples (Fig. 9). A value for the probability 1% might be determined as well. 

From Fig. 9 it is easy to see that the Sa10 value is expected to become 262 MPa. The way (Ref 21) to determine it in an 
accurate manner and with a minimum of specimens is demonstrated in Fig. 11. In Fig. 11(a) only the ordinate in Nd is 
known. This value is used instead of Ng or Ngt and the Boundary Technique is applied. Figure 11(b) shows results in 
which the start level happened to be too high. Specimens 1 to 3 all fractured before Nd as Sa was readied at stepwise 
lowered levels. The first opposite event (i.e., fracture beyond Nd) happened with specimen 4, marked by a thick dash. At 
this stress level, nine additional specimens will be tested in the beginning. Equation 3 has to be considered, and the 
number of specimens may have to be raised after a first evaluation. In the case of Fig. 11(b), ten specimens are considered 
sufficient. Points I and II, with 10 and 90% probability of fracture, respectively, are determined in level 1 by evaluation as 
in Fig. 8. Point I is not far from the wanted point, WP, which might relate to level 1 as shown in Fig. 11(c). This might 
lead to the only theoretically correct conclusion: a level 2 would be fine for determination of points III and IV and, in 
consequence, determination of WP. However, there are severe objections:  

• THE STATISTICAL INFLUENCE ON THE SCATTER OF THE POSITIONS OF FRACTURE 
MIGHT BE SO STRONG THAT POINT F WILL BE FOUND INSTEAD OF POINT III, AND POINT 
Z IN THE ZENITH WILL BE EVALUATED INSTEAD OF THE THEORETICALLY CORRECT 
VALUE WP. IN PRACTICAL WORK, EVALUATION OF BOTH POINTS I AND III MIGHT BE 



SLIGHTLY INACCURATE, SUCH THAT POINT I IS TOO HIGH AND POINT III IS TOO LOW. 
THE EFFECT MIGHT BE THE SAME. THIS EXAMPLE OF A HEAVY FAULT IS NOT VERY 
EXTREME, THUS A SITUATION AS GIVEN BY LEVELS 1 AND 2 IS NOT RELIABLE ENOUGH 
AND SHOULD BE AVOIDED.  

• LEVEL 2 MIGHT NEED MORE SPECIMENS THAN LEVEL 3. NEVERTHELESS, THE RESULTS 
OF LEVEL 2 MIGHT BE LESS RELIABLE STATISTICALLY.  

• THE POSITION OF LEVEL 2 MIGHT ALREADY BE IN THE RANGE OF TRANSITION, AND IF 
SO SOME SPECIMENS WILL NOT FRACTURE. THUS, LEVEL 2 WOULD NOT BELONG TO 
THE RANGE OF THE FINITE-ENDURANCE REGION. THIS CASE SHOULD BE AVOIDED. 
(NOTE: NEVERTHELESS IT WILL BE GIVEN SOMETIMES AND NO FURTHER SPECIMENS 
MIGHT BE AVAILABLE. AN EVALUATION IS POSSIBLE IF THE NUMBER OF 
UNFRACTURED SPECIMENS IS SMALL RELATIVELY TO THE NUMBER OF TESTED 
SPECIMENS (<20%). FOR THIS PURPOSE THE UNFRACTURED SPECIMENS WILL GET 
THEIR ORDER NUMBERS TOO, THE HIGHEST ONES OF COURSE. THAT MAKES IT 
POSSIBLE TO GIVE THE OTHER SPECIMENS THE CORRECT ORDER NUMBERS AND 
PROBABILITIES OF FRACTURE. DURING EVALUATION (AS IN FIG. 8) IN SUCH A LEVEL 
THE UNFRACTURED SPECIMENS WILL ALL GET THE SAME POSITION NG OR NGT, YET 
DIFFERENT PROBABILITIES. THE EVALUATION BY DRAWING A STRAIGHT LINE WILL 
USE THE POSITIONS OF THE FRACTURED SPECIMENS PREFERABLY. THE RELIABILITY 
OF THE RESULTS IS LOWER.)  

• LEVEL 2 NOT ONLY MIGHT NEED MORE SPECIMENS, BUT WITHOUT ANY DOUBT IT 
WILL NEED MUCH MORE TESTING TIME THAN LEVEL 3. THUS TESTING AT LEVEL 2 
WILL BE MORE EXPENSIVE.  

 

FIG. 11 EVALUATION OF THE ALTERNATING LOAD SAX (ND), WHICH BELONGS TO A PREDETERMINED VALUE 
OF PROBABILITY X AND CYCLES TO FRACTURE ND, WHERE X = 10%. (A) ONLY ND IS KNOWN. (B) BY MEANS 
OF THE BOUNDARY TECHNIQUE AND THREE TRACING SPECIMENS, A LEVEL IS FOUND WHERE THE FIRST 
OPPOSITE EVENT (FRACTURE RIGHT OF ND) WILL BE FOUND. ALTOGETHER TEN SPECIMENS ARE TESTED 
THERE AND THE POINTS I AND II WITH 10 AND 90% PROBABILITY OF FRACTURE ARE EVALUATED. (D) THE 
WANTED POINT, WP, IS DETERMINED AFTER FINDING AND EVALUATING LEVEL 3. SEE TEXT FOR DETAILS. 
SOURCE: REF 21 

In order to find the upper level 3, a line has to be drawn from point II in the lower level to point VI, the intersection with 
the ordinate in Nd, giving the position and alternating load of the upper level. Mathematically this can be done by:  

LOG SUPPER = LOG SLOWER + (LOG N90LOWER - LOG ND)/K  (EQ 7) 



where log N90lower means point II. 

The Boundary Technique might make the first level the upper one. In this case a line has to be drawn from point V in the 
upper level to point I. Mathematically this will be done by:  

LOG SLOWER = LOG SUPPER + (LOG N10UPPER - LOG ND)/K  (EQ 8) 

where log N10upper refers to point V. The problem is the estimation of the right value for k. It becomes more difficult if a 
value of x = 1% for Sax(Nd) is wanted. No scientific study is known for k, and there have been only a few experiences. The 
one reported here belongs to 50% values or lines, and those for 1, 10, 90, and 99% are different, as might be seen in Fig. 9 
and 11(c), where the values K10 and K90 are defined. Every laboratory has to develop its own experience. Using k50 instead 
for the beginning will give a higher position of the upper level, because the line from point II to point VI becomes steeper. 
This is not bad. Yet the use of k50 for finding the lower level will result in too low a lower level, and this might become a 
problem, as explained above. 

Alternatively, the first level might be in the midst. This will be seen by the fact that Nd is in the center of the range of 
fractures in that level, close to the median N50. In such a case it might be dared to use the first choice for the upper level 
and to go downward afterward. This is given if we take 295 MPa in Fig. 9 as a first and upper level and evaluate by use of 
Eq 8 to 220 MPa for the lower level. Connection of the crossed 10% points in those two levels by a straight line would 
lead to practically the same result, Sa10(105) = 262 MPa. Using the other tested levels would give about the same result. 
Thus all appears to be very fine, but the approach is not practical. In the example of Fig. 9, the same results were always 
used, and there the points lay on well-defined straight lines. This is not guaranteed in practice. In all likelihood, repetition 
with the next batch of specimens out of the same population (tested at the same levels) would give different results. No 
known scientific study has faced that problem and determined safety factors for correction. Safety factors that might be 
used are explained below, based on the evaluation of one level only. The evaluated Sax(Nd) should be divided by those 
factors and thus be lowered in the interest of safety. 

The method illustrated in Fig. 11 might also be used for searching a restricted area in the range of the finite-endurance 
region with a minimum of specimens, as a preliminary measure before more intensive experiments are started. In Ref 21 a 
more sophisticated method is used to evaluate point WP in Fig. 11(c) directly. Unpublished comparative studies indicate 
that this method is not safe enough. The fault previously described for point F happened too often. 

Safe Evaluation of Fatigue Data in a Predetermined Level of Alternating Load. Consider that an unlimited 
number of specimens in one level could represent a population. From general statistical laws, we know that for each 
population there are two borderlines within which the possible results of samples will be found (Fig. 12). This means that 
we have to expect that some results out of a limited number of samples will differ from that one of the unlimited 
population. For example, the very steep sample 1 will give much too high a value for the 1% probability of fracture, and 
sample 4 will give too low a value for N1. Nevertheless, samples 1 and 4 have the same median as the general population. 
For the samples 2 and 3 the medians are different, yet the errors for a 1% value are smaller. An enlargement of the sample 
size will cause the distribution to approach the theoretical borderlines and enlarge their radius. Thus the possible errors 
will be reduced. To a limited degree, the possible errors are dependent on the steepness of the sample lines, in other words 
on their ranges or, as a very practical tool, on the relations R1 = N99/N1 or R10 = N90/N10. 



 

FIG. 12 THE REGRESSION LINES OF THE POPULATION OF SPECIMENS AND OF FOUR OF MANY POSSIBLE 
SAMPLES FROM THE POPULATION WITHIN ITS DOTTED BORDERLINE FOR A GIVEN SAMPLE SIZE 

In Ref 8 this problem was studied on 56 data groups that were taken for approximations to populations and were 
evaluated for N1 and N10. Afterward, samples were drawn out of the populations, and their values N1, N10, R1, and R10 were 
evaluated. Equation 3 was considered. The comparison with the N1 and N10 values of the populations gave safety factors 
SF1 and SF10, which mean the correction of the samples toward the population. The plotting of the safety factors over the 
values R1 and R10 was done in diagrams such as Fig. 13(a) and 13(b). In the case of homogeneous populations, all possible 
values for the safety factors grouped themselves in a restricted area (Fig. 13a). The dotted line of this restricted area might 
represent a confidence of 95 or 99%. This means that 5 to 1% of all safety factors might be outside of the dotted lines. 
The restricted area is symmetrical about the value SF = 1. Its position and width is typical for the investigated materials 
(for the scatter of results conforming to Fig. 12). Half of the points are below and above the horizontal line through SF = 
1. Theoretically this would allow correction of every point by application of the appropriate safety factor. Points below 
SF = 1 mean that the values N1 or N10 of the samples are too safe (too low in regard to those of the population). Yet there 
is no indication whether the sample is on the safe or unsafe side of the population. For the sake of safety, one has to use 
only the values of SF > 1 and to calculate N1 and N10:  

NXCORRECTED = NXSAMPLE/SFX  (EQ 9) 

 



FIG. 13 (A) SCHEME OF THE RELATION BETWEEN RANGE R1 AND SAFETY FACTOR SF1 IN THE CASE OF 
HOMOGENOUS POPULATIONS. (B) ONE POSSIBLE SCHEME FOR AN INHOMOGENEOUS POPULATION 

In the case of inhomogeneous populations, distributions as in Fig. 13(b) were found. 

In practical work, one has only a sample. After evaluation as in Fig. 8, values such as N1, N10, R1, and R10 are available. 
For example, one goes with R1 into Fig. 13(a), finds SF1, and corrects N1 by use of Eq 9. Of course, the problem is the 
source of Fig. 13(a). Interested laboratories have to excavate their stored data and determine the diagrams for safety 
factors themselves for their special needs. 

For the situation of a laboratory with no appropriate population, one option is to cautiously consider whether or not their 
sample can be represented by the 55 data groups in Ref 8 (excepting the data group for cast iron, for which Eq 3 was not 
sufficient). The 55 data groups contain alloys such as AlMg, AlCuMg, cheap steels, steels low alloyed with Cr and Mo or 
with Cr and Ni, one steel with 0.02% C, 18% Ni, 8% Co, and 5% Mo. The alternating loads were deflection with 
triangular form of momentum; rotating bending with trapezoid form of momentum; prismatic specimens with one-sided 
notch at the surface; with a thin specimen as used in fracture mechanics in mode I. Possibly, Fig. 14 (Ref 8) might be used 
as a crutch. The price will be to find bigger risk factors, as in diagrams for one special population. In any case, Fig. 14 
should not be used for samples out of cast alloys or welded structures, or to investigate the effects of service load, 
combined alternating loads, corrosion, or humidity. 

 

FIG. 14 SAFETY FACTOR SF1 VARYING WITH RANGE R1 FOR 55 DATA GROUPS COMBINED IN ONE DIAGRAM 
FOR 1% PROBABILITY OF FRACTURE. EIGHT RANDOM STARTS; PROBABILITY FUNCTION P = (I - 0.417)/(N + 

0.166); TRANSFORMATION FUNCTION 3  OR GAUSSIAN CUMULATIVE NORMALITY (PROBIT); 
CONFIDENCE LINES FOR 90 AND 99% WHICH REPRESENT ONLY 90 AND 99% OF ALL DETERMINED VALUES, 
NOT OF THE POPULATION. (B) AS IN (A), EXCEPT SF10 FOR 10% PROBABILITY OF FRACTURE AND RANGE R10. 
SOURCE: REF 8 
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** THIS EXPERIENCE BECAME ONE OF THE EXPERIMENTAL REASONS TO ACCEPT SFL1 AS A 
GOOD APPROXIMATION FOR SFL. 

Planning and Evaluation of Fatigue Tests 

Wolfgang-Werner Maennig, Department of Mechanical Engineering, Division of Material Sciences, Technische Fachhochschule Berlin 
(retired), Germany 



 

Extrapolation from the Range of Finite Endurance into the Range of Transition 

It is a common desire to extrapolate from evaluations in the range of the finite endurance into the range of the transition. 
The needed number of specimens and the testing time, even with the Boundary Technique, is believed to be too high to be 
feasible in some cases. In Ref 2 it is proven that such an extrapolation is not possible by the use of simple lines (as in Fig. 
10a). 

Another way is to find a diagram by a basic study, as in Fig. 9, and to test new incoming batches of parts with 
theoretically the same features at only one level of alternating load, for example 220 MPa. A rejection of the incoming 
charge of parts will be planned for a defined change in the considered level. For example, an important change might be 
seen if the range of fracture positions becomes much broader or has a shift to the left in such a way that N1 will be at 2 × 
104 cycles in level 220 MPa. In this case one might conclude that SFL1 is much lower than 147 MPa. 

This way is full of risks. First, although the upper border of the range of transition approaches the range of the finite-
endurance region, there is no reason to believe that the lower border of the range of transition (SFL1) has any logical 
connection with the range of the finite-endurance region. No scientific proof or indication is known for that. On the 
contrary, it is trivial that different phenomena of physical metallurgy play the main role in both ranges. Thus it is 
conceivable that any change in the properties of the material might enlarge the range of transition without influencing 
much the range of the finite endurance. In regard to Fig. 9 this might mean that the results in level 220 MPa remain 
untouched, even though the 1% line goes much lower and SFL1 will therefore become smaller. 

Second, consider a professional who believes in a logical connection between a level in the range of the finite endurance 
and the lower border (SFL1) of the range of transition. If the incoming batch of parts has a much broader range N99/N1 in 
the level 220 MPa, it will need more specimens for reliable evaluation. Usually those will not be prepared, and the 
consequence might be that randomly the chosen sample will give values for acceptance nevertheless. This risk becomes 
much stronger if the planned number of specimens is chosen too small from the very beginning, in this example 10 
instead of 15. Another batch of incoming parts might have a range N99/N1 which is only a bit smaller than usual, say 
N90/N10 as in Fig. 9. Perhaps the charge will not be rejected, although it might belong to a fatigue diagram that has a lower 
range of finite endurance and thus also a lower range of transition and SFL1. In still another case, the range N99/N1 of the 
new charge of parts might be excellent and no rejection will be possible. Also, this time the range of finite-endurance 
might be much lower and the SFL1 value lower as a consequence. 

A much more reliable solution would be to choose level 140 MPa in the case of Fig. 9 and to settle the demand for no 
fractures in ten specimens up to 2 × 106 cycles. This would mean 2 × 107 cycles altogether. A resonance fatigue testing 
engine might be trimmed to 150 cycles per second, or 540,000 cycles per hour. (Resonance testing machines are relatively 
cheap and do not need much energy. They are sufficient for the range of transition and for the lower part of the finite-
endurance region in case of constant amplitudes, as in Fig. 1.) Thus the ten specimens could be tested within 37 h running 
time, or easily in 48 h, including machine setup by trained operators. If that is still too much time, one has to use several 
testing machines, gage them against one another, and run the sample out of the incoming batch of parts on all machines at 
the same time. (The gaging should be done statically as well as by running fatigue tests with big samples of equal 
specimens that are from the same population without any doubt. A careful planning of the tests is also necessary.) There 
are practically no risks involved in choosing the level if it is well established. The risks of using several machines will 
depend on the quality of the gaging. In any event, the risks should be smaller than those of testing a level in the range of 
the finite endurance in order to estimate the lower border of another range. 

In our example, at the level Sa = 140 MPa one has to expect a result of "no fracture" within the 10 specimens. If there 
happens to be 1 fracture, it is possible and perhaps even likely that this sample has a lower SFL1 value. And if there is more 
than 1 fracture it should be taken as being proven that the SFL1 value is lower than in the population. In other words, the 
new delivery does not belong to the population and has to be refused. An agreement might be made to take and test a 
second sample from the new delivery if there is 1 fracture in the first sample tested. The delivery might be accepted if 
there is no fracture in the second sample. 
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Effect of Surface Conditions and Processing on Fatigue Performance 

Brian Leis, Battelle-Columbus 

 

Introduction 

SURFACE CONDITION and manufacturing-related surface alterations strongly influence fatigue resistance. Data that 
characterize their effects provide the means to extend life prediction methods (which are based on the behavior of 
idealized test specimens) to applications more typically found in industrial design applications. The effect of a surface 
treatment or modification is case specific. That is, the effect depends on how a process alters local composition, alters or 
orients local microstructure, introduces long- or short-range self-stresses (residual stresses) due to constraint, and/or alters 
the surface finish, which depends on the specific process parameters and the material that the process is applied to. The 
extent to which these surface changes improve fatigue life are measured by comparison to reference data developed using 
typical smooth laboratory test specimens. 

Surface treatments or modifications are effective because many materials are subject to service conditions that degrade 
material performance by contact of the surface with some external factor, such as an aggressive environment. Surface 
modifications are particularly effective in applications where the serviceability is limited by fatigue (or a fatigue-related 
mechanism such as corrosion fatigue) because the fatigue process, which involves reversed slip in homogeneous 
materials, occurs most readily at a surface. (Slip at a surface is enhanced in the absence of grain-to-grain compatibility 
and the freedom for slip along slip planes with a component normal to the surface.) Finally, surface modifications are 
popular because the modification is localized at the surface and so the modification can be made cost-effectively. 

Surface modifications have been used to improve fatigue performance for decades. Early applications include improved 
resistance to environmental effects, as for example the use of clad aluminum, introduced in the 1950s to improve 
corrosion-fatigue resistance. Early applications also used case heat treatment to harden a thin shell of material to achieve a 
higher steel hardness, with the anticipated increase in fatigue endurance or wear resistance as in hardened steel shafts and 
gears. Surface processing has historically also made use of treatments that created local compression residual stresses. 
This was done either by external working, as with shot peening, or by mechanical loading prior to service, which created 
compression residual stresses at the surface through local yielding in components with strain gradients. In principle, the 



same concepts employed in some cases since the 1950s are still being used today. However, the recent schemes involve 
more sophisticated technologies, such as localized laser processing, ion-beam bombardment, and so on. 

This article presents an approach to characterizing the effects of surface treatments to enhance fatigue properties, with 
particular concern for wear, corrosion, and thermal effects. The effect of processing on performance in this context could 
be illustrated by experimental data sets representing specific materials, typical test geometries, and a range of different 
processing methods used to enhance resistance as compared to results for laboratory tests. Such a presentation format 
would catalog available data, but it would not, nor could it, cover all current applications. More importantly, it could not 
provide insight useful in assessing the possible effects of new processes or new materials, nor could one identify the best 
way(s) to improve fatigue resistance in a given application. 

For these reasons, the approach taken here is to present and illustrate trends in available data with respect to influences on 
microstructure, orientation, residual stress effects, and surface effects. In this way the available data provide guidance for 
both current and future applications. Following this generic discussion, data specific to the more common processes are 
presented to document the extent of the effect on fatigue resistance and deformation behavior. 

The general outline of this article follows some possible procedural steps in evaluating processing effects on fatigue 
performance (Fig. 1). The article begins with general information on the role of residual stress and the baseline 
established by typical polished smooth specimen testing for comparison of the effects of surface treatments and 
modifications. With this backdrop, considerations in selecting fabrication or subsequent surface processing procedures to 
improve fatigue resistance are discussed in terms of their respective effects on fatigue performance. This article then 
considers the development of test data to quantify the effect of a procedure on a given application. Thereafter, the less 
satisfactory alternative is addressed, adapting previously generated data to estimate trends in the improvement from a 
given processing effect. In this case the extent of the improvement is estimated by adjusting baseline properties to account 
for the expected improvement, based on patterns established from the literature for a similar material and process. 



 

FIG. 1 CONCEPTUAL PROCEDURE FOR EVALUATING PROCESSING EFFECTS ON FATIGUE PERFORMANCE 

This article is neither material nor application specific. It reflects the behavior of materials such as steels, cast irons, and 
aluminum alloys and considers to some extent both crack initiation and propagation to the degree that each is affected by 
surface treatment and modifications. Fabrication and subsequent processing procedures relying on thermal, thermal-



mechanical, and mechanical processes applied to the base material are addressed, and other methods that add to or modify 
the surface are discussed in terms of surface effects, residual stress effects, and chemistry and microstructure effects. Two 
examples and details about specific processing and fabrication effects on crack initiation for a range of materials also are 
included to serve as a guide for applications encountered in design. 
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Residual Stresses and Processing 

It has long been recognized that residual stress and surface condition influence fatigue. Smooth test specimens are 
typically polished and enhance fatigue, whereas precracked specimen geometries may by virtue of their preparation 
contain longer-range residual stresses. Actual component fabrication may also involve processes that modify the surface 
or relieve the residual stresses, altering the fatigue resistance from that anticipated. The stress gradient in a component 
almost certainly will be different from that of a test specimen. The correlation, or lack of it, between simple specimen 
fatigue data and fatigue lives obtained with real components is a well-known concern that is influenced by several 
possible sources of material differences between the specimen and an application component. 

In particular, several generations of mechanical and metallurgical engineers have dealt in some way with the interrelation 
between the surface condition of a material and the resulting fatigue strength. From the early days of analyzing the 
failures of rotating and reciprocating machinery, the detriment of sharp corners, steps in shaft diameters, and tooling 
marks has been well recognized. In addition, the surface roughness measurement is very significant in relation to 
exhibited fatigue life; there is a direct quantitative correlation between surface roughness and fatigue. 

However, the apparent relation between surface roughness and fatigue is in reality much more complex. Typical plots of 
fatigue strength versus surface roughness in a given material are often produced experimentally by different surface 
finishing methods, such as grinding, turning with different tool radii, rough polishing, finish polishing, and lapping. To a 
large extent, the surface residual stresses resulting from these different finishing methods are key. For example, rough 
grinding typically produces high tensile residual stresses; "fine" grinding, lower tensile stresses; polishing and sanding, 
moderate compression; lapping and polishing, high (but shallow) compressive stresses, and so on. It is now realized that 
variations in residual stress produced in the surface by the finishing methods often are the main influence on fatigue life, 
not the surface roughness itself (Ref 1). 

From a systematic study described in Ref 1, general surface integrity and fatigue strength are consistently related by the 
surface residual stress with some general observations:  

• IN MANY CASES, SURFACE RESIDUAL STRESS IS THE SINGLE MOST IMPORTANT 
FACTOR INFLUENCING FATIGUE BEHAVIOR AFTER THE INHERENT STRENGTH OF THE 
MATERIAL ITSELF IS CONSIDERED.  

• THE RESIDUAL STRESS EFFECT IS MOST PRONOUNCED IN THE ENDURANCE LIMIT 
REGIME (107 CYCLES), ALTHOUGH SIGNIFICANT EFFECTS OF RESIDUAL STRESS CAN BE 
SEEN IN THE HIGHER STRESS RANGES (LOW-CYCLE FATIGUE REGION), WHICH YIELD 
LIVES OF 103 TO 105 CYCLES.  

• THE EFFECT OF RESIDUAL SURFACE STRESS ON FATIGUE TENDS TO DIMINISH AS TEST 
TEMPERATURES ARE INCREASED SIGNIFICANTLY, PRESUMABLY RELATED TO THE 
RELAXATION OF RESIDUAL STRESS DUE TO THE THERMAL EXPOSURE.  

• THE EFFECT OF SURFACE FINISH OR ROUGHNESS WITHIN REASONABLE RANGES (UP 
TO 100 TO 200 IN., ARITHMETIC AVERAGE) ON FATIGUE STRENGTH IS MUCH LESS 
THAN HAS BEEN TRADITIONALLY ACCEPTED BY THE ENGINEERING COMMUNITY. 
RESIDUAL STRESS CAN BE A MUCH MORE POTENT FACTOR. GROSS SURFACE 
DISCONTINUITIES ARE, HOWEVER, CLEARLY DETRIMENTAL.  

• SURFACE RESIDUAL STRESS ALSO AFFECTS THE STRESS CORROSION RESISTANCE OF 
THOSE MATERIALS/CONDITIONS SENSITIVE TO THIS PHENOMENON. TENSILE 



RESIDUAL STRESSES IN THE SAME DIRECTION AS APPLIED EXTERNAL STRESS CAN 
SIGNIFICANTLY REDUCE THE THRESHOLD OF CRACK INITIATION IN SENSITIVE 
MATERIALS/ENVIRONMENTAL CONDITIONS.  

• COMPLEX SURFACE CONDITIONS, SUCH AS THOSE PRODUCED BY CARBURIZING AND 
SUBSEQUENT CASE HARDENING, EXHIBIT THE SAME TREND, ALTHOUGH THE 
INCREASE IN FATIGUE STRENGTH OBSERVED (IN THIS CASE) IS PROBABLY 
ATTRIBUTABLE TO BOTH COMPRESSIVE RESIDUAL STRESSES RELATED TO THE 
CARBURIZING/HARDENING PLUS CONCOMITANT PHASE CHANGES, AS WELL AS TO 
THE INCREASE IN THE INHERENT STRENGTH OF THE HIGHER CARBON, HIGHER 
HARDNESS OF THE SURFACE.  

• SHOT PEENING IS PARTICULARLY COMPLEX IN ITS ANALYSIS AND CAN BE DISCUSSED 
IN OVERVIEW ONLY IN GENERAL TERMS. PEENING GENERALLY PRODUCES RESIDUAL 
SURFACE COMPRESSION; IT ALSO TYPICALLY CAUSES WORK HARDENING. BOTH TEND 
TO INCREASE FATIGUE LIFE. PEENING, HOWEVER, ALSO CAN CAUSE MICROCRACKING, 
MICROTEARING, THE FORMATION OF SMALL LAPS AND SEAMS, AND SIGNIFICANT 
SURFACE ROUGHENING IN THE "OVERPEENED" CONDITION. THE NET RESULT IS 
COMMONLY AN INCREASE IN FATIGUE STRENGTH WITH MODERATE PEENING BUT A 
DEGRADATION OF PROPERTIES IF MULTIPLE OR REDUNDANT PEENING CYCLES ARE 
APPLIED. UNDOUBTEDLY, THE ENHANCEMENT DUE TO THE DEVELOPMENT OF 
COMPRESSIVE RESIDUAL STRESSES IS A FACTOR IN THE BEHAVIOR OF PEENED 
SURFACES, BUT IS ONLY ONE OF THE FACTORS THAT ARE ACTIVE.  

The observed relationship between residual stress in the surface zone and fatigue strength as measured by the 107 cycle 
endurance limit is shown in Fig. 2 for 4340 steel; 17-4PH, a typical austenitic steel; Ti-6Al-4V; and aluminum alloy 7075, 
typical of high-strength aluminum alloys. While Fig. 2(a) involves only grinding, Fig. 2(b) to (d) show data from surface 
finishing methods including grinding, sanding, milling, and turning, and nontraditional methods such as electrical 
discharge machining, electrochemical machining, electropolishing, and chem-milling. In Fig. 2(b), two of the 17-4PH 
specimens exhibited distinct double peaks in the residual stress profile, as indicated in this figure. In the case of the 
titanium alloy (Fig. 2c), two different chemical milling procedures (nontraditional) were used that resulted in widely 
varying surface finishes; both exhibited virtually no residual stress. The aluminum alloy tended to exhibit smaller 
differences in fatigue strength levels, due in part to the lower strength level in comparison to that of the other materials. 



 

FIG. 2 CORRELATION BETWEEN PEAK RESIDUAL SURFACE STRESS AND 107 CYCLES FATIGUE LIMIT OF 
VARIOUS STRUCTURAL ALLOYS FOR VARIOUS FINISHING METHODS. (A) 4340 STEEL. (B) 17-4PH AUSTENITIC 
STAINLESS STEEL, WITH DOUBLE PEAKS OF RESIDUAL STRESS INDICATED WITH LINES BETWEEN DATA 
POINTS. (C) TI-6AL-4V. (D) 7075 ALUMINUM ALLOY. SOURCE: REF 1 

Standard Specimen Fatigue Data as a Benchmark. Fatigue properties are normally determined using standard 
specimens, which often do not reflect the conditions that exist in real components or reflect the type of surface treatment 
or modifications that might be used to improve fatigue resistance to meet design objectives. For example, the standard 
smooth specimen is lathe turned and often has a ground or polished surface. 

In contrast, in practical situations fatigue cracks often initiate on a mill-scale, sheared, or plated surface, or at a surface 
that is roughened due to plastic flow associated with significant stretching due to forming. In turn, these surfaces may be 
subjected to some subsequent reworking and processing to offset the reduction in fatigue resistance as compared to the 



polished smooth specimen. Because fatigue crack initiation in homogeneous materials occurs at the surface, surface 
conditions that diminish stress raisers (finish) enhance fatigue properties or protect against degradation (wear, corrosion, 
etc., via functionally gradient materials). A rougher surface thus shortens the life in the high-cycle fatigue regime, 
although surface treatments can improve fatigue life (Fig. 3). In these cases, it is also important to consider the inherent 
residual stresses, as noted above. 

 

FIG. 3 INFLUENCE OF SURFACE ROUGHNESS AND FINISH ON FATIGUE RESISTANCE OF SMOOTH SPECIMENS. 
ROUGHNESS AND FINISH EFFECTS INCLUDE SOME RESIDUAL STRESS EFFECTS, AS NOTED IN TEXT. SOME 
SURFACE TREATMENTS, SUCH AS HARD CHROME PLATING, CAN PRODUCE SURFACE CRACKS, WHICH RESULT 
IN A LOWER LIFE. SOURCE: REF 2 

In most cases, standard specimens are designed to minimize residual stresses. ASTM E 606 (Ref 3) discusses smooth 
specimen preparation with a view to minimizing initial stresses in the specimens. Likewise, ASTM E 647 (Ref 4) warns 
of the effect of residual stresses and provides guidance to assess their potential influence on crack propagation data. In 
contrast, actual hardware may contain residual stresses and related gradients due to processing such as surface hardening 
methods or shot peening. Mean stresses influence fatigue life, and the effect of residual stress can also be accounted for as 
a mean stress effect. This influence of residual stress is illustrated in Fig. 4 for precracked (fatigue crack growth) 
specimen test results (Ref 5). 



 

FIG. 4 INFLUENCE OF RESIDUAL STRESSES ON PRECRACKED SPECIMENS. COMPACT TENSION SPECIMEN, R = 
1/3, FREQUENCY 20 HZ, DRY AIR (RELATIVE HUMIDITY < 10%). (A) STRESS RELIEVED. (B) PARENT SLAB. 
SOURCE: REF 5 

In addition, it may be difficult to represent the microstructural and composition gradients that exist at critical areas and 
along crack paths using standard specimen sizes and geometries. It also should be emphasized that the "best" material 
under standard conditions may not be the best under practical conditions. This confusing circumstance develops in 
situations where the benefit of one material (say higher endurance stresses at long fatigue lives, which arise because of 
increased hardness in polished smooth specimens) is offset by the rough surface in the application, which reduces the life 
through notch sensitivity (that has been increased by the increased hardness). Increased notch sensitivity, formation of 
quench cracks, and a range of other negative factors may develop when uncontrolled changes are introduced in order to 
enhance fatigue performance. 

The final point of emphasis relates to components for which there is a significant fraction of the total life involved in both 
crack initiation and propagation. Attempts to improve long-life fatigue resistance by using more refined microstructures 
may lead to decreases in crack growth thresholds (Fig. 5). Refined grain sizes tend to increase the long-life fatigue 
strength for smooth specimens, but they also tend to decrease the threshold for cracking in precracked specimens, at least 
for some materials. In such cases, the choice of the "best" material is not straightforward. To complicate matters further, 



processing may produce a variation in microstructure throughout a component. Figure 5 might suggest that a refined 
surface structure, coupled with a coarser structure in the midthickness, would represent an optimum processing procedure 
for some lower-strength steels (in some applications). However, for high-strength steels an optimum processing procedure 
could involve maintenance of a refined surface structure throughout the thickness. 

 

FIG. 5 INFLUENCE OF GRAIN SIZE ON NORMALIZED FATIGUE THRESHOLDS IN THREE MATERIALS. SOURCE: 
REF 6 

It follows from the above discussions that standard specimens represent factors that affect fatigue in ways that may differ 
significantly from the conditions in real components. This does not mean that the standard specimens and related test 
standards are ill-conceived. Standard specimen designs and test conditions are typically defined so that a common basis 
for comparison of properties exists between materials. It is this common or standard basis for comparison that permits the 
engineer to assess which is the "best" material for the application. It remains the responsibility of the engineer to account 
for differences between standard conditions and service applications. Likewise, it remains the responsibility of the 
engineer to ensure that the apparent benefits of surface treatments and modifications made to improve fatigue resistance 
will have the intended effect in practice. Selected full-scale component testing may be necessary to accomplish this. In 
general, standard specimens and test conditions tend to maximize fatigue resistance or minimize fatigue damage, as 
compared to practical conditions. 
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Effect of Processing and Fabrication 

Figures 2, 3, 4, and 5 suggest that the design analysis cycle can move forward only if data on the effects of fabrication and 
surface processing are available for the range of viable materials, covering the scope of fabrication and processing 
methods that are both practical and economically attractive. Unfortunately this is seldom the case. Necessary data simply 
are not available to cover this spectrum of materials and processes. Designers are often obliged to move forward in the 
presence of very limited data. In some cases they can develop data using standard tests to quantify the improvement that 
can be expected from a given surface process for a given set of processing parameters. However, seldom are designers 
afforded the luxury of data that cover all fabrication and processing situations. Accordingly, this section discusses 
fabrication and processing effects from the standpoint of why/how the effect develops and how one can assess its 
significance using either standard specimen data and/or application-specific experiments. Trends in surface processing 
and related fabrication effects are presented for a range of processing procedures and materials at the end of this article. 
Throughout it is assumed that the reader is familiar with the various fabrication and processing methods and is acquainted 
with the key parameters for controlling these methods. Further background on fabrication and processing methods may be 
found in companion volumes of the ASM Handbook series. 

The effects of various processing or fabrication procedures are outlined briefly in Tables 1, 2, 3, and 4. The effects are 
analyzed first as physical effects, and they are described in terms of their tendency to alter the material, the stress field, 
and/or the surface, as compared to that of the standard smooth or precracked specimens. 

TABLE 1 ANALYSIS OF THE EFFECT OF FABRICATION ON FATIGUE PERFORMANCE OF 
COMPONENTS 

PROCEDURE  PHYSICAL 
EFFECT(A)  

RELATIVE 
INFLUENCE  

TYPICAL EFFECT ON 
FATIGUE RESISTANCE  

COLD WORK (M, 
SS)  

SIGNIFICANT  

ORIENTATION 
(M)  

SIGNIFICANT  

FORM OR DEEP DRAW  

ROUGHNESS (S)  MINOR TO 
SIGNIFICANT  

VARIABLE  

HOT WORK (M)  MINOR  
ORIENTATION 
(M)  

MINOR  

END GRAIN (S)  SIGNIFICANT  

FORGE OR EXTRUDE  

LAPS (S)  SIGNIFICANT  

DECREASE (CAN 
INCREASE IN DIRECTION 
OF FLOW)  

ROUGHNESS (S)  MACHINE (PUNCH, CUT, 
TURN/MILL, GRIND)  COLD WORK 

(SS)  

SIGNIFICANT  VARIABLE, BUT OFTEN 
DECREASE  

ORIENTATION 
(M)  
SIZE (M)  
CHEMISTRY (M)  

DIE CAST  

RESIDUALS (SS)  

SIGNIFICANT  DECREASE WITH 
RESPECT TO WROUGHT  



VOIDS (S)   
COLD SHUTS (S)  
AS FOR DIE  SAND CAST  
ROUGHNESS (S)  

  

CHEMISTRY (M)  
ROUGHNESS (S)  
RESIDUALS (SS)  

LINEAR OR SPOT WELD  

GEOMETRY  

SIGNIFICANT  DECREASE  

DRESSED, CONTOURED 
WELD  

GEOMETRY  SIGNIFICANT  

PEENED WELD  RESIDUALS (SS)  SIGNIFICANT  

INCREASE WITH RESPECT 
TO AS-WELDED  

POWDER COMPACT  POROSITY (S)  SIGNIFICANT  DECREASE  

Note: Data are as compared to laboratory fatigue test results on polished, residual-stress-free samples. They apply only for 
intermediate to long-life crack initiation conditions and near-threshold to intermediate crack growth rate conditions. 

(A) M, MATERIAL/MICROSTRUCTURE CHANGE; SS, SURFACE RESIDUAL STRESS EFFECT; S, 
SURFACE ALTERATION  

TABLE 2 ANALYSIS OF THE EFFECT OF THERMAL PROCESSING ON FATIGUE PERFORMANCE OF 
COMPONENTS 

PROCEDURE  PHYSICAL 
EFFECT(A)  

RELATIVE 
INFLUENCE  

TYPICAL EFFECT ON 
FATIGUE 
RESISTANCE  

FERROUS  
FULL-SECTION QUENCH  STRUCTURE (M)  SIGNIFICANT  INCREASE 

(GENERALLY)  
ANNEAL, TEMPER, 
NORMALIZE  

STRUCTURE (M)  SIGNIFICANT  DECREASE  

COMPOSITION (M)  
STRUCTURE (M)  

SURFACE ALLOYING  

RESIDUALS (SS)  

SIGNIFICANT  INCREASE 
(GENERALLY)  

ALUMINUM  
FULL-SECTION AGE  STRUCTURE (M)  SIGNIFICANT  INCREASE 

(GENERALLY)  
STRUCTURE (M)  SURFACE LASER  
RESIDUALS (SS)  

SIGNIFICANT  INCREASE 
(GENERALLY)  

Note: Data are as compared to laboratory fatigue test results on polished, residual-stress-free samples. They apply only for 
intermediate to long-life crack initiation conditions and near-threshold to intermediate crack growth rate conditions. 

(A) M, MATERIAL/MICROSTRUCTURE CHANGE; SS, SURFACE RESIDUAL STRESS EFFECT; S, 
SURFACE ALTERATION  

TABLE 3 ANALYSIS OF THE EFFECT OF MECHANICAL PROCESSING ON FATIGUE PERFORMANCE 
OF COMPONENTS 

PROCEDURE  PHYSICAL 
EFFECT(A)  

RELATIVE 
INFLUENCE  

TYPICAL EFFECT ON 
FATIGUE RESISTANCE  

RESIDUALS (SS)  SIGNIFICANT  PEENING  
COLD WORK (M)  SIGNIFICANT  

INCREASE (GENERALLY)  



 ROUGHNESS (S)  MINOR   
RESIDUALS (SS)  
COLD WORK (M)  

ROLLING  

STRUCTURE (M)  

SIGNIFICANT  INCREASE  

RESIDUALS (SS)  SIGNIFICANT  INCREASE  
COLD WORK (M)        

NOMINAL OVERLOAD 
OR STRAIN  

ROUGHNESS (S)  MINOR  DECREASE  
RESIDUALS (SS)  
COLD WORK (M)  

LOCAL PRESTRESS 
(COIN, EXPAND, ETC.)  

STRUCTURE 
(M)  

SIGNIFICANT  INCREASE  

Note: Data are as compared to laboratory fatigue test results on polished, residual-stress-free samples. They apply only for 

(A) M, MATERIAL/MICROSTRUCTURE CHANGE; SS, SURFACE RESIDUAL STRESS 
CONTRIBUTOR; S, SURFACE ALTERATION  

TABLE 4 ANALYSIS OF THE EFFECT OF SURFACE TREATMENT AND MODIFICATION ON FATIGUE 
PERFORMANCE OF COMPONENTS 

PROCEDURE  PHYSICAL EFFECT(A)  RELATIVE 
INFLUENCE  

TYPICAL EFFECT 
ON 
FATIGUE 
RESISTANCE  

RESIDUALS (SS)  SIGNIFICANT  
STRUCTURE (M)  

OVERLAY COATINGS  

PROTECTION  
MINOR  

INCREASE 
(GENERALLY) BY 
AVOIDING 
SURFACE 
DEGRADATION IF 
PROCESS 
PARAMETERS ARE 
CORRECT  

RESIDUALS (SS)  SIGNIFICANT  REACTIVE 
COATINGS/TOPICAL 
MODIFICATION  

STRUCTURE (M)  SIGNIFICANT  
INCREASE IF 
PROCESS 
PARAMETERS ARE 
CORRECT  

ROUGHNESS (S)  MODEST/SIGNIFICANT  SURFACE 
PREPARATION  ELECTROCHEMICAL 

(S, M)  
SIGNIFICANT  

INCREASE OR 
DECREASE, 
DEPENDING ON 
PROCESS 
PARAMETERS AND 
MATERIAL  

Note: Data are as compared to laboratory fatigue test results on polished, residual-stress-free samples. They apply only for 
intermediate to long-life crack initiation conditions and near-threshold to intermediate crack growth rate conditions. 

(A) M, MATERIAL/MICROSTRUCTURE CHANGE; SS, SURFACE RESIDUAL STRESS EFFECT; S, 
SURFACE ALTERATION  

Material effects include cold work (increased hardness), microstructure (type, orientation, and size), composition 
(chemistry), hot work, and electrochemical alteration. When cold work (plastic flow) is confined or occurs locally in a 
gradient (notch root, bent beam), the cold work also influences the stress field by creating compressive (or tensile) 
residual stresses that are concentrated at the surface. Surface residual stresses are reacted by lower, nominal stresses in the 
bulk elastic field. Material and cold-work-induced hardness and residual stresses are both key factors in fabrication, as 



can be seen from Table 1. Increased hardness and residual stresses due to cold work are also key factors in mechanical 
processing, as is evident in Table 3. 

Residual stresses concentrated at the surface may also be created by thermal gradients during the quench cycle of 
thermal processing, mechanical gradients due to phase transformation on the quench cycle, or plastic deformation of 
surface grains by shot peening or rolling. Both processing techniques may cause the surface to yield in tension. When the 
processing transients are completed, the surface yielding may lead to a steep gradient of compressive residual stress at the 
surface that is reacted by much lower elastic tensile stresses in the core. Because of this gradient, fatigue cracks may 
initiate subsurface. A complete fatigue life analysis for such a case probably should consider the behavior at the surface as 
well as at several sites below the surface. Quenching from high temperatures also produces a change in the material, 
usually most evident as a refined structure with increased hardness (see Table 2). 

It is noteworthy that residual (self or internal) stresses are always balanced within a part. Compressive stresses are 
normally sought at critical areas to reduce tensile mean stress effects. In contrast, preloading into compression at critical 
areas may reduce the range of the local stress cycle that will enhance fatigue performance. In both cases, equilibrium 
requires that the compressive stresses be balanced by tensile stresses. Wise design of a component and its 
processing/fabrication procedure will ensure that the tensile stresses are located in noncritical areas. 

Surface alteration is important for both fabrication and surface processing. The surface that develops in practice is 
much rougher than that of the polished specimen, so that surface invariably shows up as a negative factor in Tables 1, 2, 
3, and 4. In contrast, the tables show that increased hardness (strength), local compressive residual stresses (thermal or 
mechanical), and changes in material structure (that increase strength or tend to refine/clean up the microstructure) are 
beneficial. 

As noted above, surface roughness may be difficult to separate from the more dominant effect of residual stress in a 
specific procedure. However, surface condition can be critical, because crack-like features or blunt notches on the surface 
can quickly sharpen into cracks. Care must be taken to ensure that quality control procedures are implemented to preclude 
surface defects or roughness. Otherwise, the fatigue life can be orders of magnitude less than standard smooth specimen 
data. In cases where process variations lead to roughened surfaces, controls on the process should be implemented to 
preclude such detrimental effects in practice. 
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Effects on Fatigue Performance 

Tables 1, 2, 3, and 4 are useful in selecting fatigue performance data to characterize fabrication and processing effects. 
For example, consider a part that is most economically produced by forging. The factors in Table 1 suggest some 
guidelines for designing forging dies and processing procedures. For wrought forms such as forgings, it is well known 
that fatigue resistance is direction-dependent when working creates a strongly oriented structure. An order-of-magnitude 
decrease in fatigue life can occur when cracks are allowed to initiate and grow along a strongly oriented structure. 
Obviously, cutting across this elongated structure to expose end grains would cause a major life penalty. It follows that 
forging dies and subsequent machining should be chosen to avoid either exposing end grains or creating macroscopic 
grain patterns that could be exposed accidentally in service or through subsequent reworking. Shot peening could be 
considered as one approach to offset the reduced resistance caused by end grain. As such, Table 1 indicates that care 
should be taken to account for orientation, laps, and end grains, with secondary concern for hot working. 

The factors listed in Table 1 are also useful in assessing how to design specimens to be cut from actual hardware to 
characterize fatigue performance and in assessing the merits of various surface processing. First, critical locations and 
probable cracking planes should be identified. Care should be taken in this step to account for stress redistribution and 
changes in load transfer that may activate other critical locations or redirect the cracking path. The next step makes use of 
Tables 1, 2, 3, and 4 to identify which areas of the component should be sampled to characterize properties. For the 
forging example, key areas to be characterized would include crack paths parallel to strongly oriented microstructure, for 
precracked samples, and areas of exposed (intersected) end grain, for smooth specimens. The next step is to design test 
specimens that place the cracking direction perpendicular to the test load and provide for adequate gripping. Plausible 



methods to improve fatigue resistance at these locations can then be identified and samples prepared for comparative 
fatigue testing. It will often be impossible to obtain standard specimens, so some creativity may be necessary. The final 
step is to develop data, but care should be taken to avoid aspects of the standard test methods that alter the surface from 
service conditions, such as polishing. 

When the opportunity does not exist to develop application-specific material/fabrication and processing fatigue data, the 
designer can make use of the factors in Tables 1, 2, 3, and 4 and literature data to estimate fatigue performance data and 
benefits from surface processing. Estimating performance data parallels the steps taken in developing actual test results. 
As outlined in the preceding paragraph, locations that represent critical areas and crack paths have to be identified and the 
related fatigue data must be estimated. If the factors in Tables 1, 2, 3, and 4 have been used in selecting the fabrication 
and processing methods and procedures, and if these factors have then been implemented successfully, there is a 
reasonable chance that the related change in fatigue life as compared to the smooth specimen data will be realized. The 
analyst should still estimate the effect of fabrication and processing for use in design, erring on the conservative side 
unless full-scale testing is done to support the estimation procedure. 

The key question in estimating the effect of a fabrication or processing method for a given application is: How does one 
judge the significance of the effect relative to standard specimen data? Related questions are: How well can fabrication or 
processing be controlled? How sensitive will the fatigue life be to variations in fabrication or processing? How well do 
data for similar materials (or perhaps distinctly different materials chosen as a reference in estimating fatigue behavior) 
represent the material at hand for the procedure being considered? 

General answers to these key questions are not possible, but by categorizing fabrication and processing methods 
according to their physical effects, similarities between methods are apparent. Within a given generic material there are 
classes of material with comparable structures and strengths, so microstructural and cold work effects may be 
comparable. Finally, given that surface effects range from the influence of a notch to that of a crack, fracture mechanics 
for blunt cracks (Ref 7) could be used to estimate the role of the surface effects based on the related toughness. In all 
cases the estimate should be benchmarked with results from some comparable circumstances to ensure that the estimate is 
reasonable and conservative. In the absence of benchmark tests, an adequate factor of safety should be used. Here 
"adequate" is judged by the criticality of the component to continued safe operation. Care should also be taken to ensure 
that the factor of safety reflects the degree of uncertainty in the estimation process. When the factor of safety becomes too 
large because of large uncertainty or high criticality, consideration should be given to developing application-specific data 
supported by benchmark component tests. 

Assessing Fabrication and Surface Processing Effects on Fatigue Resistance. Estimates of fatigue performance 
dealing with initiation performance embrace all factors indicated in Tables 1, 2, and 3. However, because surface is not a 
factor in crack propagation, the propagation performance literature focuses more on material effects and to a much lesser 
extent on residual stress effects. It should be noted that when compressive residual stresses are higher than the imposed 
tensile stress, the crack tip remains closed with minimal crack growth. 

The focus here is on fatigue performance, but it should be remembered that stress-strain response, which is used in some 
crack initiation life analyses, may also depend on fabrication and processing. In particular, stress-strain response is 
sensitive to microstructural changes and accumulated strain. For steels the effect of microstructural changes on stress-
strain response is reasonably estimated by data for other steels with a similar microstructure at a comparable hardness 
level. The effect of accumulated strain on stress-strain behavior for ferrous metals varies. Increased hardness generally 
leads to elastic response at higher strain levels, but cyclic softening might negate this effect. Thus, cyclic strains 
approaching or exceeding the initial mechanical strain that caused the hardening often generate a stress-strain response 
similar to the stable curve of the "virgin" material. The behavior of aluminum alloys is less patterned. Testing should be 
done if there is a significant change from virgin material due to fabrication and processing. 

Fatigue performance is tabulated and graphed for a wide variety of steels and aluminum alloys in a range of handbooks. 
The purpose here is to illustrate how to use such performance data and to cite the most relevant data sources (e.g., Ref 8, 
9, 10, and 11). These data can also be used to estimate the influence of a given procedure for a given material. The 
following two examples illustrate how to estimate the effect of processing as compared to standard specimens. 

Example 1: Effect of Finishing and Surface Modification. 

The problem is to estimate the effect of fabrication on the fatigue crack initiation performance of a 1045 steel component 
(235 HB average) subject to fully reversed axial loading. 



Solution: Fatigue performance in this case is assessed in terms of allowable stress to survive for a given number of 
cycles. Specific data representing the fatigue strength at 107 cycles for this situation can be found in Ref 9 in the form of a 
modified Goodman diagram. Taking the polished specimen as the reference (S/2 = 49 ksi at 107 cycles), the results are as 
follows:  

 

AS FORGED  ~0.38 × FATIGUE STRENGTH OF POLISHED SPECIMEN  
HOT ROLLED  ~0.51  
TURNED  ~0.71  
GROUND  ~0.88  
ION NITRIDING  ~1.5 ON A POLISHED SURFACE   

This table shows that a very strong penalty on allowable stress is paid if the component incurs stresses near the fatigue 
limit and the surface is left in an as-forged or an as-hot-rolled condition, as compared to some final machining operation 
applied in critical areas. The beneficial effects of surface treatment, such as ion nitriding, could also have a role. The same 
steel after ion nitriding of a polished surface has a hardness at the surface on the order of about 350 HB, with a 
corresponding increase in long-life fatigue strength of about 1.5. Initiation in this context is subsurface, so that the 
detrimental effects of finish noted above are not a factor, except that the benefit of the surface modification will be 
diminished on a lower-quality surface. In this context, the benefits of surface modification follow only after the surface is 
prepared for modification, and the detrimental effects of surface roughness do not intervene to shorten the time for crack 
initiation. 

Finite-life fatigue behavior can be estimated if the fatigue strength data are used in conjunction with data for polished 
specimens for this material condition as shown for each of the fabrication methods in Fig. 6. It is common practice (for 
many steels) to assume that a fatigue limit exists beyond about 2 × 106 cycles (4 × 106 reversals), as indicated in the 
figure. 

 

FIG. 6 EXAMPLE OF ESTIMATED FATIGUE LIFE CURVES USING DERATING FACTORS (SEE TEXT) FROM A 49 
KSI ENDURANCE LIMIT FOR A 1045 STEEL STANDARD (SMOOTH) SPECIMEN 

Differences between the fatigue strength produced by these fabrication procedures and the smooth specimen response are 
due primarily to surface condition, because microstructural and hardness differences are normalized by comparing results 
at a given hardness. Because surface does not significantly influence a "strength" coefficient, it is reasonable to assume 
that the fatigue strength coefficient for polished specimens represents that for the other fabrication conditions. Therefore, 
finite-life elastic-strain-life behavior can be conservatively estimated by connecting the fatigue strength coefficient for the 
standard specimen with the corresponding point at 2 × 106 cycles for the fabrication process of interest. The stress-life 
behavior can be estimated from the elastic-strain-life behavior through the modulus. Finally, inelastic cycle strain quickly 
creates surface slip steps that cause significant surface roughness. The influence of fabrication-induced surface roughness 



on the plastic strain life curve can therefore be assumed to be negligible. Thus, the total strain life response can be 
estimated by adding the plastic response for the standard smooth specimen to the appropriate elastic response, as shown in 
Fig. 6. 

Example 2: Effect of Fabrication on Fatigue Crack Growth. 

The problem is to estimate the effect of fabrication on fatigue crack propagation performance on an aluminum alloy 
(7075-T6) component subject to axial fatigue cycling at R = -0.33. 

Solution: Fatigue performance in this case is assessed in terms of differences in growth rate at the same effective stress-
intensity factor range. For simplicity it is assumed that ∆K = ∆Keff. Data useful in assessing the influence of fabrication 
address the dependence of growth rate on microstructural orientation. Such data are tabulated in handbooks (e.g., Ref 10) 
for a variety of materials and conditions. The longitudinal (L) orientation is typical of most standard specimen 
orientations, whereas the transverse (T) orientation is typical of cracking parallel to highly oriented microstructures such 
as those that may develop in forging, extrusion, drawing, forming, casting, and some weldments. The effect of fabrication 
as compared to typical bar and plate products is evident in the difference in rates between L and T orientations, with the 
extent depending on the difference in orientation. 
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Introduction 

FRETTING is a special wear process that occurs at the contact area between two materials under load and subject to 
slight relative movement by vibration or some other force. Damage begins with local adhesion between mating surfaces 
and progresses when adhered particles are removed from a surface. When adhered particles are removed from the surface, 
they may react with air or other corrosive environments. Affected surfaces show pits or grooves with surrounding 
corrosion products. On ferrous metals, corrosion product is usually a very fine, reddish iron oxide; on aluminum, it is 
usually black. The debris from fretting of noble metals does not oxidize. 

Under fretting conditions, fatigue strength or endurance limits can be reduced by as much as 50 to 70% during fatigue 
testing (e.g., see Fig. 1a). During fretting fatigue, cracks can initiate at very low stresses, well below the fatigue limit of 
nonfretted specimens. In fatigue without fretting, the initiation of small cracks can represent 90% of the total component 
life. The wear mode known as fretting can cause surface microcrack initiation within the first several thousand cycles, 
significantly reducing the component life. Additionally, cracks due to fretting are usually hidden by the contacting 
components and are not easily detected. If conditions are favorable for continued propagation of cracks initiated by 
fretting, catastrophic failure can occur (Fig. 1b). As such, prevention of fretting fatigue is essential in the design process 
by eliminating or reducing slip between mated surfaces. 

 

FIG. 1 (A) COMPARISON OF FATIGUE LIFE FOR 4130 STEEL UNDER FRETTING AND NONFRETTING 
CONDITIONS. SPECIMENS WERE WATER QUENCHED FROM 900 °C (1650 °F), TEMPERED 1 H AT 450 °C (840 
°F), AND TESTED IN TENSION-TENSION FATIGUE. NORMAL STRESS WAS 48.3 MPA (7 KSI); SLIP AMPLITUDE 
WAS 30 TO 40 M. (B) EXAMPLE OF CATASTROPHIC FAILURE DUE TO FRETTING OF A FLANGED JOINT 



The initiation of fatigue cracks in fretted regions depends mainly on the state of stress in the surface, particularly stresses 
caused by high friction. The direction of growth of the fatigue cracks is associated with the direction of contact stresses 
and takes place in a direction perpendicular to the maximum principal stress in the fretting area. After formation due to 
fretting, cracks propagate initially under shear (mode II) conditions under the influence of the near-surface shear stress 
field due to friction of fretting. Beyond that, tensile (mode I) crack propagation under bulk cyclic stresses controls further 
propagation. 

Because mode I bulk crack propagation is covered in detail throughout this Volume, this article focuses on what, if any, 
measures the design engineer has at his or her command to avoid or minimize crack initiation and fretting fatigue. The 
topics covered in this article are:  

• MECHANISMS OF FRETTING AND FRETTING FATIGUE  
• TYPICAL OCCURRENCES OF FRETTING FATIGUE  
• FRETTING FATIGUE TESTING  
• PREVENTION METHODS  

Many investigators have contributed to the theoretical and practical research in the field of fretting and fretting fatigue, 
and the information in this section is derived from their work. Several general texts are available (Ref 1, 2, 3, and 4). 
Reference 5 is another key source for information and illustrations of fretting fatigue failures. In addition, more current 
discussions and background are also provided in the book Fretting Fatigue (R.B. Waterhouse and T.C. Lindley, Ed.), 
ESIS, Mechanical Engineering Publications, 1994. The article "On Fretting Maps" by O. Vingsbo and S. Söderberg 
(Wear, Vol 126, 1988, p 131-147) is another useful general reference on fretting. 

As yet, general techniques or models permitting prediction of crack initiation due to fretting are limited. However, an 
understanding of the factors contributing to fretting fatigue can help minimize the risk and extent of damage. The 
examples presented in this article from case studies, theoretical work, and laboratory investigations are intended to assist 
the reader in recognizing the potential for fretting fatigue in design and materials selection. General principles and 
practical methods for the abatement or elimination of fretting fatigue are summarized in Table 1. 

TABLE 1 REDUCTION OR ELIMINATION OF FRETTING FATIGUE 

PRINCIPLE OF ABATEMENT 
OR MITIGATION  

PRACTICAL METHOD  

REDUCTION IN SURFACE NORMAL FORCES  REDUCTION IN SURFACE SHEAR FORCES  
REDUCTION IN COEFFICIENT OF FRICTION 
WITH COATING OR LUBRICANTS  
LARGE RADII  
MATERIAL REMOVAL (GROOVING)  

REDUCTION/ELIMINATION OF STRESS 
CONCENTRATIONS  

COMPLIANT SPACERS  
SHOT OR BEAD BLASTING  
INTERFERENCE FIT  

INTRODUCTION OF SURFACE 
COMPRESSIVE STRESS  

NITRIDING/HEAT TREATMENT  
INCREASE IN SURFACE NORMAL LOAD  ELIMINATION OF RELATIVE MOTION  
INCREASE IN COEFFICIENT OF FRICTION  
RIGID SPACERS  
COATINGS  

SEPARATION OF SURFACES  

COMPLIANT SPACERS  
DRIVE OSCILLATORY BEARING  
REMOVE MATERIAL FROM FRETTING 
CONTACT (PIN JOINTS)  

ELIMINATION OF FRETTING CONDITION  

SEPARATION OF SURFACES (COMPLIANT 
SPACERS)  



SURFACE HARDENING  
ION IMPLANTATION  
SOFT COATINGS  

IMPROVED WEAR RESISTANCE  

SLIPPERY COATINGS  
ANAEROBIC SEALANTS  REDUCTION OF CORROSION  
SOFT OR ANODIC COATINGS   
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Fretting and Fretting Fatigue Mechanisms 

In general, fretting occurs between two tight-fitting surfaces that are subjected to a cyclic, relative motion of extremely 
small amplitude. Although certain aspects of the mechanism of fretting are still not thoroughly understood, the fretting 
process is generally divided into the following three parts: initial conditions of surface adhesion, oscillation accompanied 
by the generation of debris, and fatigue and wear in the region of contact. 

Fretting wear occurs from repeated shear stresses that are generated by friction during small amplitude oscillatory motion 
or sliding between two surfaces pressed together in intimate contact. Surface cracks initiate in the fretting wear region. 
The relative slip amplitude is typically less than 50 m (0.002 in.), and displacements as small as 10-4 m have produced 
fretting. Generation of fine wear debris that usually oxidizes is an indication of fretting wear (Fig. 2). The following 
factors are known to influence the severity of fretting:  

• CONTACT LOAD. AS LONG AS FRETTING AMPLITUDE IS NOT REDUCED, FRETTING WEAR 
WILL INCREASE LINEARLY WITH INCREASING LOAD.  

• AMPLITUDE. THERE APPEARS TO BE NO MEASURABLE AMPLITUDE BELOW WHICH 
FRETTING DOES NOT OCCUR. HOWEVER IF THE CONTACT CONDITIONS ARE SUCH 
THAT DEFLECTION IS ONLY ELASTIC, IT IS NOT LIKELY THAT FRETTING DAMAGE WILL 
OCCUR. FRETTING WEAR LOSS INCREASES WITH AMPLITUDE. THE EFFECT OF 
AMPLITUDE CAN BE LINEAR, OR THERE CAN BE A THRESHOLD AMPLITUDE ABOVE 
WHICH A RAPID INCREASE IN WEAR OCCURS (REF 4). THE TRANSITION IS NOT WELL 
ESTABLISHED AND PROBABLY DEPENDS ON THE GEOMETRY OF THE CONTACT.  

• FREQUENCY. WHEN FRETTING IS MEASURED IN VOLUME OF MATERIAL REMOVED PER 
UNIT SLIDING DISTANCE, THERE DOES NOT APPEAR TO BE A FREQUENCY EFFECT.  

• NUMBER OF CYCLES. AN INCUBATION PERIOD OCCURS DURING WHICH FRETTING 
WEAR IS NEGLIGIBLE. AFTER THE INCUBATION PERIOD, A STEADY-STATE WEAR RATE 
IS OBSERVED, AND A MORE GENERAL SURFACE ROUGHENING OCCURS AS FRETTING 
CONTINUES.  

• RELATIVE HUMIDITY. FOR MATERIALS THAT RUST IN AIR, FRETTING WEAR IS HIGHER 



IN DRY AIR THAN IN SATURATED AIR.  
• TEMPERATURE. THE EFFECT OF ELEVATED TEMPERATURE ON FRETTING DEPENDS ON 

THE OXIDATION CHARACTERISTICS OF THE MATERIAL.  

 

FIG. 2 FRETTING WEAR SCARS. (A) ON STEEL (ARROWS INDICATE FATIGUE CRACK). COURTESY OF R.B. 
WATERHOUSE, UNIVERSITY OF NOTTINGHAM. (B) ON HIGH-PURITY NICKEL. COURTESY OF R.C. BILL, NASA 
LEWIS RESEARCH CENTER 

In terms of fatigue, the following three primary variables contribute to shear stresses at the surface and hence are 
important for crack initiation and initial propagation of fretting fatigue cracks:  

• NORMAL LOAD (E.G., CONTACT PRESSURE)  
• RELATIVE DISPLACEMENT (SLIP AMPLITUDE)  
• COEFFICIENT OF FRICTION  

The other primary variable is the bulk tensile stresses that control crack propagation beyond the limit of the surface-
induced stress field. Secondary factors, including surface roughness, surface contaminants, contact size, debris 
accumulation, and environment affect fretting fatigue through their influence on the primary variables. Effective 
lubrication will reduce friction stresses and wear particle accumulation. 

Fretting Modes and Contact Conditions. The oscillatory motion responsible for fretting can be induced by system 
vibrations or by cyclic loading of one of the components. The relative displacement can be either amplitude controlled or 
load controlled, or a combination of both. Methods to control fretting fatigue depend on which of these two modes 
dominates the contact conditions. 

Stress Conditions. The nominal macroscopic normal stress between the two surfaces is defined by the normal force 
divided by the nominal area of contact. Subsurface stress distributions can be computed using Hertzian calculations and 
the macroscopic contact geometry. The normal stress is also influenced by geometric stress concentrations. The real area 
of contact is limited to the contacting tips of the microscopic asperities on each of the surfaces, and the local 
(microscopic) normal stress is dictated by the yield strength of the softer of the two materials. Superimposed on the local 
normal stresses are shear stresses resulting from the friction of relative displacement of the two contacting members. The 
magnitude of the shear stresses induced by asperity contact depends on the coefficient of friction (due to adhesive forces 
between, and interpenetration of, asperities), the local load, asperity geometry, the elastic moduli of the two surfaces, and 
the amplitude of relative displacement. 

Strain Conditions. If the amplitude of oscillation is small, the shear strains are elastic, and the contact condition is one 
of sticking or no-slip. Even under microelastic displacements fatigue cracks can form due to reverse bending at the bases 
of the contacting asperities. If the amplitude of oscillation is large, depending on the strength and ductility of the 
asperities in contact, and on the adhesive forces acting between them, the asperities will be forced to pass over one 
another and slip occurs* With slip, the possibility of wear exists from either adhesion, abrasion, or delamination. All of 



these material removal mechanisms lead to a roughening of the surface, the creation of sites for crack initiation, and the 
generation of wear debris. Cracks can also be initiated by pitting that occurs during fretting. 

Conditions for Slip. The local contact conditions may be predominantly displacement controlled or load controlled. In 
displacement-controlled fretting contacts undergoing full slip, the amplitude of motion is controlled by the external 
displacements, an example being the relative displacement imposed on adjoining strands of a wire rope passing over a 
pulley. For force-controlled fretting contacts, the displacement will depend on the macroscopic shear force, the normal 
force, and the coefficient of friction; for example, the mating forces of a bolted flange or a hub/shaft press fit interface. 
No slip occurs until the shear stress exceeds the product of the normal force and local coefficient of friction. The 
condition for slip is met when  

> N  (EQ 1) 

where τ is the local shear stress, μis the coefficient of friction between contacting surfaces, and σn is the local normal 
stress. 

Regions of both slip and no-slip can occur at an interface of contacting solids. This is most easily seen for convex 
contacts using the elastic stress analysis of a sphere pressed into a plate by Mindlin (Ref 6) (Fig. 3). The normal 
(Hertzian) stress field is an elliptical distribution with the maximum stress occurring under the center of the contact. The 
shear stresses, which promote relative slip, are a maximum at the edges of the contact (limited by yielding) and a 
minimum in the center. The forces resisting sliding due to the shear stress are given by N. The condition pictured is 
known as partial slip. As N is increased, the region of sticking expands, and vice versa. When the shear forces of 
fretting are superimposed on this stress field, the result is a smaller "stick" area. This analysis can also apply to a 
cylindrical contact or can be adapted to microscopic asperity contacts. 

 

FIG. 3 STRESS DISTRIBUTION FOR HEMISPHERICAL CONTACT PRESSED INTO FLAT PLATE. SOURCE REF 6 

For contact between nominally flat surfaces, the stress state is different, though the slip condition is still defined by Eq 1. 
The macroscopic stress concentrations for well-defined geometries can be computed using finite-element modeling 
(FEM) analysis, although wear will change the assumed contact geometry. A general treatment of the subject can be 
found in Ref 3. 

Fatigue Crack Nucleation from Fretting. Crack nucleation due to fretting must involve a stress concentration or 
discontinuity. At the microscopic level, examples include: microcracks formed at the base of asperities due to reverse 
bending fatigue of the asperities, stress concentrations in the pits left by sheared adhering "cold-welded" asperity 
junctions, corrosion pits that form due to removal of protective oxides by fretting, grooves due to abrasion, or 
delamination of a thin surface region whose work-hardening capacity has been exhausted. At the macroscopic level, 
cracks are proposed to form solely as a result of geometric stress concentrations, usually at the edges of the fretting 



contact region, where shear stresses are predicted to be highest, at some microscopic inhomogeneity. The two views are 
not significantly different. The second view is more amenable to modeling and FEM analysis. 

The location of crack nucleation depends on the contact conditions. Under full slip, in the absence of stress concentrations 
at the edge of the contact, cracks can nucleate anywhere in the contact region. The number of asperity interactions per 
cycle depends on the asperity distribution (surface roughness) and the amplitude of relative motion. Several cracks may 
be formed. Their stress fields can interact and lead to a decrease in the stress field associated with a single crack. This 
may explain why multiple nonpropagating cracks are often found in association with fretting. Under partial-slip 
conditions, the cracks always form at the border between the slip and the no-slip regions. In this case, multiple cracks are 
proposed to result from the movement of the slip/no-slip boundary due to the generation of debris (Ref 7). Though less 
likely, cracks can also form in the region of no slip (full sticking) due to reciprocating subsurface shear stresses associated 
with reversing elastic deformation of the contacting asperities and stress concentrations at their bases leading to local 
microplastic deformation and fatigue. 

Fatigue Crack Propagation during Fretting Fatigue. Crack propagation is initially driven by the stress state 
dominated by the surface shearing. As such, when viewed in cross section, the crack direction initially appears at an angle 
to the surface of between 35 and 55°. Mode II crack propagation dominates this region. The mode II propagation may be 
dependent on material parameters such as grain size, texture, and phase morphology. Because the surface shear stresses 
fall off rapidly with depth, the crack will either arrest, or, if static or alternating tensile stresses exist in the bulk material, 
will change direction and run perpendicular to the surface as the driving forces come under the control of the bulk tensile 
forces (Fig. 4). The depth at which this occurs depends on the magnitude of the surface shear stresses, which depend on 
the coefficient of friction and normal contact stress. For Hertzian stresses of convex contacts, this depth is on the order of 
the half-width of the contact area. Beyond this depth, mode I crack propagation analysis can be used to predict the growth 
rate under the bulk stress state. 

 

FIG. 4 EXAMPLE OF FRETTING FATIGUE CRACK VIEWED IN CROSS SECTION. COURTESY OF R.B. 
WATERHOUSE, UNIVERSITY OF NOTTINGHAM 

A phenomenon peculiar to fretting is that some of the fatigue cracks do not propagate because the effect of contact stress 
extends only to a very shallow depth below the fretted surface. At this point, favorable compressive residual stresses 
retard or completely halt crack propagation. Under full-slip conditions, the wear rate caused by fretting occasionally 
outpaces the growth rate of surface-initiated fatigue cracks. In this situation, fretting wear preempts fretting fatigue. 
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Note cited in this section 

* IN FRETTING, THE TERM "SLIP" IS USED TO DENOTE SMALL AMPLITUDE SURFACE 
DISPLACEMENTS, IN CONTRAST TO "SLIDING," WHICH DENOTES MACROSCOPIC 
DISPLACEMENTS. ADDITIONALLY, IN THIS ARTICLE SLIP DOES NOT REFER TO THE 
MECHANISM OF FATIGUE RESULTING AS A CONSEQUENCE OF DISLOCATION MOTION. 
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Typical Systems and Specific Remedies 

Fretting generally occurs at contacting surfaces that are intended to be fixed in relation to each other, but that actually 
undergo minute alternating relative motion that is usually produced by vibration. Fretting generally does not occur on 
contacting surfaces in continuous motion, such as ball or sleeve bearings. There are exceptions, however, such as contact 
between balls and raceways in bearings and between mating surfaces in oscillating bearings and flexible couplings. 
Common sites for fretting are in joints that are bolted, keyed, pinned, press fitted, or riveted; in oscillating bearings, 
splines, couplings, clutches, spindles, and seals; in press fits on shafts; and in universal joints, baseplates, shackles, and 
orthopedic implants. 

Three general geometries and loading conditions for fretting fatigue are considered in this section:  

• PARALLEL SURFACES CLAMPED TOGETHER WITH SOME TYPE OF FASTENER, SUCH AS 
A BOLTED FLANGE OR RIVETED LAP JOINT  

• PARALLEL SURFACES LOADED BY MEANS OF A PRESS OR INTERFERENCE FIT, SUCH AS 
A GEAR OR WHEEL ON A SHAFT  

• CONVEX CONTACTS, AS FOUND BENEATH A CONVEX WASHER, BETWEEN CROSSED 
CYLINDERS SUCH AS WIRE ROPE STRANDS, OR A SPHERE OR A CYLINDER IN A 
BEARING RACE  

Specific remedies to reduce fretting are given for these common examples. When frettting occurs, it often cannot be 
eliminated but can be reduced in severity. 

Parallel Contact with External Loading (Fastened Joints). Bolted flanges in pipe systems are common locations for 
fretting fatigue. Cracks can occur in the plate either under a bolt head or washer (load controlled), on the inside diameter 
of the bolt through-hole (displacement controlled), or on the surface of one plate at the point of contact with the end of the 
other plate (load controlled) (Fig. 5a). Lap joints are found in both heavy plates and thin sheets such as aircraft skins. 
Fretting can occur in the joint or under the head of a countersunk screw, bolt, or rivet (Fig. 5b). 



 

FIG. 5 TYPICAL LOCATION OF FRETTING FATIGUE CRACKS IN (A) A BOLTED FLANGE, AND (B) A LAP JOINT 

For both these geometries, the reduction or abatement of fretting severity depends on whether the motion is load 
controlled or displacement controlled. If it is displacement controlled, then reducing the contact stress and minimizing 
coefficient of friction at the interface is recommended. For lap joints however, a reduction in coefficient of friction may 
result in insufficient load transmitted by the interface, transferring the load to the fasteners and leading to their failure. For 
load-controlled motions, it may be possible to increase either the clamping force and coefficient of friction to completely 
eliminate relative motion between the two contacting members. While adhesives can be used to eliminate the relative 
motion, their use complicates future disassembly. If motion cannot be completely eliminated, then minimizing the 
coefficient of friction may help, although this will likely lead to an increased slip amplitude. Alternatively, a thin 
compliant layer, such as rubber or other polymer, may be able to absorb the deflection and prevent contact between the 
two members. 

For pin joints, fretting can occur on diagonally opposite sides of the pin at the points of contact with the hole due to 
vibrations or reversing loads. In these cases, White (Ref 8) showed that an increase in fatigue strength can be achieved by 
machining flats on the sides of the pins to prevent contact at the position of maximum stress, thus removing the region 
where fretting occurs (Fig. 6). 

 

FIG. 6 (A) FRETTING LOCATIONS IN PIN JOINT. (B) MATERIAL REMOVAL TO ELIMINATE REGION OF HIGHEST 
STRESS 

Parallel Surfaces without External Loading. Hubs, flywheels, gears, and other types of press-fit wheels, pulleys, or 
disks on shafts are subject to fretting fatigue caused by reverse bending strains compounded by the stress concentration 
where the shaft meets the disk (Fig. 7a). The introduction of lubricant in the interface can make matters worse by 
increasing the relative slip. In this case, it is best to attempt a strong interference fit. This can be achieved through cooling 



the shaft and heating the bore of the hole during assembly in order to produce sufficiently high normal stresses to 
completely eliminate slip within the interface. After assembly, both surfaces will also be in a state of compressive stress, 
providing further resistance to fatigue crack propagation. Finally, if possible, a stress-relieving groove or large radius on 
the shaft (Fig. 7b) should be incorporated into the design. 

 

FIG. 7 (A) LOCATION OF FRETTING FATIGUE CRACKS IN WHEEL ON SHAFT. (B) STRESS REDUCTION 
GROOVES 

Gas turbine rotor blade roots and other dovetail joints are potential locations of fretting fatigue failures (Fig. 8a). In this 
case, the loading conditions are variable and depend on the rotational speed. For these situations, stress-relieving grooves 
can be incorporated into the design (Fig. 8b). Coatings to reduce the coefficient of friction (and hence the surface shear 
forces) can also help. Experiments by Ruiz and Chen on simulated blade/disk dovetail joints at 600 °C indicated that shot 
peening followed by electroplating with a 10 m thick Co/C surface layer was effective (Ref 9). Another example is 
provided in the article by Johnson in Ref 5 (paper 5). 

 

FIG. 8 (A) LOCATION OF FRETTING FATIGUE CRACKS IN DOVETAIL JOINT. (B) STRESS REDUCTION GROOVES 



Convex Surfaces. Fretting fatigue in control cables or wire ropes is caused by small relative displacements between the 
individual strands as the cable flexes in passing over pulleys, or by varying stresses from wind or water currents (Fig. 9). 
Stainless steel control cables are particularly susceptible because of the high friction and galling propensity between the 
strands. Fatigue fractures of the inner strands of the cables make detection by visual inspection virtually impossible until 
the ends of the fractured strands pop out through the outer strands. Wire rope fretting fatigue in control cables is an 
example of displacement-controlled contact. As such, large pulley diameters as a function of cable cross section can be 
specified in the design in order to decrease the displacement and minimize fretting fatigue. Incorporation of lubricant in 
the cable will reduce strand-to-strand shear forces, but only as long as the lubricant is contained within the rope interior 
by the outer strands. Takeuchi and Waterhouse report that electrodeposited zinc coatings helped prevent fretting fatigue of 
wire rope in sea water (Ref 10). The zinc provides both a reduction in the effects of corrosion and a low shear strength 
surface film that reduces friction. 

 

FIG. 9 EXAMPLES OF FRETTING ON INNER STRANDS OF DRAG LINE WIRE ROPE 

In rolling-element bearings, high Hertzian normal stresses occur beneath the contact of bearing balls in their races. 
Control system or oscillatory pivot bearings are often subjected to a low amplitude, but high frequency, dithering motion 
leading to fretting or false brinelling between the balls and the race. (The difference between false brinelling and fretting 
is discussed in the article "Fretting Wear" in Volume 18 of the ASM Handbook.) Continuous rotation of one of the races 
can help prevent fretting under these circumstances (Ref 11). 

For convex washers and other convex contacts, a coating, nonmetallic shim, or lubricating film can help reduce the 
surface shear forces. 
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Testing, Modeling, and Analysis 

When fretting fatigue is encountered or anticipated, laboratory tests are usually required to find a solution. Test results 
can also be used to develop an empirical model and are required for validation if a model is to be used for design changes. 
This section presents types of fretting fatigue tests, the forms of results found in the literature, and the effect of variables 
on fretting fatigue from different research test programs. 

Types of Fretting Fatigue Tests. Fretting fatigue tests are designed to accomplish one of three goals. The first is a test 
to predict or duplicate field failures and evaluate the effect of design changes or treatments based on replication or 
simulation of service components and conditions. This is most useful if all the service conditions are known and can be 
replicated or appropriately scaled, but the results will have limited applicability. A second type of test uses a simple 
geometry and setup. The contact conditions may not be well defined or directly applicable to a specific application, but 
they are assumed to be the same for every specimen set and many tests can be conducted at a reasonable cost for 
screening new material combinations. In the third type of fretting fatigue test, well-defined geometries and controlled 
and/or monitored loads and displacements are used. These more fundamental tests are intended to evaluate the effect of 
specific variables such as amplitude, clamping loads, reciprocating stresses, environments, or palliative methods, and to 
develop and validate fretting fatigue models. In order to apply published test results to a specific component, the test 
parameters must be well defined and understood for each engineering application. At present, work is under way to 
standardize test methods in order to assist with this endeavor (Ref 2). 

For most fretting fatigue testing, fretting pads are positioned on opposite faces of the sample and can be either single or 
double footprints of flat or convex contact geometry. The relative displacement between the pads and the sample can be 
driven independently or can be controlled by the loads and motion of the system (Fig. 10). Of the four methods for cyclic 
loading of fretting fatigue specimens, general trends indicate that torsional specimens had the smallest drop in fatigue 
strength, while the largest drop was for tests carried out under rotating-bending or plane-reverse-bending conditions, with 
plane push-pull testing falling in between (Ref 7). 

 

FIG. 10 EXAMPLES OF FRETTING FATIGUE TEST CONFIGURATIONS. (A) CANTILEVER BEAM REVERSE 
BENDING WITH SINGLE PADS. (B) ROTATING FULLY REVERSING BENDING WITH DOUBLE FOOT-PAD BRIDGES 
AND PROVING RING 



The influence of fretting on fatigue strength can be determined by two basic methods. In one method, a sample is 
subjected to a certain number of cycles of fretting, followed by standard fatigue testing to failure without fretting. Plots of 
fretting cycles versus total cycles are recorded. This method has been used to determine the number of cycles for fatigue 
crack detection under the given geometry, material, normal stress, applied reversing stress and relative slip amplitude (Ref 
12). 

Influence of Fretting on S-N Plot. In the second method, the sample is subjected to fretting for the entire test. The 
fretting fatigue life or strength is determined by plotting the number of cycles to failure on an S-log N curve where S is the 
alternating stress. The strength-reduction factor (SRF) is defined by the ratio of the plain fatigue strength to the fretting 
fatigue strength as shown in Fig. 11 and is attributed to a decrease in crack nucleation time. A shift in cycles to failure at a 
given strength level is attributed to an increase in crack propagation rate and is often observed under corrosive 
environments. 

 

FIG. 11 EFFECT OF FRETTING ON FATIGUE STRENGTH REDUCTION (SRF) THROUGH CRACK INITIATION. SRF 
IS EQUAL TO DIFFERENCE BETWEEN SOLID AND DASHED LINES. 

The number of cycles to failure can be defined either as full specimen rupture or by initiation of a propagating (into the 
bulk stress region) crack. Crack length can be determined either from cross-sectional metallography or by specimen 
compliance methods. 

Stress Analysis, Modeling, and Prediction of Fretting Fatigue. Testing, stress analysis, and modeling are 
complementary techniques required for understanding and predicting fretting fatigue behavior. For well-defined 
conditions, test results provide input to models. These models aim to predict crack initiation location, time, propagation 
rate, and the effect of changes in variables on these factors. At present, prediction of fretting fatigue is less developed than 
for plain (unnotched) fatigue. The main limitation is that continuum mechanics approaches do not consider 
microstructural inhomogeneities, and crack nucleation is controlled by such factors as well as "short" fatigue crack 
propagation. 

Most of the early work in stress field modeling for fretting fatigue uses, as a starting point, analysis similar to that by 
Mindlin (Ref 6) of a sphere pressed into a half plane and expand this to consider other geometries and imposed shear 
loads. If stress fields are computed using FEM analysis, an assumed contact geometry and coefficient of friction are used 
and loads are imposed at various mesh locations in order to compute stresses and subsequent strains. Alternatively, 
displacements can be imposed and strains and stresses computed. To facilitate modeling, the stress singularity associated 
with an abrupt contact geometry change, such as at the edge of a bolted flange or a hub/shaft interface, is accommodated 
by plastic deformation and a limiting stress is assumed. Current models are limited in that changes in contact geometry 
due to wear and variations in coefficient of friction due to lubrication or debris accumulation are difficult to take into 
account. 



Experiments have been undertaken and models have been proposed for both the full- and partial-slip regimes and are 
based on empirical observations. Full-slip and partial-slip conditions can be achieved by varying the test configurations. 

In addition, while most fretting contacts are some combination of load and displacement controlled, laboratory 
experiments can be designed either to drive the fretting pads independently (displacement controlled), or to allow them to 
move as a consequence of the clamping force and displacement of the "beam" sample (load controlled). 

For fretting under conditions of full slip, two early models predict the SRF due to fretting. Nishioka and Hirakawa (Ref 
13) derived the following equation to describe the fretting fatigue strength limit determined using their displacement-
controlled experiment setup with full-slip conditions under the fretting pads (Fig. 10).  

FWL = WL - PO {1 - E(-S/K)}  (EQ 2) 

where fwl is the fretting fatigue strength, wl is the plain fatigue strength, is the coefficient of friction at the fretting 
interface, po is the clamping pressure, S is the slip amplitude (in mm), and K is a constant dependent on the material and 
surface condition (on the order of 3.4 × 10-3 mm in Ref 13). 

In later work of Wharton et al. (Ref 14), a similar form was developed in which notch sensitivity of the base material was 
taken into account. The reduction in fatigue strength due to fretting was then proposed to also be proportional to the shear 
stress resulting from the contact pressure of the cylindrical fretting pads, inversely proportional to the contact width, and 
given by the equation:  

WF = WO - Q(8 P/ B)  (EQ 3) 

where σwf is the fatigue strength with fretting, σwo is the fatigue strength without fretting, q is the notch sensitivity factor, 
μ is the coefficient of friction at the fretting interface, P is the load per unit length, and b is the contact width under the 
fretting pads (mm). Note that both these predictions show that SRF is worse as μP or μPo is increased. 

For probable location of fretting fatigue crack nucleation in the partial slip regime, the approach of Ruiz and Chen (Ref 9) 
can be used. In their analysis of a dovetail interface, a fretting parameter representing the energy available for causing 
fretting damage, and given by the product of the slip amplitude (δ) and shear stress (τ) at points under the interface, was 
computed. Next, the product στδ, called the fretting fatigue parameter, is computed, where σ is the maximum surface 
tensile stress (resulting from the bulk cyclic loading). A fretting fatigue crack is predicted to occur where the local value 
of στδ in the interface exceeds an empirically determined critical value, or, fretting occurs when:  

CRIT  (EQ 4) 

If στδ and στδcrit can be experimentally determined, then the designer can use this value as a design guide. Note that both 
the slip amplitude and the shear stress depend on the coefficient of friction (with opposite responses) and the imposed 
loading. Analysis by Nowells and Hill (Ref 15) of this work provided a theoretical justification and a possible method for 
predicting "initiation" (or nucleation) time based on the total accumulated incremental strain. With further effort, it 
appears that the composite parameter approach can be applied to fretting fatigue in the full-slip regime and can be 
expanded to include plasticity. 

Other models may be used to determine whether the conditions at the interface will be of full or partial slip and to predict 
the location of the partial slip. These are generally FEM studies and make use of assumed macroscopic contact conditions 
and bulk material properties. The text by Hills and Nowell covers this area; yet it is claimed that no current models exist 
that can predict crack initiation times strictly from the knowledge of the states of stress, strain, and displacement on a 
macroscopic scale (Ref 16). Though experiments are required to determine στδcrit, the most probable location of cracking 
may be predicted using FEM analysis and the criteria of Ruiz and Chen (Ref 9). If conditions are sufficiently well 
defined, the slip characteristics of the interfaces may also be predicted. Whether the interface is in full slip or the extent of 
partial slip will help guide the choice of palliative. This article presents some palliatives that have been applied 
successfully in the past for fretting abatement. However, the designer is advised to apply discretion in applying techniques 
listed, because results depend on the particular condition. In their review, Gordelier and Chivers (Ref 17) attribute 
contradictory effects of similar treatments on fretting fatigue to the differing effects on the base materials and to the 
different contact conditions. 
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Variables Investigated during Fretting Fatigue Tests 

Of the dozens of variables that can potentially affect fretting (Ref 18), the three primary variables that control fatigue 
crack initiation are surface contact stress, slip amplitude, and coefficient of friction. All other variables are secondary and 
affect fretting and fretting fatigue through their influence on the primary variables. Unfortunately, much contradictory 
data appear in the literature (Ref 17). The contradictions concern whether the fretting conditions were displacement 
controlled or load controlled and the interactions of the secondary variables between each other and the primary variables. 
This section presents the results of various investigations into the effect of variables on fretting fatigue. 

Contact Stress and Alternating Stress. Contact stresses include both normal and shear stresses imposed at the 
sample surface. The cyclic shear stresses at the surface are the cause of crack nucleation (where the propensity to cracking 
from the stress state is also affected by pits, corrosion, and other forms of surface degradation). The magnitude of shear 
stresses depend on the imposed forces and displacements, the coefficient of friction, macroscopic stress concentrations, 
and local asperity geometries and distribution. Nishioka and Hirakawa (Ref 19) reported that fretting fatigue strength 
based on fatigue crack "initiation" (or nucleation) was found to decrease linearly with increasing normal force. For 
fretting fatigue strength based on fracture, they found a critical contact pressure, above which no further degradation 
occurred. Although their experiments did not reach this level, a sufficiently high normal force can sometimes result in the 
closure of cracks initiated by fretting through the superposition of a compressive stress. 



Alternating stress is the stress imposed on the bulk sample, characterized by an amplitude and a mean stress. For fully 
reversing bending (which occurs on a rotating shaft), the mean stress is zero. Nishioka and Hirakawa performed 
experiments in reverse bending on annealed and induction-hardened medium-carbon steel under displacement-controlled 
conditions (full slip). They found that the mean stress did not affect the range of alternating stress amplitude for fatigue 
crack initiation due to fretting, but that it did affect crack propagation (Ref 19). 

Wharton et al. also found that the percentage of fatigue life reduction due to fretting, defined by crack propagation to 
failure, was independent of applied alternating stress level for 70/30 brass and for a 0.7% carbon steel (Ref 20). These 
experiments were performed in rotating bending using flat fretting pad contacts (Ref 21, 22). Ruiz and Chen found that 
peak contact stress was important at 600 °C, but at room temperature the fretting parameter (τδ) dominated (Ref 9). This 
was attributed to the nature of the oxide and the influence of the wear debris. 

Displacement (Slip Amplitude) and Direction. For conditions of full slip, there is general agreement in the literature 
that the effect is most severe for slip amplitudes of 20 to 25 μm. In work on 4130 steel Gaul and Duquette (Ref 23) found 
that, for clamping pressures of 20 to 41 MPa (3 to 6 ksi), a minimum in the fatigue life at a given alternating stress 
occurred at a slip amplitude of 20 μm. At amplitudes higher than this, the wear rate due to fretting exceeded the rate of 
crack growth rate just after initiation and the fretting fatigue strength increased. A similar critical amplitude of relative 
slip, on the order of 15 to 20 μm, was found by Nishioka and Hirakawa (Ref 13) for both induction-hardened and 
quenched-and-tempered medium-carbon steel samples. Clamping pressures of 120 MPa (17 ksi) were used in their work. 
They also concluded that the fatigue SRF due to fretting can be minimized if the fretting amplitude (relative slip) can be 
kept below 5 μm. 

An effect related to slip amplitude is that of contact width. Experiments showed that larger-diameter cylinders had a 
greater detrimental effect on fretting fatigue life for the same line contact stress than small-diameter cylinders (Ref 24). 
This may be caused by increased partial slip or more asperity contacts per stress cycle. 

Nowell and Hills (Ref 15) looked at the effect of slip amplitude through elastic modeling of fretting fatigue in the partial-
slip regime. In low-amplitude fretting experiments using cylindrical radii fretting pads pressed against an in-plane 
tension/compression loaded Al/4Cu alloy sample, they found a critical contact width for fretting fatigue damage. They 
also found that a transition between long and short fatigue lives occurred for microslip amplitudes of 0.9 to 1.2 m in the 
slip zones. This is considerably smaller than the maximum damage displacement of 20 to 30 m found by Nishioka and 
Hirakawa and others in their full-slip experiments on steel samples. 

The results of work by Collins and Tovey (Ref 25) indicated that fretting motion in the same direction as the cyclic stress 
had a greater effect than fretting in the perpendicular direction. They used this result to conclude that cracks are nucleated 
by adhesive wear rather than by abrasive plowing via the expected orientation from each mode. 

Coefficient of Friction. The coefficient of friction probably has the greatest influence on fretting fatigue. It influences 
both slip amplitude and shear stress, though in opposite ways. The influence of different material combinations on fretting 
fatigue life has been reported to be due to the coefficient of friction (Ref 14). For load-controlled fretting, an increase in 
coefficient of friction can prevent slip over the whole contact region and reduce or eliminate fretting fatigue. For 
amplitude-controlled fretting, the opposite effect can be expected and a reduction in the coefficient of friction is desired 
since the surface shear stresses are reduced. Reduction in coefficient of friction for clamped (bolted or riveted) joints has 
been shown to be detrimental in some cases because the lower coefficient of friction between the overlapping plates 
increased the load-carrying requirements of the bolts or rivets leading to failures initiating at the hole edges (Ref 26). 

High Temperature. Fretting fatigue strength decreases with increasing temperature for titanium alloys (Ref 27), but was 
found to increase for the nickel-base alloy Inconel 718 (Ref 28) due to the formation of a protective oxide glaze. Such 
glazes typically lower the coefficient of friction. For iron-base alloys, both hard and soft flame-sprayed coatings based on 
molybdenum have shown success in improving the fretting fatigue strength at 300 °C. Overs et al. (Ref 29) attribute the 
improvement to MoO2 glaze formation. 

Environment and Corrosive Media. The effect of environment on fretting fatigue depends on the material and its 
corrodibility. Fretting action readily destroys passivating films on materials that are normally corrosion resistant. Poon 
and Hoeppner found that when fretting and corrosion occur simultaneously, the effect of corrosion on fatigue is dominant 
(Ref 30). As such, many palliatives or remedies for fretting fatigue can be viewed in terms of their effectiveness on 
corrosion fatigue. 



In mildly corrosive aqueous environments, such as weak sodium chloride solutions representative of human body fluids, 
the fretting fatigue strength of materials not resistant to corrosion is reduced compared with fretting fatigue in air. 
Corrosion-resistant materials such as austenitic stainless steel and titanium have reduced fretting fatigue strengths in both 
environments due to the disruption by fretting of the otherwise protective oxide (Ref 31). 

Endo found that ductile carbon steels are not affected by water vapor in fretting fatigue (Ref 32). Nishioka and Hirakawa 
found corrosion to be a secondary factor in fretting fatigue in their work on medium-carbon steels by comparing test data 
from argon and air experiments (Ref 33). Somewhat in contrast, Endo found that the fretting fatigue strength of carbon 
steel was higher in argon than in air, explaining that while the crack initiation rate is almost the same, the crack 
propagation rate is lower in argon (Ref 32). 

Aluminum alloys are known to be very sensitive to water corrosion under dynamic conditions. Endo found that both crack 
initiation and propagation are accelerated by traces of water vapor due to corrosive attack, but not by oxygen. In the case 
of argon versus air experiments, the removal of oxygen was found to decrease the tangential stress due to soft aluminum 
wear debris accumulating between the mating surfaces (Ref 32). The alumina formed on aluminum would, if broken, be 
expected to be more abrasive and give rise to higher shear stresses than soft metallic wear debris. 

Compared with tests in air, Ti-6Al-4V alloy was found to be adversely affected by corrosive atmospheres of humid argon 
and 1% NaCl at alternating stress levels above 120 MPa (17 ksi), but improved fatigue life was observed below 90 MPa 
(13 ksi) (Ref 34). The nature of the corrosion product was proposed to play a major role, in some cases forming a 
compacted layer that shielded the metal against crack initiation. Hoeppner reports that steel does not exhibit such a strong 
dependence on corrosion product (Ref 35). 

Corrosion or oxidation are not required in the fretting process. Metallic fretting debris will form with gold or platinum 
contacts, or other nonoxidizable materials (Ref 36). 

Microstructure and Material. If the design requirements will permit their use, annealed materials were found to be less 
susceptible to fretting fatigue than in the work-hardened state (Ref 20). Similarly, cast structures were less susceptible 
than forged structures (Ref 37). These results infer that if fatigue crack nucleation is through a wear mode involving 
exhaustion of work hardening, then prior-worked materials have a significantly shorter nucleation period. 

Reeves and Hoeppner (Ref 38) found that carbon steel in the martensitic condition was more resistant to fretting fatigue 
than in the normalized (ferrite-plus-pearlite) steel due to the higher hardness and wear resistance of the martensitic steel. 
Nishioka and Hirakawa also found the fatigue limit to be higher on induction-hardened versus annealed steel (Ref 19). 
These results infer that more wear-resistant materials have better fretting fatigue properties. 

Copper-Base Alloys. Wharton et al. (Ref 20) found that 70/30 brass did not show a strength limit in either plain fatigue 
or fretting fatigue. However, they found that the fretting fatigue strength at a given number of cycles was reduced by a 
fixed proportion over the plain fatigue strength for two microstructural conditions, independent of applied stress. The 
reduction was 61 and 74%, for annealed and work-hardened brass, respectively. 

Ferritic Alloys. Endo and Goto (Ref 39) found that fatigue cracks generally initiated in ferrite grains, and propagated 
perpendicular to the sliding direction through a pearlitic region, irrespective of the orientation of the pearlite plates. Their 
experiments were performed under reverse bending. They also reported that, for two-stage tests on a medium-carbon steel 
(ferrite-plus-pearlite microstructure), no further reduction in fatigue life occurred if the fretting was continued for the 
entire test or was stopped after one-quarter of the total life. They concluded that the saturation point in the fretting cycles 
versus total fatigue cycles curve correspond to the point at which cracks that were initiated during fretting had grown to a 
depth where they propagated solely due to the macroscopic repeated stress (Ref 39). 

Titanium Alloys. For three alpha + beta titanium microstructures, a fine or acicular microstructure was found to be more 
resistant to damage, defined by the number of propagating cracks found after a given number of cycles at a fixed stress, 
than a coarser-annealed structure (Ref 40). The finer alloy structure also had a lower SRF. 
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Prevention or Improvement 

Fretting can be minimized or eliminated in many cases by one or more of the methods outlined in Table 1. Additional 
techniques in the design stages to diminish the effect of fretting on fatigue are discussed in more detail below in terms of:  

• MODIFICATION OF THE SURFACE STRESS STATE BY INTRODUCTION OF COMPRESSIVE 
STRESSES, REDUCTION OF SURFACE SHEAR STRESSES, OR ELIMINATION OR 
REDUCTION OF RELATIVE MOTION  

• APPLICATION OF PRINCIPLES FOR WEAR AND FRACTURE TOUGHNESS IN SELECTION OF 
MATERIALS, COATINGS, AND LUBRICANTS  

Surface Stress Modification 

Design for Introduction of Residual Compressive Stress. The only treatment or remedy that has been shown to be 
universally effective in improving fretting fatigue is the introduction of residual compressive stresses. The compressive 
stress will reduce the driving force for both crack initiation and propagation. Residual compressive stresses can be 
imparted through high and uniform clamping forces or interference fits, plastic deformation of the surfaces, phase 
changes, and precipitation or diffusion/thermal treatments. If sufficiently deep, superposition of the compressive stress 
can also decrease the tensile stress field on the propagating crack in the base material. 

Plastic deformation by means of shot peening, surface rolling, or ballizing the inside diameter of through-holes 
has the secondary effect of work hardening of the surface. In some cases, this work hardening leads to higher resistance to 
fretting wear. Waterhouse and Saunders (Ref 41) have attributed the increase in fretting fatigue strength of austenitic 
stainless steels by shot peening to an increase in surface hardness to 400 HV, compared to 150 HV for the bulk material, 
resulting in an increase in the fretting fatigue strength to that of the plain fatigue strength without fretting. In contrast, 
Leadbeater et al. (Ref 42) found that the improved fretting fatigue life in an aluminum 2014A alloy by shot peening was 
most likely due only to residual compressive stresses. They determined that while increasing surface roughness had a 
small beneficial effect, work hardening did not influence fretting fatigue properties. 

Cold-working methods are not effective in applications where temperatures during service, or those generated locally due 
to fretting, would lead to annealing of the previously work-hardened surface. 

Nitriding is a very effective palliative for steels. It introduces residual compressive stresses in the surface, and local 
hardening through solid solution strengthening can decrease the areas of real contact of self-mated ferrous material 
couples. Both chemical and ion implantation nitriding methods can be used. The effectiveness of carburizing will vary. 
Although the strength and hardness of the surface will be increased, the heat treatment required to create the martensitic 



transformation, carburizing can produce either compressive or tensile residual stresses depending on the section size and 
shape. Tensile stresses of course would be detrimental. 

Avoidance of Stress Raisers. Reducing geometric stress raisers in the vicinity of the contact will help prevent fretting 
fatigue crack nucleation. Examples were presented in the section "Parallel Surfaces without External Loading" and in Fig. 
7 and 8. Local stress raisers due to pitting by wear or pits caused by corrosion can be prevented by corrosion-resistant 
coatings such as zinc or by cathodic protection. 

Spacers or Shims. If the amplitude of relative displacement is small, it may be possible to absorb all of the transmitted 
shear stresses through the elasticity of a thin, flexible layer such as rubber. The effectiveness of this method depends on 
the modulus of the layer, its thickness, the severity of the normal load, and whether the relative motion is displacement 
controlled. For aluminum alloys used for aircraft skins at temperatures up to 150 °C, Taylor reports in work by Harris 
(Ref 43) that several investigations have shown the success against fretting fatigue of a joint bonded with isocyanate 
epoxy resin loaded with MoS2. It is likely that the solid lubricant lowered the transmitted shear stresses while the resin 
prevented metal-to-metal contact. It has also been reported that both pure aluminum and copper are effective shim 
materials to be used against steel for reducing the transmitted shear stresses (Ref 24). 

Lubricants. By using lubricants to lower the coefficient of friction, shear stresses resulting from the normal load will be 
decreased. Again, the amplitude of displacement may be increased. Oils and greases tend to be forced from the interface. 
Rough surfaces, such as those left by a shot-peening operation, can help retain liquid lubricants. Surface finishes that 
deliver oil to the fretting site are beneficial. Liquid lubricants can be effective on wire rope, where there is some 
containment of the lubricant due to the outer strands. Solid lubricants tend to be worn away over time and therefore have 
limited effectiveness. 

Relative Motion. If the relative motion of the two members can be eliminated, the fatigue life can then be computed 
using standard methods found elsewhere in this Volume. The design concern then shifts to minimizing the stress 
concentration at the edges of the contact. Methods for eliminating motion include increasing the normal load and/or 
increasing the coefficient of friction of the interface to expand the region of no-slip to the entire contact. 

Surface Roughness. Surprisingly, a deliberately rough surface finish may be the best for minimizing fretting fatigue 
damage. Waterhouse suggests machining grooves in the surface of one of the two contacting members, preferably the one 
that is not subjected to the major cyclic stresses (Ref 44). It was suggested that the benefit found in this work on 
aluminum was due to a minimization of the extent of any one contact area. An alternative explanation is that the debris 
generated during fretting may be more readily trapped in the grooves, thus promoting both a lubricating effect and a 
reduction in the local stresses due to support by the compacted debris. 

Wear and Cracking Resistance 

Material Selection for Fretting Fatigue Resistance. Two guides for materials selection choices should be used. The 
first is materials and treatments selected for avoidance of fretting damage, hence minimizing crack nucleation (see Table 
2). Materials with low propensity for adhesion are described by Rabinowicz (Ref 45) in terms of the inverse of 
metallurgical compatibility. Typically, dissimilar couples are preferred. Self-lubricating components, such as porous 
metal washers impregnated with lubricant, can be used. Materials with high work-hardening capacity or dynamic 
recrystallization characteristics can also minimize fatigue crack initiation. 

TABLE 2 RELATIVE FRETTING RESISTANCE OF VARIOUS MATERIAL COMBINATIONS 

COMBINATION  FRETTING 
RESISTANCE  

ALUMINUM ON CAST IRON  POOR  
ALUMINUM ON STAINLESS STEEL  POOR  
BAKELITE ON CAST IRON  POOR  
CAST IRON ON CAST IRON, WITH SHELLAC COATING  POOR  
CAST IRON ON CHROMIUM PLATING  POOR  
CAST IRON ON TIN PLATING  POOR  



CHROMIUM PLATING ON CHROMIUM PLATING  POOR  
HARD TOOL STEEL ON STAINLESS STEEL  POOR  
LAMINATED PLASTIC ON CAST IRON  POOR  
MAGNESIUM ON CAST IRON  POOR  
BRASS ON CAST IRON  AVERAGE  
CAST IRON ON AMALGAMATED COPPER PLATE  AVERAGE  
CAST IRON ON CAST IRON  AVERAGE  
CAST IRON ON CAST IRON, ROUGH SURFACE  AVERAGE  
CAST IRON ON COPPER PLATING  AVERAGE  
CAST IRON ON SILVER PLATING  AVERAGE  
COPPER ON CAST IRON  AVERAGE  
MAGNESIUM ON COPPER PLATING  AVERAGE  
ZINC ON CAST IRON  AVERAGE  
ZIRCONIUM ON ZIRCONIUM  AVERAGE  
CAST IRON ON CAST IRON WITH COATING OF RUBBER CEMENT  GOOD  
CAST IRON ON CAST IRON WITH MOLYKOTE LUBRICANT  GOOD  
CAST IRON ON CAST IRON WITH PHOSPHATE CONVERSION COATING  GOOD  
CAST IRON ON CAST IRON WITH RUBBER GASKET  GOOD  
CAST IRON ON CAST IRON WITH TUNGSTEN SULFIDE COATING  GOOD  
CAST IRON ON STAINLESS STEEL WITH MOLYKOTE LUBRICANT  GOOD  
COLD-ROLLED STEEL ON COLD-ROLLED STEEL  GOOD  
HARD TOOL STEEL ON TOOL STEEL  GOOD  
LAMINATED PLASTIC ON GOLD PLATING  GOOD  

Source: J.R. McDowell, in Symposium on Fretting Corrosion, STP 144, ASTM, 1952 

The second materials selection guide is the use of alloy compositions and thermomechanical treatments for existing alloys 
that improve their fatigue crack propagation resistance, as described elsewhere in this Volume and in a variety of 
mechanical properties handbooks (Ref 46, 47, 48). 

Soft coatings provide a "sacrificial," low shear strength layer that reduces the magnitude of the oscillatory shear stresses 
transmitted into the substrate. Both a lower coefficient of friction and a lower shear strength contribute. A coating that 
dynamically recrystallizes under service conditions would be expected to be effective. Situations where creep of the soft 
coating results must be avoided, as the introduction of excessive clearance or a decrease in preload on bolts or washers 
can occur. In addition, low friction of soft coatings can lead to larger relative displacements for load-controlled fretting. 

Diffusion treatments such as sulfidized coatings on steel were shown to be effective in delaying the initiation of a 
propagating fatigue crack in carbon steels in the laboratory when impregnated with a suitable oil-in-water emulsion (Ref 
49), and subsequently applied successfully to compressor blade roots (Ref 44). 

Hard coatings minimize the areas of real contact and penetration by opposing asperities and are less prone to adhesive 
wear. However, hard coatings have high friction coefficients. As such, high shear stresses are transmitted into the coating, 
which can limit their effectiveness. Care must be taken in design of coating thickness to avoid high shear stresses at the 
depth of the coating/substrate interface, which is typically a plane of weakness. 

Additionally, hard coatings such as chromium platings are often filled with cracks, and sprayed molybdenum coatings 
usually contain pores. These defects in the coatings can serve as initial sites for fatigue cracks to develop and propagate 
into the substrate. Post-coating shot peening is recommended. Improvement in both electro-deposited chromium and 
nickel coatings was achieved by thermal diffusion processing followed by shot peening (Ref 44). 

While hard coatings can reduce the overall fatigue strength compared with that of samples tested without prior fretting, 
under fretting fatigue conditions they typically show an improvement over uncoated materials. A pretreatment, such as 
shot peening or vapor blasting, may be required to compensate for the reduction in normal fatigue strength due to the hard 
coating. In the case of carbon steel, sprayed molybdenum coatings were found to increase the fretting fatigue strength 
from 33 to 72% of the normal fatigue strength compared with uncoated samples (Ref 50). 



Nonmetallic coatings offer improvement in fretting fatigue resistance through the lowering of the coefficient of friction 
and the prevention of metal-to-metal welding at asperity contacts. The same types of substances that are considered solid 
"boundary" lubricants for wear control can be used. Conversion coatings produced by phosphating and anodizing, 
polymer sheets of nylon or polytetrafluoroethylene, and polymerized epoxy resins can all be used. In the case of porous 
coatings, impregnation with oils or greases can provide effective means of reducing or eliminating the occurrence of 
fretting fatigue when operating in the full-slip regime, over the supply life of the lubricant. 
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Introduction 

CONTACT FATIGUE is a surface-pitting-type failure commonly found in ball or roller bearings. This type of failure can 
also be found in gears, cams, valves, rails, and gear couplings. Contact fatigue has been identified in metal alloys (both 
ferrous and nonferrous) and in ceramics and cermets. 

Contact fatigue differs from classic structural fatigue (bending or torsional) in that it results from a contact or Hertzian 
stress state. This localized stress state results when curved surfaces are in contact under a normal load. Generally, one 
surface moves over the other in a rolling motion as in a ball rolling over a race in a ball bearing. The contact geometry 
and the motion of the rolling elements produces an alternating subsurface shear stress. Subsurface plastic strain builds up 
with increasing cycles until a crack is generated. The crack then propagates until a pit is formed. Once surface pitting has 
initiated, the bearing becomes noisy and rough running. If allowed to continue, fracture of the rolling element and 
catastrophic failure occurs. Fractured races can result from fatigue spalling and high hoop stresses. 

Rolling contact components have a fatigue life (number of cycles to develop a noticeable fatigue spall). However, unlike 
structural fatigue, contact fatigue has no endurance limit. If one compares the fatigue lives of cyclic torsion with rolling 
contact, the latter are seven orders of magnitude greater (Ref 1). Rolling contact life involves ten to hundreds of millions 
of cycles. 
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Examples of Contact Fatigue 

Contact fatigue produces a surface damage that is unique and well recognized. Familiar examples are found in fatigue of 
ball and roller bearings. A typical failure in a roller bearing is shown in Fig. 1. Although this spall is small, it would grow 
in size until roller fracture would occur, as bearing operation continues. 



 

FIG. 1 SCANNING ELECTRON MICROGRAPH OF A FATIGUE SPALL ON A ROLLER FROM A ROLLER BEARING 
AFTER 630,000 CYCLES. ROLLER IS AISI 1060 STEEL, HARDENED TO 600 HV. SPALL IS 400 M WIDE BY 700 

M LONG. 

One classic shape of a fatigue spall in a ball bearing is a delta shape, as shown in Fig. 2 with a diagram of the pit (Ref 2). 
The apex of the pit is the initiation point, usually the location of a surface defect like a dent. The pit grows in a fan shape, 
becoming wider and deeper as it grows in the direction of ball travel. Not all spalls in ball-bearing races are of the shape 
shown in Fig. 2. 



 

FIG. 2 ANATOMY OF A RACE SPALL IN A BALL BEARING. (A) TYPICAL DELTA SHAPE WITH THE APEX AT THE 
ORIGIN. (B) PROFILES OF THE SPALL. SOURCE: REF 2 

Figure 3 shows a fatigue spall near the race shoulder of a deep-groove ball bearing. The spall appears to have been 
formed by the joining of several pits. The fact that the spall occurred close to the race shoulder may have distorted the 
contact state of stress, causing a multiple origin. 

 

FIG. 3 MULTIPLE SPALL NEAR A RACE SHOULDER 



Fatigue in roller bearings may differ from ball-bearing contact fatigue. Quite often the pitting occurs in the inner race at 
the contact zone of the roller ends. In some cases, contact stress peaks at the roller ends and pitting originates in these 
locations. Roller-end pitting can be a sign of misalignment. 

Cams and Gears. Valve lifter cams and rollers are subject to contact fatigue. An example is shown in Fig. 4 (Ref 3). 
The character of the damage is very similar to that found in rolling contact bearings. The example shown in Fig. 4 was 
found in both cam nose and lifters during automobile engine tests (Ref 3). Lifters were nodular iron, and cams were flake 
graphite cast iron. Fatigue cracks were associated with cracked carbides, graphite flakes, and hard inclusions. 

 

FIG. 4 CONTACT FATIGUE SPALLING OF CAM LIFTER SURFACE. SOURCE: REF 3 

Contact fatigue occurs in gears along the pitch line. The geometry of tooth mesh is such that rolling occurs at the pitch 
line while sliding occurs at the addendum as the gears come out of mesh. An example of pitch line contact fatigue is 
shown in Fig. 5 (Ref 4). The pits seen on the teeth will grow in size and depth, ultimately resulting in tooth fracture. 

 

FIG. 5 PITCH LINE SPALLING OF MEDIUM-HARDENED GEARS. SOURCE: REF 4 

Another form of contact fatigue, known as micropitting, occurs in bearings. An example is shown in Fig. 6. This feature 
can show up over the entire raceway surface. It is often the result of too thin a lubricant film or excessive surface 
roughness and sometimes heavy loading. 



 

FIG. 6 MICROPITTING OF ROLLER BEARING OUTER RACE. SCANNING ELECTRON MICROGRAPH, (A) 57× AND 
(B) AT HIGHER MAGNIFICATION 

In gears, micropitting is termed frosting and in the present ANSI/AGNA standard it is considered a form of contact 
fatigue. For bearings, gears, and any contact, micropitting can be reduced by improved surface finish, reduced 
temperature or loads, and providing sufficient elastohydrodynamic film. 

Rails. Spalling and "shelly" -type failures occur on track rails from wheel-track rolling contacts. An example of shelly 
failure is shown in Fig. 7 from Kilburn (Ref 5). The name comes from the morphology of the fracture surface in the 
bottom of the spall. Shelly failures are serious because they lead to rail fracture and derailments. Rail spalling has been 
reduced in recent years by the use of higher carbon steels for rails. 

 

FIG. 7 SHELLY RAIL SPALL FROM WHEEL-RAIL CONTACT FATIGUE. SOURCE: REF 5 
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Mechanisms of Contact Fatigue 

The state of stress produced by rolling contact is concentrated in a small volume of material and produces intense plastic 
strain. The strain accumulates as the same volume is stressed with each rolling cycle until a crack is initiated and forms a 
spall. In the real world of contact fatigue, the mechanisms involved can be quite complex. Most models assume a 
condition of ideal geometric surfaces and little input by heat generation, environmental conditions, and inhomogeneities 
of materials. Hertz stress analysis assumes a circular, elliptical, or line contact surface area between curved surfaces 
(depending on the geometry of the contacts) and a parabolic pressure distribution with the maximum pressure at the 
center of the contact. 

The subsurface state of stress involves a hydrostatic component that inhibits tensile fracture. Analysis of the subsurface 
stress state indicates that a maximum shear stress exists at a given depth below the surface. The stress distribution is 
shown in Fig. 8. The maximum shear stress is shown increasing with depth below the surface as discussed by Kloos and 
Schmidt (Ref 6). 

 



FIG. 8 STRESS DISTRIBUTIONS AT A CONTACT SUBSURFACE 

The curves shown are based on two different mathematical approaches to the estimation of contact state of stress. Both 
approaches produce a shear stress distribution quite close to each other. The z axis scale is Z/B, where B is the minor axis 
length of the contact ellipse and the usual direction of rolling motion. Note in Fig. 8 that the maximum shear stress depth 
is about the same as the dimension of B. However, with increased traction or tangential force, the maximum shear stress 
moves closer to the surface. In hardened martensitic steels used in ball and roller bearings, the subsurface shear stresses 
produce plastic deformation in the martensitic structure. The residual strain increases with increase in rolling cycles. This 
has been shown by x-ray measurements during rolling contact experiments (Ref 7). 

Many researchers have studied the microstructural changes that occur as a result of the buildup of subsurface strain (Ref 
8, 9, 10). In AISI 52100 steel, a common rolling-contact-bearing material, the accumulation of strain initially is associated 
with the formation of a dark etching zone below the surface. Further strain causes the formation of light etching bands 
caused by the formation of a new ferrite phase. Then carbides in the high stress region begin to show decay and break up. 
Other microstructural features include "butterflies" or white etching wings radiating out from large hard inclusions. Some 
features depend on the level of contact stress. For example, butterflies are often associated with high contact stress (2000 
to 4000 MPa), as discussed in more detail in the article "Contact Fatigue of Hardened Steel" in this Volume. 

In a detailed study of butterfly formations in AISI 52100 steel ball bearings by Becker (Ref 11), both through-hardened 
AISI 52100 steel and carburized SAE 8620 steel bearing races were used. Contact stress was 3280 MPa (480 ksi). 
Butterflies were found in sectioned posttest races. They were always oriented at about 40° to the surface and oriented in 
the rolling direction. The "wings" of the butterflies were found to be composed of a mix of heavily strained, ultrafine-
grained ferrite and fine carbide particles. Hardness was measured as close to 1000 HV--harder than the martensitic matrix 
surrounding the butterflies. Fine cracks were also found on the edges of the butterfly wings. The same structures were 
found in the carburized case in the 8620 steel. Becker says in Ref 11: "The breakdown of the matrix microstructure to 
ferrite and carbide is caused by very high stress concentration either at hard inclusions or at pre-existing cracks." 

Contact fatigue is also surface generated. In fact, surface-originating spalls are more prevalent than subsurface-generated 
cracks. Proving subsurface fracture origin is difficult because a metallographic section only shows a profile of the crack 
which, in three dimensions, may have a surface origin. The higher the tangential force or traction, the more likely will be 
surface-generated contact fatigue. With shear stresses higher and closer to the surface, surface defects (dents, scratches, 
etc.) all contribute to higher incidence of surface-originating fatigue. Figure 2 shows a race spall that started at a dent in 
the race. This produced a delta-shaped spall as the cracking progressed from the origin. Sections through the spall show it 
to be shallow at the origin and deeper at the other end. Photomicrographs of a developing spall (Fig. 9, Ref 4) caused by a 
dent shows a ridge between the dent and the crack. This is typical and causes disruption in the oil film. The arrow shows 
the direction of movement of the balls over the race. The section through the developing spall shows the subsurface crack 
propagating down into the race at an angle to the surface. 

 

FIG. 9 DEVELOPING SPALL. (A) TOP VIEW OF DEVELOPING SPALL AT RACE SURFACE DENT. (B) SECTION 



THROUGH DEVELOPING SPALL SHOWING SUBSURFACE CRACKING SOURCE: REF 4 

As the developing spall matures, a surface layer loosens and eventually breaks out, leaving a pit. While the pit develops, 
the loose layer batters the fracture surface, obliterating the surface features. Fractographic analysis is not a likely option 
for investigating contact fatigue. 

 
References cited in this section 

4. T.E. TALLIAN, FAILURE ATLAS FOR HERTZ CONTACTS, ASME, 1992 
6. K.H. KLOOS AND F. SCHMIDT, SURFACE FATIGUE AND WEAR, METALLURGICAL ASPECTS OF 

WEAR, K.H. ZUM GAHR, ED., DEUTSCHE GESELLSCHAFT FUR METALLKUNDE, 1981, P 163-
182 

7. K.H. KLOOS AND F. SCHMIDT, SURFACE FATIGUE AND WEAR, METALLURGICAL ASPECTS OF 
WEAR, K.H. ZUM GAHR, ED., DEUTSCHE GESELLSCHAFT FUR METALLKUNDE, 1981, P 163-
182 

8. J.A. MARTIN, S.F. BORGESE, AND A.D. EBERHARDT, TRANS. ASME, VOL 59, 1966, P 555 
9. H. SWAHN, P.C. BECKER, AND O. VINGSBO, MET. SCI., JAN 1976, P 35 
10. W.D. SYNIUTA AND C.J. CORROW, WEAR, VOL 15, 1970, P 187 
11. P.C. BECKER, MICROSTRUCTURAL CHANGES AROUND NON-METALLIC INCLUSIONS 

CAUSED BY ROLLING-CONTACT FATIGUE OF BALL-BEARING STEELS, MET. TECHNOL., 
JUNE 1981, P 234-243 

Contact Fatigue 

W.A. Glaeser and S.J. Shaffer, Battelle Laboratories 

 

Rolling Contact Bearing Life 

Ball and roller bearings have been subject to the most extensive life testing of all contact fatigue components. Bearing 
catalog lives are based on fatigue failure considerations. It is assumed that no ball or roller bearing gives unlimited 
service. Owing to the special stress state experienced by rolling contact bearings, bending or push-pull tensile fatigue 
results cannot be applied to their life calculations. There is significant scatter in life tests for rolling contact bearings. The 
Weibull distribution is used in statistical analysis of bearing-life tests. A typical bearing-life Weibull plot is shown in Fig. 
10 (Ref 12). 



 

FIG. 10 WEIBULL PLOT OF BALL-BEARING LIVES DISTRIBUTION. SOURCE: REF 12 

Two life values in the distribution are shown. The L10 life, or the life at which 10% of all the bearings have failed is used 
for bearing selection. Lundberg and Palmgren (Ref 13) developed a relationship that can be used to predict bearing life 
for any load, using the life for standard load in the relation:  

L = (C/P)P  

where L is the fatigue life in revolutions × 106; C is the standard load (C is defined as the load that gives an L10 life of one 
million revolutions); P is the selected load; and p is 3 for ball bearings and 10/3 for roller bearings. 

The predicted life from the above relationship is, of course, based on bearing tests, analyzed statistically. It does not take 
into account other factors that impact on bearing life. Lubrication is a powerful factor in bearing life. Since the discovery 
of thin-film lubrication, elastohydrodynamic (EHD) lubrication of rolling contact bearings, the effect of film thickness on 
bearing life, has received considerable attention. Tests have shown that the lubricant film thickness is influenced by 
bearing speed and lubricant viscosity and less by load. A bearing performance map was developed by Harris (Ref 2). The 
performance map is shown in Fig. 11. It has been in general use for a number of years. The lubricant film coefficient, , 
determined by dividing EHD film thickness by a surface roughness factor, relates to the present film or percentage time 
the surfaces are totally separated by a lubricant film. If is less than 1, the bearing is likely to not attain the L10 life 
predicted by the Weibull distribution. If exceeds 4, then one might expect longer life than predicted. 



 

FIG. 11 BALL-BEARING PERFORMANCE MAP. SOURCE: REF 2 

Steel microstructure also has a significant effect on bearing life. Of greatest importance is the cleanliness of the steel. 
Because hard inclusions have been found to enhance the fatigue crack process, steelmaking methods have been modified 
to eliminate or substantially reduce the production of hard inclusions. Consumable electrode vacuum melting has 
produced bearing-grade steels that have dramatically improved bearing reliability. In many cases, bearing failure is now 
related to wear rather than to contact fatigue. Good surface finish is necessary for long bearing life. As was noted, contact 
fatigue is initiated by surface defects like dents and deep scratches. Surface defects not only cause asperity contact in thin-
film lubrication, but dents have been shown to disturb the EHD film and cause local film breakdown. 

The possibility of a fatigue limit for rolling contact (deviation from the inverse load power law) has been investigated. 
Tallian (Ref 14) has analyzed test data from bearing tests run at high values under conditions free of contaminants and 
debris and found deviations from the theoretical life suggesting a fatigue limit. This is shown in the plot in Fig. 12. 
Further information on bearing life is described in the article "Fatigue and Life Prediction of Bearings" in this Volume. 



 

FIG. 12 CONTACT STRESS-LIFE PLOTS FOR LIVES BASED ON THE INVERSE POWER LOAD-LIFE LAW AND 
BEARING TESTS WITH IDEAL OPERATING CONDITIONS. SOURCE: REF 14 
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Minimizing Contact Fatigue 

The study of rolling contact behavior has indicated new approaches that might further improve the contact fatigue 
resistance of these systems. One important problem in the application of rolling contact systems is the wide scatter in 
failure lives. Zaretsky (Ref 15) indicates that in a group of 30 ball bearings the ratio of the longest to the shortest life may 
be as much as 20 times. Bearing-catalog ratings are based on L10 lives or the time in which 10% of the bearings have 
failed. The same scatter can be expected in other rolling contact components such as gears and cams. Bearing-fatigue life 
is sensitive to bearing load. Generally, it is assumed that life is inversely proportional to maximum Hertz stress to the 9th 
power. The exponent can be as high as 12 for roller bearings. Lubricant composition, microstructure, and geometry of 
rolling contacts can influence these exponents of life. Zaretsky, Poplawski, and Peters (Ref 15) give a good summary of 
life exponents from various tests for a number of bearing configurations. This also includes case-carburized consumable 
electrode vacuum arc remelted AISI 9310 spur gears. The L10 lives varied inversely with the stress to the 8.4 power for 
the spur gears. 

Reducing the scatter in bearing lives so that the distribution would be compressed toward the longer lives would 
intrinsically improve bearing lives. Improving rolling-element precision, surface finish, and homogeneity of 



microstructure should reduce scatter somewhat. Lubrication also is effective. Ensuring that a rolling contact component is 
operating within satisfactory EHD conditions relative to surface finish is essential. Cleanliness of the operating 
environment and reasonable protection from corrosion are also important. 

Because of the sensitivity of contact fatigue life to contact stress, reduction of contact stress can significantly improve 
bearing life. Of course, accurate estimation of the actual operating contact stress is important. Contact stress can be 
reduced by spreading out the area contact with a soft solid thin film applied to the surfaces (bearing races, for instance). 
Conversely, hard coatings have been used to improve fatigue life of bearing steels (Ref 16). 

High-speed ball bearings have an increased ball contact stress owing to centrifugal forces. Such increased stress levels are 
sufficient to cause significant reduction in fatigue life even in very clean precision ball bearings. Reduction in the ball 
mass can reduce this effect and increase life to reasonable levels. Significant advances have been made by the use of 
silicon-nitride balls for high-speed bearings. Because of the lower density of silicon nitride, centrifugal forces in the 
bearing are reduced. Hybrid ball bearings with silicon-nitride balls have surpassed bearing grade steel in rolling contact 
performance (Ref 17, 18, 19). These bearings are finding use in gas turbines and high-speed machine tools. 

Race fracture in high-speed ball bearings can be avoided by using a carburizing grade steel with increased fracture 
toughness (M50 NiL) (Ref 20) instead of through-hardening steels like AISI 52100. Carburizing to a depth below the 
estimated maximum shear depth will provide the required resistance to contact fatigue. Cleanliness of the steel will still 
be an important factor in bearing life. 

The residual stress state in the near surface of rolling contact elements resulting from heat treatment and machining have 
an influence on contact fatigue life. By imposing compressive residual stresses, gear life can be improved. This can be 
accomplished by shot peening and burnishing. Nitriding gear steel will produce the desired compressive residual stresses 
to inhibit crack propagation. 

As power systems become lighter and more compact, bearings, gears, and other rolling elements will have to operate at 
higher speeds. Although even at this time not all is understood about the mechanisms of contact fatigue, advances in 
improved reliability and component life are being made. Research and testing continue to try to narrow the life scatter and 
increase the predicted life of rolling contact parts. 
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Introduction 

POWDER METALLURGY (P/M) is one of the most diverse approaches to metalworking. The main attraction of P/M 
technology is the ability to fabricate high-quality, complex parts to close tolerances in an economical manner. In essence, 
P/M converts a metal powder from a semifluid state into a strong, precise, high-performance shape. Key steps include the 
shaping or compaction of the powder and the subsequent thermal bonding of the particles by sintering. These two steps 
can be combined into a single operation, for example in hot powder forging or hot isostatic pressing. All P/M processes 
are fairly automated with relatively low energy consumption, high material utilization, and low capital costs. These 
characteristics align P/M with current concerns over manufacturing productivity. Consequently, the field is experiencing 
growth and progressively replacing traditional metalforming operations over a wide range of applications and materials. 
As illustrations, P/M is used in the fabrication of lamp filaments (tungsten), dental restorations (precious metals), self-
lubricating bearings (bronze), automotive transmission gears (steels), armor piercing projectiles (tungsten alloys), welding 
electrodes (copper), nuclear power fuel elements (uranium dioxide), orthopedic implants (cobalt and titanium alloys), 
high-temperature filters (stainless steels), aircraft brake pads (iron-copper-tin-carbon), rechargeable batteries (nickel), and 
jet engine components (superalloys). 

There are three basic approaches to powder metallurgy processing (Ref 1). The most common method, termed pressing 
and sintering, is to fill a die cavity with loose powder and apply a uniaxial compaction pressure to the powder. This 
pressure deforms and densifies the powder to approximately 85 to 90% of theoretical density. Subsequently, the pressed 
powder is heated to a temperature where atomic diffusion gives rise to interparticle bonding, but with little densification. 
Accordingly, the final product is porous. Such a technique is in widespread use for forming moderately complex shapes 
for mechanical systems using ferrous powders. The open continuous pore structures that exist in these P/M products 
dominate fracture and fatigue behavior. Additionally, many filters, electrodes, capacitors, batteries, and other porous 
structures are formed in a similar manner using low compaction pressures. Such high-porosity structures should not be 
employed in a fatigue-sensitive environment. 

Alternatively, small particles are shaped into useful components at low pressures with the assistance of an organic binder, 
such as wax, by injection molding, tape casting, or extrusion. The particle-packing density is relatively low, typically only 
60% of theoretical. After shaping, the binder is removed by either heat or solvent extraction, and the powder is densified 
by sintering at a high temperature. These approaches give a final density that is usually between 94 and 100% of 
theoretical. They are slower and more costly than die compaction, but they deliver greater shape complexity and 
improved mechanical response measures. Thus, techniques such as powder injection molding are in widespread use for 
computer, biomedical, and firearm applications, especially using stainless steels. Because the pores are small, closed, and 
spherical, they have less detrimental effect on fracture and fatigue properties. 

Finally, a powder can be subjected to a combination of heat and stress simultaneously. This allows full densification and 
is widely employed in the fabrication of structural metals, composites, and high-temperature alloys. Variations include 
forging, hot pressing, hot isostatic pressing, extrusion, and roll forming. Alloys fabricated this way are usually based on 
aluminum, titanium, steel, nickel, or refractory metal systems, but include composites and intermetallics. Because there is 
no residual porosity, fracture and fatigue properties are totally dependent on the microstructure, especially any 
inhomogeneities or contaminants. When properly performed, these processes result in full-density P/M products that have 
mechanical responses superior to those of their wrought equivalents, largely because of the microstructure homogeneity. 
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P/M Materials 

Many metals are available via P/M techniques. Aluminum and its alloys are highly compressible as powders; green 
densities of 90% of theoretical are common. They can be sintered or hot consolidated using extrusion, forging, hot 
pressing, and hot isostatic pressing. As summarized in Table 1, typical strengths for the press and sinter approach are in 
the 200 MPa (29 ksi) range with 2% elongation to fracture. Higher strengths are available by dispersion strengthening and 
deformation processing, including hot isostatic pressing and extrusion. In the best cases, fatigue endurance limits (or 
fatigue strength at about 107 cycles) approach about 200 MPa (29 ksi). Some of the high-performance rapidly solidified 
P/M products provide excellent strength retention to high temperatures. 

TABLE 1 PROPERTIES ATTAINABLE IN ALUMINUM P/M ALLOYS 

COMPOSITION, 
WT% (A)  

FABRICATION(B)  DENSITY, 
G/CM3  

YIELD 
STRENGTH, 
MPA  

TENSILE 
STRENGTH, 
MPA  

ELONGATION, 
%  

4MG-0.80SI-1.1C  MA + FORGED  . . .  550  570  2  
4CU-1.5MG-
0.80SI-1.1C  

MA + FORGED  . . .  580  600  11  

0.4SI-0.6MG  COLD FORGED  2.66  90  180  11  
4.4CU-0.8SI-
0.5MG  

P+S  2.64  200  250  3  

0.4CU-1.0MG-
0.6SI  

P+S  2.45  176  183  1  

0.4CU-1.0MG-
0.6SI  

P+S  2.58  230  238  2  

4TI  MA + HIP  2.74  325  380  11  
8FE-2MO  HIP  2.89  470  490  7   

(A) BALANCE AL. 
(B) MA, MECHANICALLY ALLOYED; HIP, HOT ISOSTATICALLY PRESSED; P+S, PRESSED AND 

SINTERED  

Copper, brass, and bronze are sintered from particles, where the typical applications are not fatigue sensitive. Cemented 
carbides, such as WC-Co and TiC-Ni, are sintered using a liquid phase to deliver a full-density structure, often by the 
application of a high pressure at the end of the sintering cycle. The elimination of residual pores has considerable impact 
on fracture resistance, giving a fracture strength in the 1700 to 3000 MPa (245 to 435 ksi) range. Unfortunately, the basic 
materials are brittle, so fracture toughness is usually in the range of 10 to 20 MPa m , depending on cobalt (or other 
matrix phase) content and carbide grain size. 

Stainless steel P/M products are usually selected for their corrosion resistance. However, they are capable of highly 
variable final response measures, depending on the composition, density, and microstructure. For precipitation-hardenable 
alloys such as 17-4 PH, yield strengths of 1100 MPa (160 ksi) with 12% elongation are possible with fatigue endurance 
limits in the 500 MPa range (72 ksi). Alternatively, for austenitic stainless steels such as 316L, a sintered yield strength of 
250 MPa (36 ksi) and considerable ductility (30% or more) are common. 



By far the largest segment of the P/M applications rely on iron-base alloys. Generally, a powder is pressed in uniaxial 
tooling to near-final dimensions, but not to full density. Dimensional control during sintering is very important, and 
usually size can be held to within ±0.025 mm of specification, with concentricity to 0.1 mm, squareness to 0.05 mm, and 
density to 0.1 g/cm3. Strength typically exhibits a small scatter of ±35 MPa (±5 ksi) and elongation exhibits a scatter of 
±2%. In most sintered structural steel components, over 90% of the composition is iron. Table 2 gives examples of 
common P/M alloy compositions. In all cases, the mechanical properties increase with the final density. 

TABLE 2 COMMON FERROUS P/M CLASSES 

DESIGNATION  COMPOSITION  
PURE IRON (STEEL)  MAX 1% C  
COPPER STEEL  1-22% CU, MAX 1% C  
IRON-NICKEL  1-3% NI, MAX 2.5% CU, MAX 0.3% C  
NICKEL STEEL  1-8% NI, MAX 2.5% CU, MAX 1% C  
LOW-ALLOY STEEL  0.3-2% NI, 0.5-1% MO, 0.4-0.8% C  
INFILTRATED STEEL  8-25% CU, MAX 1% C  
PHOSPHORUS STEEL  0.4-0.8% P, LOW C  
SINTER-HARDENED STEEL  1-3% CR, 1-2% MN, 2% NI, 0.4-0.8% C   

Iron-copper-carbon compositions are the most common in production, because copper forms a liquid phase during 
sintering that greatly aids particle bonding. This system illustrates the properties possible with P/M. Copper and graphite 
(carbon) are mixed with iron, and during sintering the copper forms a liquid phase. Wrought materials of equivalent 
compositions are not possible due to extensive segregation in the molten state. The mechanical properties are degraded by 
whatever pores remain after sintering. Tables 3 and 4 provide examples of the property degradation by listing the 
hardness, strength, ductility, and impact energy versus density for two Fe-Cu-C alloys. Table 3 shows a density effect for 
an Fe-2Cu-0.8C alloy, while Table 4 includes both density and heat treatment effects for an Fe-10Cu-0.3C alloy. In these 
tables the fatigue life was measured at 107 fully reversed cycles (R = -1). Note that, for example, hardness and strength 
actually change less with increases in density than does the fatigue endurance strength. This reflects the greater sensitivity 
of the dynamic properties to pore structure as compared with the quasistatic tensile properties. 

TABLE 3 SAMPLE MECHANICAL PROPERTIES FOR FE-2CU-0.8C P/M ALLOYS 

Pressed and sintered, 1120 °C, h, N2-H2 atmosphere 

DENSITY, G/CM3  6.65  6.85  7.15  
POROSITY, %  14.2  11.8  7.9  
HARDNESS, HRB  70  75  85  
YIELD STRENGTH, MPA  365  400  415  
TENSILE STRENGTH, MPA  425  495  620  
ELONGATION, %  1.3  1.8  2.5  
TRANSVERSE RUPTURE STRENGTH, MPA  890  1025  1325  
FATIGUE STRENGTH, MPA  168  198  266   

TABLE 4 DENSITY AND HEAT TREATMENT EFFECTS ON THE PROPERTIES OF AN FE-10CU-0.3C P/M 
ALLOY 

DENSITY, G/CM3  6.4  6.4  7.1  7.1  
THERMAL CONDITION  AS-

SINTERED  
HEAT 
TREATED  

AS-
SINTERED  

HEAT 
TREATED  

HARDNESS (SCALE)  50 (HRB)  25 (HRC)  80 (HRB)  40 (HRC)  
YIELD STRENGTH,MPA  280  . . .  395  655  
TENSILE STRENGTH,MPA  310  380  550  690  



ELONGATION, %  0.5  0.5  1.5  0.5  
FATIGUE STRENGTH,MPA  115  145  210  260  
IMPACT ENERGY, J  4  . . .  11  . . .  
ELASTIC MODULUS, 
GPA  

90  90  130  130  
 

Nickel is another common addition to ferrous P/M alloys for improved strength. In low concentrations, phosphorus is 
used due to its potent hardening of iron and formation of a liquid phase at temperatures above 1050 °C (1920 °F). The 
liquid aids sintering, pore spheroidization, and alloy hardening, but usually these additives are selected for magnetic 
properties, not mechanical properties, with a popular composition containing 0.45% P. Most of these alloys are formed by 
mixing powders that are alloyed as part of the sintering cycle, because of the higher compressibility of the elemental 
powders as compared with that of prealloyed powders. 

There are several other widely employed P/M materials. Tool steels are usually fabricated to full density by liquid-phase 
sintering or hot isostatic pressing. Cobalt-base alloys, titanium alloys, and superalloys are fabricated to full density by hot 
isostatic pressing. Table 5 compares the mechanical properties of Ti-6Al-4V alloys fabricated by three processing routes. 
A very useful group of P/M alloys are the tungsten heavy alloys. These are based on W-Ni-Fe mixtures that are densified 
by liquid-phase sintering. Table 6 gives the typical mechanical properties of sintered tungsten heavy alloys. These are 
full-density products, but despite the high sintered density they lack good fatigue properties due to the two-phase 
microstructure. Like tungsten, most of the other refractory metals (molybdenum, tantalum, titanium, chromium, niobium, 
and rhenium) are fabricated from powders. 

TABLE 5 MECHANICAL PROPERTY COMPARISON FOR TI-6AL-4V PROCESSED BY VARIOUS P/M 
TECHNIQUES 

PROCESS  POROSITY, 
%  

YIELD 
STRENGTH, 
MPA  

TENSILE 
STRENGTH,MPA  

ELONGATION, 
%  

REDUCTION 
IN AREA, %  

BLENDED 
ELEMENTAL P+S  

2  786  875  8  14  

BLENDED 
ELEMENTAL HIP  

<1  805  875  9  17  

PREALLOY HIP  0   880  975  14  26  

P+S, pressed and sintered; HIP, hot isostatically pressed 

TABLE 6 EXAMPLES OF THE MECHANICAL PROPERTIES OF TUNGSTEN HEAVY ALLOYS SINTERED 
AT 1500 °C TO 100% DENSITY 

COMPOSITION, 
WT%  

DENSITY, 
G/CM3  

HARDNESS, 
HRA  

YIELD 
STRENGTH, 
MPA  

TENSILE 
STRENGTH, 
MPA  

ELONGATION, 
%  

97W-2NI-1FE  18.6  65  610  900  19  
93W-5NI-2FE  17.7  64  590  930  30  
90W-7NI-3FE  17.1  63  530  920  30  
86W-4MO-7NI-3FE  16.6  64  625  980  24  
82W-8MO-8NI-2FE  16.2  66  690  980  24  
74W-16MO-8NI-2FE  15.3  69  850  1150  10   

Low-cost composites are fabricated using P/M techniques. Particle reinforcement requires mixing of the constituents and 
consolidation to full density. A popular combination is Al-SiC. Sample mechanical properties of this composite as 
fabricated by vacuum hot pressing are given in Table 7, where the SiC content ranges from 0 to 40 vol%. Again, the 
fatigue properties of these composites are not very attractive because of the differential elastic modulus between the 
reinforcement and matrix. 



TABLE 7 MECHANICAL PROPERTIES OF AL-SIC P/M COMPOSITES 

6061 alloy matrix, densified by vacuum hot pressing 

SIC, 
VOL%  

ELASTIC 
MODULUS, GPA  

DENSITY, 
G/CM3  

YIELD STRENGTH, 
MPA  

ELONGATION, 
%  

0   69  2.71  4.30  20  
15  97  2.77  435  6  
20  103  2.80  450  5  
25  114  2.83  475  4  
30  121  2.85  510  0   
40  138  2.91  379  <1   

Powder Metal Technologies and Applications, Volume 7 of the ASM Handbook provides a large compilation of 
mechanical properties of P/M materials. 
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Porosity Effects 

An inherent physical characteristic of P/M materials is the presence of pores. The role of porosity in determining fatigue 
endurance in powdered metals is akin to that of porosity that is induced through metal solidification in casting or welding. 
However, the porosity that is characteristic of sintered powdered metals, and of those materials subsequently deformation 
processed, may differ in character and influence from solidification porosity. In all cases, porosity catches the attention of 
the design engineer because it immediately conjures up images of classical stress concentrators. In addition, porosity 
featuring sharp re-entrant corners, a possibility for marginally equilibrium-sintered powder particle boundaries, may be 
more accurately viewed as crack precursors. Pore geometry can be altered by modifications to the sintering cycle, such as 
a longer hold time or higher temperature, wherein the smoother pores improve strength, fatigue life, and fracture 
resistance. 

Ductility is sensitive to the pore structure, but impact, fracture, and fatigue behavior have the greatest sensitivities. In 
general, dynamic strength responses are the most sensitive. Even in those materials possessing full density, inferior 
properties can occur due to microstructural defects. Recent applications have pushed P/M into very demanding 
applications, a good example being the automotive connecting rod. Such rods are formed by hot forging a porous P/M 
preform using an alloy of Fe-2Cu-0.8C. They weigh nearly 650 g. The ultimate tensile strength is 825 MPa (120 ksi), 
with a yield strength of 550 MPa (80 ksi) and fatigue endurance limit of 255 MPa (37 ksi). With expansion of P/M 
fabrication technology into dynamically loaded components, there arise performance limitations associated with fracture 
and fatigue. For static tensile properties, there is a good basis for predicting the effect of residual porosity on strength (Ref 
2, 3, 4, and 5). Recent research has had an emphasis on fatigue and fracture behavior to fill the database void. 

Porosity is especially important to the high-cycle fatigue life (Ref 6, 7, 8, and 9). Pores play a role in both crack initiation 
and propagation, typically increasing the threshold stress intensity for crack initiation but lowering the resistance to crack 
propagation (Ref 10). For an alloy of Fe-2Ni-0.8C the fatigue endurance limit at 107 reverse cycles is between 200 and 
250 MPa at a density of 7.1 g/cm3 (approximately 10% porosity). That is approximately 35% of the tensile strength, and 
many porous injection-molded materials exhibit similar ratios of fatigue strength to tensile strength. Closed pores are less 
detrimental than those that are interconnected and open to the external surface. Surface pores act as the preferred site of 
fatigue crack initiation by acting as stress concentrators (Ref 11). The simplest view of a pore would be that of a spherical 
hole embedded in a continuous matrix whose response parameters are identical with that of a fully dense form of exactly 
the same metallurgical state. Since the maximum, most positive, principal stress is the controlling load parameter for 
high-cycle fatigue endurance, the embedded pore in a tensile field is a reasonably approximate model for a stressed 
porous metal without interacting stress fields (one of less than 10% porosity). One can expect the local pore-dominated 



stress field to control local events such as crack initiation and threshold stress intensity values (∆Kth). For an embedded 
pore, the local stress fields are related to the far-field (applied) design stresses (Ref 12):  

  
(EQ 1) 

Note that, for the average steel, = 0.30, and the local stresses are magnified by a factor of about 2. The concentrated 
stress field does not persist far beyond the embedded pore, being reduced to 105% of the design value at a distance of 2a 
(where a is the pore radius) from the pore center, thus possibly exerting little influence on far field parameters. 

If the pore features sharp re-entrant corners, the elastic concentrated stresses are more accurately predicted from an 
elliptical hole example. However, these same pores are unlikely to exhibit smooth ellipsoidal morphologies, and their 
concentration effects can be more usefully predicted by the proportionality (Ref 13):  

  
(EQ 2) 

Here, a is the major pore length normal to the maximum principal stress direction, and ρ is the radius of curvature at the 
sharp corner. Suffice to say that the calculated stress concentration value can be large for a nonspheroidized pore. 

Due to the stress-raising properties of pores, and the fact that most fatigue failures originate at free surfaces, treatments 
aimed at surface densification and serendipitous surface strengthening (e.g., coining, shot peening, ausrolling) raise the 
fatigue endurance limit (Ref 14, 15, 16). As a consequence, the current models for fatigue response in porous sintered 
materials have a major dependence on the pore microstructure: the models address the total porosity, alloying 
homogeneity in near-pore regions, pore size, pore shape, and interpore separation distance (Ref 6, 17, 18, 19, 20, 21, 22, 
23, and 24). Round pores provide improved resistance to crack propagation. Pores act as linkage sites through which 
cracks can propagate. Microstructure-based fatigue models for ferrous alloys have had to address seemingly contradictory 
porosity effects: round pores retard stable fatigue crack propagation but increase crack extension growth rates by 
contributing linkage sites. While extant theories successfully explain some porosity effects on crack propagation, no total 
predictive model has been created that embraces microstructure effects (Ref 18, 20, 22). The presence of pores in the 
reversed plastic zone that is the site of propagating crack damage does not lend itself to facile analysis. 

Pore structure changes are obtainable through processing and material variations: powder variables (particle size 
distribution, particle shape); compaction variables (type of lubricant, amount of lubricant, tool motions, maximum 
pressure); sintering variables (hold time, maximum temperature, atmosphere); and postsintering treatments. Figure 1 
compares the pore structure in two sintered stainless steels to emphasize this point. Smaller particles result in faster 
sintering and higher strengths and toughness. Associated with the smaller particle sizes are smaller final pores. At lower 
densities (around 6.6 g/cm3 or 18% porosity in steels), a high relative content of small particles is beneficial to fatigue 
resistance, while at higher densities (over 7.1 g/cm3 or less than 10% porosity), larger particles prove beneficial. The 
difference relates to the ligament size between pores, which is the determinant of fatigue. There are three pore 
microstructure parameters relevant to the fatigue resistance of porous P/M materials: pore size, pore curvature, and pore 
spacing. These largely reflect the role of stress concentration with respect to the advancing fatigue crack, as noted above 
(Ref 6). Thus, lower porosity contents, smoother (rounder) pores, and wider interpore separations increase the fatigue 
endurance strength. 



 

FIG. 1 TWO STAINLESS STEELS FABRICATED BY P/M, AS DEMONSTRATIONS OF THE MICROSTRUCTURE 
VARIATIONS POSSIBLE BY TAILORING THE POWDER, COMPACTION, AND SINTERING VARIABLES. (A) A HIGH-
POROSITY MICROSTRUCTURE USEFUL FOR FILTRATION, FORMED BY PRESS AND SINTER. 1000×. (B) A 
CLOSED-POROSITY, HIGH-DENSITY MICROSTRUCTURE USEFUL FOR MECHANICAL COMPONENTS, FORMED BY 
INJECTION MOLDING AND HIGH-TEMPERATURE SINTERING. 200× 

Fatigue cracks have been successfully analyzed with regard to their propagation response, and the cyclic growth of a 
crack can be predicted by the modified Paris growth law:  

  (EQ 3) 

where the material parameters A and n must be experimentally determined for any given material microstate, including 
different distributions of porosity. The stress analytical variable ∆Keff, the effective stress intensity range, factors out that 
portion of the total stress range that relieves the stresses holding the crack flanks closed, the opening stress range ∆σop, 
leaving only the stress range component that displaces the crack faces relative to each other. In the presence of 
appreciable levels of mean stress, the relation between load design parameters and fatigue crack propagation rates is given 
by:  

  
(EQ 4) 

Here, the total stress-intensity factor range ∆K is the load variable, but the fatigue ratio R = σmin/σmax and the fracture 
toughness Kc, or KIc for a low-ductility sintered member, enter into the fatigue crack propagation response, as do the 
material constants C and n. 

Regardless of which of the three fatigue crack propagation relations are relevant in a particular service context, their 
collective utility lies in predicting member lifetimes, or precise segments of that lifetime. Thus, in the case of the Paris 
law:  

  
(EQ 5) 

The calculated endurance cycles to failure, N, can be from an initial flaw size a0 that may be the minimum detectable to 
final fracture at a = ac, where:  



KIC = MAX   (EQ 6) 

Again, the fracture toughness of the material plays a role in determining structural endurance. The fracture resistance KIc, 
or KR in the case of more ductile sintered materials (Ref 25), is known to be porosity sensitive (Ref 26). As a first 
estimate, the sensitivity is about a 100 MPa m  gain in toughness per percentage point of porosity reduction in quenched 
and tempered steels. Copper-infiltrated steels have toughnesses that run from 40 to 50% those of wrought steels (Ref 27, 
28). However, their static strengths are equivalent, reflecting the inability of the steel skeleton to absorb the same level of 
strain energy release as a fully dense body of the same material. 

The material parameters in the modified Paris equation (Eq 3) are sensitive to the porosity state, a not unexpected result 
since the coefficient and exponent are related to the plastic zone size rp ahead of the advancing crack, the only region of 
irreversible deformation. The coefficient A in Eq 3 increases with increasing porosity fraction (Ref 29), resulting in faster 
growth rates for comparable ∆Keff values. With higher coefficient measures but constant exponent n values, the threshold 
stress intensity range ∆Kth, below which no crack growth is thought to occur, also decreases with porosity increase. 
However, ∆Kth values for fully dense materials are sufficiently low that it is not at all clear in what way they could be 
successfully employed in design practice if service stresses are to be set at appreciable fractions of the yield or tensile 
strength. The reversed plastic zone size is given by (Ref 30):  

  
(EQ 7) 

When the plastic zone size is of the same size as the average pore diameter, it is effectively enlarged by the high strain 
field in the vicinity of the pore. The net result of the enlarged effective plastic zone is reflected in higher values of the 
exponent n (Ref 11), and the enlarged zone is even more pronounced in the response of short cracks driven by the locally 
raised stress/strain fields associated with design stress concentrators (Ref 15). Copper-infiltrated steels (Ref 27, 28) are as 
fatigue and fracture resistant as fully dense wrought medium-strength steels. Although the performance standards are not 
up to those of fully dense martensitic steels, copper infiltration represents a considerable cost saving over forging to full 
density, while maintaining the cost advantage inherent in press and sinter P/M. 

Typical fatigue endurance limits (or fatigue strengths at about 107 cycles) are collected in Table 8 for several P/M 
materials. This compilation includes several ferrous alloys, reflecting the high interest in P/M fatigue for automotive 
applications. There are variations in density, alloying, and sintering cycles to show the relative effects on sintered 
properties. Systematic testing of various alloys has shown that slight changes in the particle size distribution or alloying 
homogeneity can affect these properties. For example, in the Fe-2Ni-0.8C alloy system, shifts in just the iron powder 
source lead to ±33 MPa (±4.8 ksi) variations in the fatigue endurance strength. Accordingly, the values in Table 8 are for 
relative ranking purposes only and cannot be used as an accurate basis for design of fatigue-sensitive components. 

TABLE 8 REPRESENTATIVE P/M MATERIALS, PROCESSING CYCLES, AND FATIGUE ENDURANCE 
LIMIT 

COMPOSITION, 
WT%  

PROCESSING  DENSITY, 
G/CM3  

TESTING  ENDURANCE 
LIMIT, 
MPA  

AL-5CU-0.5MG-0.8SI  P+S, 600 °C, 1 H  2.6  . . .  53  
FE  

P+S, 1120 °C, H  
6.0  ROTATING 

R = -1  
39  

FE  P+S, 1120 °C, H  6.7  BENDING 
R = 0  

67  

FE  P+S, 1120 °C, H  6.9  ROTATING 
R = -1  

102  

FE  P+S, 1150 °C, 1 H  7.2  AXIAL 
R = -1  

65  

FE  P+S, 1120 °C, H  7.3  ROTATING 145  



R = -1  
FE  P+S, 1250 °C, 2 H  7.6  ROTATING 

R = -1  
181  

FE  HIP, 1100 °C, 200 MPA  7.86  AXIAL 
R = -1  

230  

FE-17CR-4CU-4NI (17-4 PH)  PIM, 1350 °C, 2 H, HT  7.5  ROTATING 
R = -1  

517  

FE-1.5CU-0.6C  P+S, 1120 °C, H, HT  7.0  BENDING 
R = 0  

390  

FE-2CU-0.5C  P+S, 1120 °C, 30 MIN  7.1  ROTATING 
R = -1  

125  

FE-2CU-0.8C  P+S, 1120 °C, H  6.7  ROTATING 
R = -1  

165  

FE-2CU-0.8C  P+S, 1120 °C, H  7.0  ROTATING 
R = -1  

234  

FE-2CU-0.8C  P+S, 1120 °C, H  7.15  ROTATING 
R = -1  

241  

FE-2CU-0.8C  P+S, 1330 °C, 1 H  7.1  ROTATING 
R = -1  

270  

FE-2CU-2NI-0.8C  P+S, 1120 °C, H, HT  7.0  ROTATING 
R = -1  

240  

FE-2CU-2NI-0.8C  P+S, 1120 °C, H, HT, 
SP  

7.0  ROTATING 
R = -1  

282  

FE-2NI-0.5C  PIM, 1250 °C, 4 H, HT  7.7  ROTATING 
R = -1  

239  

FE-2NI-0.8C  P+S, 1120 °C, H, HT  7.12  ROTATING 
R = -1  

159  

FE-2NI-0.8C  P+S, 1175 °C, H  6.9  ROTATING 
R = -1  

192  

FE-2NI-0.5MO-0.5C  P+S, 1120 °C, H, HT  7.0  ROTATING 
R = -1  

350  

FE-2NI-0.5MO-0.5C  DP + DS, 1260 °C, 30 
MIN, HT  

7.4  ROTATING 
R = -1  

425  

FE-2NI-0.5MO-0.5C  P+S, 1120 °C, 30 MIN, 
HT  

6.8  ROTATING 
R = -1  

345  

FE-2NI-0.5MO-0.4C  PF, 1150 °C  7.9  ROTATING 
R = -1  

780  

FE-2NI-1MO-0.9C  P+S, 1275 °C, 1 H, HT  . . .  ROTATING 
R = -1  

390  

FE-2NI-1.5CU-0.5MO-0.5C  HIP, 1160 °C, 3 H, 105 
MPA, HT  

7.86  ROTATING 
R = -1  

480  

ROTATING 
R = -1  

129  FE-4NI-1.5CU-0.5MO-0.6C  P+S, 1120 °C, H  7.1  

BENDING 
R = 0  

148  

FE-4NI-1.5CU-0.5MO-0.6C  P+S, 1120 °C, 2 H  7.1  ROTATING 
R = -1  

135  

FE-4NI-1.5CU-0.5MO-0.6C  P+S, 1250 °C, H  7.1  ROTATING 
R = -1  

147  

ROTATING 
R = -1  

195  FE-4NI-1.5CU-0.5MO-0.6C  P+S, 1250 °C, 2 H  7.1  

BENDING 266  



   R = 0  
FE-7NI  PIM, 1250 °C, 1 H  7.71  ROTATING 

R = -1  
236  

TOOL STEEL (FE-8CO-6.3W-5MO-
3V-4CR-1.3C  

HIP, 1150 °C, HOT 
ROLL, HT  

8.0  AXIAL 
R = -1  

950  

NI  P+S, 1000 °C, 1 H  7.8  ROTATING 
R = -1  

70  

NI  DP + DS, 1300 °C, 3 H  8.5  ROTATING 
R = -1  

121  

NI3SI  HOT EXTRUDE, HT  . . .  AXIAL 
R = -1  

579  

TI-6AL-4V  HIP, 925 °C, 3 H, 200 
MPA  

4.46  AXIAL 
R = -1  

475  

P+S, pressed and sintered; PIM, powder injection molded and sintered; HIP, hot isostatically pressed; HT, heat treated; SP, shot 
peened; DP + DS, double pressed and double sintered; PF, powder forged 

Fracture studies of P/M alloys are usually restricted to impact testing, and often this is performed in the unnotched 
condition because of the low toughness of porous materials. Fracture toughness measurements on P/M materials are 
relatively rare. Tables 9 and 10 summarize some prior findings. Table 9 demonstrates the density effect on tensile 
properties and KIc, for an Fe-Ni-Mo-C steel. Note that as the porosity decreases, the strength essentially doubles, ductility 
increases substantially (a nearly tenfold gain), the impact energy goes up by a factor of 4, and fracture toughness increases 
threefold. Table 10 collects several examples of the mechanical properties of ferrous alloys and one titanium alloy as 
representative values obtainable via P/M. Clearly, porosity negatively affects the fracture toughness in most materials. 
The fracture toughness of P/M steels is essentially a linear function of density (Ref 18), with sensitivities of about 100 

MPa  gain in toughness per percentage point of porosity reduction. In low-density P/M materials, the fracture crack 
propagation is rapid because the pore structure amplifies the stress and provides an easy path. At low porosity levels, an 
advancing fracture crack can be blunted by the pores, effectively forming microcracks that improve toughness (Ref 31). 

TABLE 9 MECHANICAL PROPERTIES OF PRESSED AND SINTERED FE-1.8NI-0.5MO-0.5C P/M COMPACTS 

Double pressed and double sintered, 1120 °C, h, tested as-sintered 
POROSITY
, 
%  

DENSITY
, 
G/CM3  

ELASTIC 
MODULUS
, 
GPA  

YIELD 
STRENGTH
, 
MPA  

ULTIMATE 
STRENGTH
, 
MPA  

ELONGATION
, 
%  

NOTCHE
D 
IMPACT 
ENERGY, 
J  

FRACTURE 
TOUGHNESS
, 
MPA m   

16  6.6  110  280  350  2  3  19  
10  7.1  145  370  460  3  4  28  
5  7.4  180  425  610  5  4  38  
0   7.9  190  590  800  19  12  65   

TABLE 10 REPRESENTATIVE P/M MATERIALS, PROCESSING CYCLES, AND FRACTURE TOUGHNESS 

COMPOSITION, 
WT%  

PROCESSING  DENSITY, 
G/CM3  

FRACTURE 
TOUGHNESS, 
MPA m   

FE-4.4CR-9.2CO-7.2V-3.7MO-9.2W-2.7C  P+S, 1150 °C, 1 H  8.1  13  
FE-1.5CU-2NI-0.8C  

P+S, 1120 °C, H  
6.8  40  

FE-1.8NI-0.5MO-1.5C  
P+S, 1120 °C, H  

6.6  15  

FE-1.8NI-0.5MO-1.5C  
P+S, 1150 °C, H  

6.8  26  



FE-1.8NI-0.5MO-1.5C  
P+S, 1120 °C, H  

7.1  24  

FE-1.8NI-0.5MO-1.5C  
DP + DS, 1100 °C, H  

7.5  21-38  

FE-1.8NI-0.5MO-1.5C  HF, 1100 °C  7.85  64  
FE-0.8P-0.3C  

P+S, 1120 °C, H  
7.0  22  

FE-0.8P-0.3C  
DP + DS, 1120 °C, H  

7.8  20  

TI-6AL-4V  HIP, 925 °C, 3 H, 200 MPA  4.46  65  

P+S, pressed and sintered; HIP, hot isostatically pressed; DP + DS, double pressed and double sintered; HF, hot forged 
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Other Factors Determining Fatigue and Fracture Resistance 

It is well established that porosity is the major detriment to fatigue life for P/M materials. Beyond porosity, the sintered 
microstructure is a factor. Even in full-density materials fabricated by hot isostatic pressing, microstructure has a role. 
Weak links in the microstructure become evident during fracture. For porous structures, these weak links prove to be 



microstructural inhomogeneities, typically resulting from incomplete diffusional homogenization. Often powders (such as 
iron, nickel, and graphite) are mixed in the compaction stage. During heating the intent is for the mixed powders to 
homogenize to form a uniform microstructure, but this often is inhibited by too short a hold time at the peak temperature. 
Consequently, the alloying elements are poorly distributed and give point-to-point composition and microstructure 
changes, which are especially evident in postsintering heat treatment response. Accordingly, during fatigue or fracture, 
the weak links become the preferred failure paths. Most notable are the negative effects from inadequate homogenization 
of carbon to ensure uniform strength (Ref 18). 

Little is known about the sensitivity of fatigue and fracutre to loading conditions for P/M material. Table 11 compares the 
2 × 106 fatigue endurance strengths for Fe-1.5Cu-0.6C at 7.1 g/cm3 density using bending and axial fatigue tests. The 
table also includes a comparison with two loading stress ratios (half-cycle and fully reversed, R = -1) and two notch 
conditions (unnotched and notched) (Ref 18). In these cases the unnotched loading shows little sensitivity to axial versus 
bending fatigue, but a large sensitivity is evident in the presence of notches. The notch sensitivity factor is reported to 
range between 0.32 and 0.43 for many of the common pressed and sintered P/M alloys (Ref 32). 

TABLE 11 FATIGUE PROPERTIES OF FE-1.5CU-0.6C 

NOTCH 
FACTOR, K  

STRESS 
RATIO, R  

ENDURANCE STRENGTH, 
MPA AT 2 × 106 CYCLES  

AXIAL  
-1  165  1.0  
0   130  
-1  84  2.8  
0   64  

BENDING  
-1  160  1.0  
0   127  
-1  137  2.8  
0   102  

Note: Sintered to 7.2 g/cm3 at 1120 °C for 30 min. Elastic modulus, 153 GPa; yield strength, 418 MPa; tensile strength, 483 MPa. 
Source: Ref 15 

Full-density materials also suffer from residual microstructure artifacts that degrade the microstructure. In hot isostatically 
compacted powders, the achievement of 100% density is still insufficient to guarantee competitive fracture toughness, 
fatigue life, or even impact toughness. Thermally induced porosity is a subtle problem in many full-density P/M products. 
After consolidation the material is pore free, but it may contain small quantities of adsorbed gas. Once the product is put 
into high-temperature heat treatment or service, this residual gas precipitates to form pores if there is no compressive 
stress. In hot isostatically pressed titanium alloys, gas precipitation reportedly gives a 10 to 20% decrement in fatigue 
endurance strength (Ref 33). 

Another difficulty rests in slight contaminants located on the interfaces that were previously particle surfaces, a feature 
termed prior particle boundary decorations. Figure 2 shows such decorations in a fully densified P/M steel. Improper 
powder handling or cleaning prior to consolidation are the primary detriments. These contaminants remain on the powder 
interfaces, even though the structure is fully densified. Consequently, a small contamination film runs throughout the 
structure, providing an easy fracture path that is often traced to a trivial impurity level. The fracture path is along the prior 
particle boundaries and has a characteristic morphology, as shown in Fig. 3. In hot isostatically pressed Ti-6Al-4V there is 
substantial fatigue life improvement due to removal of the contaminant, with a change from 450 MPa endurance strength 
to 600 MPa due to powder cleaning prior to consolidation (Ref 34). 



 

FIG. 2 PRIOR PARTICLE BOUNDARY PRECIPITATES FORMED ON A HOT ISOSTATICALLY PRESSED STEEL AS 
THE RESULT OF CONTAMINATION DURING POWDER FABRICATION. 500× 

 

FIG. 3 A FRACTURE SURFACE SHOWING PREFERENTIAL FAILURE ALONG PRIOR ARTICLE BOUNDARIES. 150× 

One option for limiting the detrimental effects from prior particle boundary decorations is to forge the structure after hot 
isostatic pressing, a process often used in producing aerospace structures to ensure ultimate reliability. The forging 
operation upsets the microstructure and breaks apart the continuous films of contamination. The alternative is to resort to 
clean handling and processing, where the powder is produced by rapid solidification and kept under inert conditions 
during handling. These steps, which minimize segregation and contamination, are employed in the production of 
aerospace components, microelectronic structures, and high-performance filters. 
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Steps to Improve Fatigue and Fracture Resistance 

Surface pores are particularly detrimental to sintered materials with respect to fatigue life (Ref 35). Accordingly, 
carbonitriding and other surface strengthening and sealing treatments are most useful. Common treatments include shot 
peening, case hardening, repressing and resintering, coining, sizing, surface ausrolling, and postsintering heat treatments. 
For example, in pressed and sintered ferrous alloys, the endurance limit can be increased on small cross sections (6 by 6 
mm) by at least 20% through shot peening. Carbonitriding is even more effective and can double the fatigue endurance 
limit. A typical carbonitride cycle involves heating to 940 °C in a mixture of ammonia and carbon dioxide for 4 h to form 
a 0.5 mm deep carbon-rich layer. Surface grinding is another approach to improved fatigue strength. The larger the cross 
section of the material, the less benefit possible from surface treatments, because bulk material states will dominate 
mechanical response. 

The double press and double sinter approach was largely the only viable option for improving density and strength in 
traditional press and sinter P/M. This is more costly and involves extra tooling. A newly employed technique for 
improved fatigue life and fracture toughness in pressed and sintered ferrous alloys is to sinter at higher temperatures. The 
typical sintering temperature for steels is about 1120 °C, largely because of conveyor belt limitations in the furnaces. New 
materials of construction (ceramic belts) and new conveyor mechanisms (pusher plate and walking beam designs) allow 
higher-temperature processing regimes. Additionally, vacuum sintering usually is not limited in temperature, so it is 
viable for high-performance components. There is more sintering densification at the higher temperatures, so the density 
gain alone improves properties. Induced changes in the pore shape and size also improve fracture and fatigue properties. 
Several examples of the property gains are evident in Table 8. In a comparison of density gains versus sintering 
temperature effects, it is usually concluded that a change from 1120 to 1280 °C is equivalent to a density gain from 7.1 to 
7.4 g/cm3 in terms of both fracture toughness and fatigue endurance strength. 

For small components the surface treatments are most useful, because the compressive forces extend through a major 
portion of the microstructure. However, for the porous materials with large cross sections, the need is to sinter at higher 
temperatures to improve fatigue and fracture. Further, designs that minimize density gradients will assist in minimizing 
fatigue failure. The high-density regions have a higher fatigue strength, and the difference in strength with density often 
results in failure at the interface between high- and low-density regions. For fatigue-sensitive components, the tolerable 
range of densities is less than 0.05 g/cm3 within the structure. As with all fatigue-sensitive components, consideration 
must be given to surface finishing and processing optimization. The keys to improved performance are reduction in the 
total porosity, elimination of segregation and contamination, and manipulation of the pore microstructure. 

There are some unique design opportunities where the microstructure of P/M materials offers a fatigue advantage in spite 
of the porosity. Because many alloys are formed from mixed powders, there is often an enrichment of the alloying 
addition near pores. The resulting higher strength aids local strength and fatigue life. Surprisingly, when properly 
exploited this effect gives higher fatigue and fracture strength to porous structures formed from mixed elemental powders, 
compared to those formed from prealloyed powders (Ref 36). Unfortunately, pores reduce the elastic modulus, strength, 
ductility, hardness, and other mechanical properties, so a high-density structure usually proves most successful in fatigue-
sensitive applications. Indeed, the high sensitivity to porosity mandates that porosity be tightly controlled (density held 
within 0.05 g/cm3) in regions of high stress concentrations. At a given strength level the P/M steels exhibit less notch 
sensitivity than wrought steels, because pores inherently act to blunt cracks and redistribute the load, especially under 
complex loading. Open pores, which dominate the sintered microstructure for densities below 92% of theoretical, retard 



fatigue crack propagation. Surface densification of P/M steels from shot peening, sizing, coining, surface rolling, or 
carbonitriding all prove beneficial in improving fatigue strength because of pore closure and surface compressive stresses. 
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Safety Factors for P/M Materials 

Several factors contribute to scatter in the fracture and fatigue properties of P/M materials. There is the obvious error in 
testing, where the range of highest fatigue strength to lowest fatigue strength for a single test condition may be 4%. 
Further, there is typically a notch sensitivity and test error. Consequently, a safety factor of 1.4 is often cited as 
appropriate for sintered P/M alloys (Ref 18). This means that a peak cyclic stress of about 70% of the fatigue endurance 
strength is the maximum recommended in service. 
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Fatigue and Life Prediction of Gears 

Darle W. Dudley 

 

Introduction 

GEARS can fail in many different ways, and except for an increase in noise level and vibration, there is often no 
indication of difficulty until total failure occurs. In general, each type of failure leaves characteristic clues on gear teeth, 
and detailed examination often yields enough information to establish the cause of failure. The general types of failure 
modes (in decreasing order of frequency) include fatigue, impact fracture, wear, and stress rupture (Table 1). The leading 
causes of failure appear to be tooth-bending fatigue, tooth-bending impact, and abrasive tooth wear. 

TABLE 1 FAILURE MODES OF GEARS 

FAILURE 
MODE  

TYPE OF FAILURE  

FATIGUE  TOOTH BENDING, SURFACE CONTACT (PITTING OR SPALLING), 
ROLLING CONTACT, THERMAL FATIGUE  

IMPACT  TOOTH BENDING, TOOTH SHEAR, TOOTH CHIPPING, CASE CRUSHING, 
TORSIONAL SHEAR  

WEAR  ABRASIVE, ADHESIVE  



STRESS 
RUPTURE  

INTERNAL, EXTERNAL  

In an analysis of more than 1500 studies, the three most common failure modes, which together account for more than half the failures 
studied, are tooth-bending fatigue, tooth-bending impact, and abrasive tooth wear. 

Source: Metals Handbook, 9th ed., Vol 11, Failure Analysis and Prevention, ASM International, 1986 

This article summarizes the various kinds of gear wear and failure and how gear life in service is estimated. Hopefully, 
gears are properly designed, made of good material, and accurately machined so that the life of the gear is adequate for 
the service intended. The manner in which gears wear in service and the various kinds of failure that may occur determine 
how gear life in service is estimated. In addition, the kinds of flaws in material that may lead to premature gear failure are 
discussed. Gear life is influenced primarily by geometric accuracy, gear-tooth contact conditions, and material condition 
or flaws. Metallurgical quality is just as important as gear-tooth geometric accuracy, and both must be under good control 
by those designing, making, or inspecting gears. 
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Gear Tooth Contact 

The way in which tooth surfaces of properly aligned gears make contact with each other is responsible for the heavy loads 
that gears are able to carry. In theory, gear teeth make contact along lines or at points; in service, however, because of 
elastic deformation of the surfaces of loaded gear teeth, contact occurs along narrow bands or in small areas. The radius 
of curvature of the tooth profile has an effect on the amount of deformation and on the width of the resulting contact 
bands. Depending on gear size and loading, the width of the contact bands varies from about 0.38 mm (0.015 in.) for 
small, lightly loaded gears to about 5 mm (0.2 in.) for large, heavily loaded gears. 

Gear tooth surfaces are not continuously active. Each part of the tooth surface is in action for only short periods of time. 
This continual shifting of the load to new areas of cool metal and cool oil makes it possible to load gear surfaces to 
stresses approaching the critical limit of the gear metal without failure of the lubricating film. 

The maximum load that can be carried by gear teeth also depends on the velocity of sliding between the surfaces, because 
the heat generated varies with rate of sliding as well as with pressure. If both pressure and sliding speeds are excessive, 
the frictional heat developed can cause destruction of tooth surfaces. This pressure-velocity factor, therefore, has a critical 
influence on the probability of galling and scoring of gear teeth. The permissible value of this critical factor is influenced 
by gear metal, gear design, character of lubricant, and method of lubricant application. 

Lubrication is accomplished on gear teeth by the formation of two types of oil films. The reaction film, also known as the 
boundary lubricant, is produced by physical adsorption and/or chemical reaction to form a desired film that is soft and 
easily sheared but difficult to penetrate or remove from the surface. The elastohydrodynamic film forms dynamically on 
the gear tooth surface as a function of the surface speed. This secondary film is very thin, has a very high shear strength, 
and is only slightly affected by compressive loads as long as constant temperature is maintained. 

Certain rules about a lubricant should be remembered in designing gearing and analyzing failures of gears:  

• LOAD IS TRANSFERRED FROM A GEAR TOOTH TO ITS MATING TOOTH THROUGH A 
PRESSURIZED OIL FILM. IF NOT, METAL-TO-METAL CONTACT MAY BE DETRIMENTAL.  

• INCREASING OIL VISCOSITY RESULTS IN A THICKER OIL FILM (KEEPING LOAD, SPEED, 
AND TEMPERATURE CONSTANT).  

• HEAT GENERATION CANNOT BE CONTROLLED ABOVE A CERTAIN MAXIMUM 
VISCOSITY (FOR A GIVEN OIL).  

• BREAKDOWN OF THE OIL FILM WILL OCCUR WHEN THE GEAR TOOTH SURFACE-



EQUILIBRIUM TEMPERATURE HAS REACHED A SPECIFIC VALUE.THE SCUFFING LOAD 
LIMIT OF MATING TOOTH SURFACES IS SPEED DEPENDENT. WITH INCREASING SPEED, 
THE LOAD REQUIRED TO BE SUPPORTED BY THE REACTION FILM DECREASES, WHILE 
THE LOAD THAT CAN BE SUPPORTED BY THE INCREASING ELASTOHYDRODYNAMIC 
FILM INCREASES. THE RESULT IS A DECREASING SCUFFING LOAD LIMIT TO A CERTAIN 
SPEED AS THE REACTION FILM DECREASES; THEN, AS THE SPEED PICKS UP TO WHERE 
THE ELASTOHYDRODYNAMIC FILM INCREASES, THE SCUFFING LOAD LIMIT 
INCREASES. THIS ALLOWS AN INCREASE IN OVERALL LOAD-CARRYING CAPACITY 
(ASSUMING NO CHANGE IN TEMPERATURE THAT WOULD CHANGE VISCOSITY).  

• AT CONSTANT SPEED, SURFACE-EQUILIBRIUM TEMPERATURE INCREASES AS LOAD 
INCREASES, WHICH LOWERS THE SCUFFING LOAD LIMIT OF THE REACTION FILM 
(SURFACE-EQUILIBRIUM TEMPERATURE IS ATTAINED WHEN THE HEAT DISSIPATED 
FROM THE OIL IS EQUAL TO THE HEAT EXTRACTED BY THE OIL).  

Damage to and failures of gears can and do occur as a direct or indirect result of lubrication problems. 

Spur and Bevel Gears. Spur gear teeth are cut straight across the face of the gear blank, and the mating teeth 
theoretically meet at a line of contact (Fig. 1a) parallel to the shaft. Straight teeth of bevel gears also make contact along a 
line (Fig. 1b) that, if extended, would pass through the point of intersection of the two shaft axes. As teeth on either spur 
or bevel gears pass through mesh, the line of contact sweeps across the face of each tooth. On the driving tooth, it starts at 
the bottom and finishes at the tip. On the driven tooth, the line of contact starts at the tip and finishes at the bottom. 

 

FIG. 1 TOOTH CONTACT LINES ON A SPUR GEAR (A), A BEVEL GEAR (B), AND A LOW-ANGLE HELICAL GEAR 
(C). LINES ON TOOTH FACES OF TYPICAL TEETH ARE LINES OF CONTACT. 

Helical, Spiral Bevel, and Hypoid Gears. Gear tooth contact on helical, spiral bevel, and hypoid gears is similar to 
that developed on a stepped spur gear (Fig. 2). Each section, or lamination, of the spur gear makes contact with its mating 
gear along a straight line; each line, because of the offset between sections, is slightly in advance of its adjacent 



predecessor. When innumerable laminations are combined into a smoothly twisted tooth, the short individual lines of 
contact blend into a smoothly slanted line (Fig. 1c) that extends from one side of the tooth face to the other and sweeps 
either upward or downward as the tooth passes through mesh. This slanted-line contact occurs between the teeth of helical 
gears on parallel shafts, spiral bevel gears, and hypoid gears. 

 

FIG. 2 LINES OF CONTACT ON A STEPPED SPUR GEAR. THE HEAVY LINE ON A TOOTH FACE OF EACH GEAR 
SECTION REPRESENTS THE INSTANTANEOUS LINE OF CONTACT FOR THAT SECTION. THIS OFFSET-CONTACT 
PATTERN IS TYPICAL FOR HELICAL, SPIRAL BEVEL, AND HYPOID GEARS. LINES ON TOOTH FACES ARE LINES 
OF CONTRACT. 

The load pattern is a line contact extending at a bias across the tooth profile, moving from one end of the contact area to 
the other end. Under load, this line assumes an elliptical shape and thus distributes the stress over a larger area. Also, the 
purpose of spiral bevel gearing is to relieve stress concentrations by having more than one tooth enmeshed at all times. 

The greater the angle of the helix or spiral, the greater the number of teeth that mesh simultaneously and share the load. 
With increased angularity, the length of the slanted contact line on each tooth is shortened, and shorter but more steeply 
slanted lines of contact sweep across the faces of several teeth simultaneously. The total length of these lines of contact is 
greater than the length of the single line of contact between straight spur-gear teeth of the same width. Consequently, the 
load on these gears is distributed not only over more than one tooth but also over a greater total length of line of contact. 
On the other hand, the increased angularity of the teeth increases the axial thrust load and thus increases the loading on 
each tooth. These two factors counterbalance each other; therefore, if the power transmitted is the same, the average unit 
loading remains about the same. 

Helical gears on crossed shafts make tooth contact only at a point. As the teeth pass through mesh, this point of contact 
advances from below the pitchline of the driving tooth diagonally across the face of the tooth to its top, and from the top 
of the driven tooth diagonally across its face to a point below the pitchline. Even with several teeth in mesh 
simultaneously, this point contact does not provide sufficient area to carry an appreciable load. For this reason, helical 
gears at angles are usually used to transmit motion where very little power is involved. 

Worm Gears. In a single-enveloping worm gear set, in which the worm is cylindrical in shape, several teeth may be in 
mesh at the same time, but only one tooth at a time is fully engaged. The point (or points) of contact in this type of gear 
set constitutes too small an area to carry an appreciable load without destruction of the metal surface. As a result, single-
enveloping worm gear sets are used in applications similar to those for helical gears on crossed shafts: to transmit motion 
where little power is involved. 

Considerable power must be transmitted by commercial worm gear sets; therefore, the gears of these sets are throated to 
provide a greatly increased area of contact surface. The gear tooth theoretically makes contact with the worm thread along 
a line curved diagonally across the gear tooth. The exact curve and slant depend on tooth design and on the number of 



threads on the worm relative to the number of teeth on the gear. Usually, two or more threads of the worm are in mesh at 
the same time, and there is a separate line of contact on each meshing tooth. As meshing proceeds, these lines of contact 
move inward on the gear teeth and outward on the worm threads. To secure smooth operation from a gear of this type, the 
teeth of the gear and sometimes the threads of the worm are usually altered from theoretically correct standard tooth 
forms. These alterations result in slightly wider bands of contact, thus increasing the load-carrying capacity of the unit. 
Load-carrying capacity also depends on the number of teeth in simultaneous contact. Exact tooth design varies from one 
manufacturer to another, and for this reason, the patterns of contact also vary. 

In a double-enveloping worm gear set, the worm is constructed so that it resembles an hourglass in profile. Such a worm 
partly envelopes the gear, and its threads engage the teeth of the gear throughout the entire length of the worm. The teeth 
of both the worm and the gear have straight-sided profiles like those of rack teeth, and in the central plane of the gear, 
they mesh fully along the entire length of the worm. 

The exact pattern of contact in double-enveloping (or double-throated) worm gear sets is somewhat controversial and 
seems to vary with gear design and with method of gear manufacture. It is generally agreed, however, that contact is 
entirely by sliding with no rolling and that radial contact occurs simultaneously over the full depth of all the worm teeth. 

Operating Loads. Gears and gear drives cover the range of power transmission from fractional-horsepower applications, 
such as hand tools and kitchen utensils, to applications involving thousands of horsepower, such as heavy machinery and 
marine drives. However, neither the horsepower rating nor the size of a gear is necessarily indicative of the severity of the 

loading it can withstand. For example, the severity of tooth loading in the gear train of a 186 W (  hp) hand drill may 
exceed that of the loading in a 15 MW (20,000 hp) marine drive. Factors other than horsepower rating and severity of 
loading can affect gear strength and durability, particularly duration of loading, operating speed, transient loading, and 
environmental factors such as temperature and lubrication. 
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Gear Tooth Surface Durability and Breakage 

Metal gears are normally lubricated with an oil or a grease. Some small, nonmetallic gears have limited capability to run 
without lubrication, due to the self-lubricating properties of the material. 

When metal gears are adequately lubricated with a clean lubricant, there is very little abrasive wear of the contacting 
tooth surfaces. However, the tooth surface may be quickly damaged by scuffing if (in combination with poor surface 
finish and low-viscosity lubricant) the load intensity, temperature, and rubbing speed are too high. Scuffing consists of 
small radial tears in the tooth surface. It is most apt to happen where the tip of one tooth is contacting the lower flank of a 
mating tooth (Fig. 3). 

 

FIG. 3 AN EXAMPLE OF GEAR TOOTH SCUFFING. NOTE RADIAL SCRATCH LINES 



Pitting may occur after some millions or billions of tooth contacts. In general, pitting almost never occurs before 10,000 
contacts. Pitting is a fatigue failure where small cracks form in the tooth surface and then grow to the point where small, 
round bits of metal break out of the tooth surface (Fig. 4). 

 

FIG. 4 PITTED GEAR TEETH. NOTE MICROPITTING AT THE PITCH LINE, SCATTERED MACROPITS, AND ONE 
AREA OF GROSS PITTING NEAR THE LEFT END. 

Tooth breakage (such as in Fig. 5) is normally the situation where a crack starts in the root fillet, below the contacting 
surface, and then the crack grows such that a whole tooth breaks off in a cantilever-beam-type of failure. In wide-face 
gears, one end of the tooth may break off, leaving the tooth intact for the rest of the face width. 

 

FIG. 5 MISALIGNED GEAR HAS TOOTH BREAKAGE AT ENDS OF TEETH. 

Traditionally, the gear designer first determines a pitch diameter and a face width for the pinion that are large enough for 
the pinion to last for the required service life with a probability of failure of no more than 1 in 100. This determination is 
based on a possible pitting fatigue failure. It is assumed in the beginning that the surface finish, the tooth accuracy, the 
lubrication, and the needed profile and helix modifications will all be carried out well enough to avoid any serious risk of 
scuffing. 

Normally, the pinion is more apt to fail in pitting than the gear, so the sizing of the pinion tends to determine the needed 
size of the gear. (The gear pitch diameter equals the pinion pitch diameter multiplied by the ratio. If the gear has four 
times as many teeth as the mating pinion, then the pitch diameter of the gear is four times greater than the pinion pitch 
diameter.) 

After the pitch diameter of the pinion has been determined, the size of the teeth are determined by calculations regarding a 
possible failure in tooth breakage. A broken tooth tends to be catastrophic to a gear unit, so the designer usually makes the 
teeth large enough so that they are definitely less apt to fail in breakage mode than in a pitting mode. This makes the 



design life of a gear unit primarily dependent on its surface fatigue capacity (pitting resistance) rather than on its 
cantilever beam capacity (capacity to resist tooth breakage). 
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Life Determined by Contact Stress 

The surface contact stress, Sc, between gear teeth (discussed further in Ref 1 with in-depth presentations of gear rating 
calculations and concepts) may be calculated by a simplified formula:  

SC (IN PSI) = CK (KCD)0.5  (EQ 1) 

where Ck is the geometry factor for durability (see Table 2), K is the index of tooth loading severity for pitting (see Eq 2), 
and Cd is the overall derating factor for durability (see Table 3). The index of tooth loading for pitting is called the "K-
factor." For spur or helical gears, the K-factor is:  

  
(EQ 2) 

where Wt is the tangential driving force (in pounds), F is the net face width in contact (in inches), d is the pinion pitch 
diameter (in inches), and mG is the ratio of gear teeth to pinion teeth. 

TABLE 2 SOME TYPICAL GEOMETRY FACTORS (CK) FOR DURABILITY 

NO. OF 
PINION 
TEETH  

NO. OF 
GEAR 
TEETH  

STANDARD ADDENDUM, 
AP = 1.000,AG = 1.000, 
WHOLE DEPTH 2.35 IN.  

25% LONG ADDENDUM, 
AP = 1.250,AG = 0.750, 
WHOLE DEPTH 2.35 IN.  

SPUR GEARS, 20° PRESSURE ANGLE  
25  35  5913  (A)  
25  50  5985  5756  
25  85  6057  5768  
35  35  5756  (A)  
35  50  5810  5722  
35  85  5877  5726  
35  275  5925  5732  
SPUR GEARS, 25° PRESSURE ANGLE  
20  35  5564  5371  
20  50  5660  5419  
20  85  5744  5479  
25  35  5419  (A)  
25  50  5503  5335  
25  85  5575  5380  
35  35  5262  (A)  
35  50  5329  5269  
35  85  5407  5298  
35  275  5479  5323  
HELICAL GEARS, 15° HELIX ANGLE, 20° NORMAL PRESSURE ANGLE  



25  35  4576  (A)  
25  50  4540  4564  
25  85  4479  4533  
35  35  4516  (A)  
35  50  4492  4499  
35  85  4419  4469  
HELICAL GEARS, 15° HELIX ANGLE, 25° NORMAL PRESSURE ANGLE  
25  35  4444  (A)  
25  50  4419  (A)  
25  85  4383  (A)  
35  35  4395  (A)  
35  50  4371  (A)  
35  85  4335  (A)   

(A) 25% LONG ADDENDUM DESIGN NOT USED HERE. AP, PINION ADDENDUM, AG GEAR 
ADDENDUM  

TABLE 3 SOME TYPICAL OVERALL DERATING FACTORS (CD) 

ACCURACY LEVEL BY AGMA  ASPECT 
RATIO, 
D/F  

12 OR 13  10 OR 11  8 OR 9  6 OR 7  

FOR DESIGNS WHERE PINION PITCH DIAMETER IS ABOUT 2 IN. (50 MM)  
0.25 OR LESS  1.50  1.65  1.80  2.00  
0.50 OR LESS  1.65  1.75  2.00  2.25  
0.75 OR LESS  1.75  2.00  2.25  2.50  
1.0 OR LESS  2.00  2.25  2.50  2.75  
FOR DESIGNS WHERE PINION PITCH DIAMETER IS ABOUT 5.0 IN. (125 MM)  
0.25 OR LESS  1.45  1.55  1.65  1.80  
0.50 OR LESS  1.55  1.65  1.80  2.00  
0.75 OR LESS  1.65  1.80  2.00  2.25  
1.0 OR LESS  1.80  2.00  2.25  2.50  
FOR DESIGNS WHERE PINION PITCH DIAMETER IS ABOUT 12 IN. (300 MM)  
0.25 OR LESS  1.40  1.50  1.60  1.70  
0.50 OR LESS  1.50  1.60  1.70  1.80  
0.75 OR LESS  1.60  1.70  1.80  2.00  
1.0 OR LESS  1.70  1.80  2.00  2.25  

Note: These derating factors should be considered illustrative only. For a prime mover that is rough running and a driven device that 
is rough running, the derating needs to be more than shown above. Likewise, for a very smooth-running prime mover and a low-
inertia, smooth-running driven device, lower derating factors may be justified. Field experience in vehicles, aircraft, and ships tends to 
be the best guide for choosing the right derating factor. 

The tangential driving force is obtained from the horsepower being transmitted by the combination of pinion and gear, the 
speed of the pinion in revolutions per minute, and the pitch diameter of the pinion in inches. Thus:  

  
(EQ 3) 

where P is the horsepower transmitted and np is the speed of the pinion (in rpm). 

Example 1: Surface Durability of Gear. 



To show how the above equations work, consider a practical problem of an electric motor (running at a design speed of 
1800 rpm) that drives a fan at 450 rpm and transmits power at a constant 30 hp. If the pinion driven by the motor has 22 
teeth at a 15° helix angle and the normal diametral pitch of the teeth is 10, what are the calculated K-factor and contact 
stress when the mating gear has a face width 1.0 times the pinion pitch diameter? The normal pressure angle is 20°. The 
tooth design is 25% extra addendum of the pinion and 25% shorter addendum for the gear. 

The first step is to obtain the pinion pitch diameter:  

  
(EQ 4) 

where Np is the number of pinion teeth, is the helix angle, and Pn is the normal diametral pitch. For the problem 
described above, then:  

  

Table 2 does not have 22/88 tooth numbers, so in calculating Sc, Ck was determined from Ref 2. 

After the contact stress has been calculated, a rating curve sheet needs to be used to determine what life can be expected. 
Figure 6 shows typical contact stress values plotted against numbers of tooth contacts. This curve sheet is drawn for 
gearing having these qualifications:  

• MATERIAL QUALITY: NORMAL INDUSTRY QUALITY (GRADE 1 PER REF 2)  
• PROBABILITY OF FAILURE: NOT OVER 1 IN 100  
• LUBRICATION: FULL OIL FILM, WHICH IS REGIME III  
• HARDNESS: BOTH PINION AND MATING GEAR AT LEAST AS HARD AS VALUE SHOWN 

ON SURFACE DURABILITY FIGURE  



 

FIG. 6 SURFACE DURABILITY CURVE FOR GEAR LIFE RATING (CONTACT STRESS VS. CYCLES) FOR NORMAL 
INDUSTRY QUALITY MATERIAL (GRADE 1 PER REF 2) 

Determination of Gear Life. To explain how gear life is determined, the discussion can be based on the same sample 
problem. The calculated contact stress was 107,380 psi. From Fig. 6 the following life values are obtained for steel gears 
(through hardened):  

• 210 HB: 1.1 × 106 CYCLES  
• 300 HB: 2.0 × 108 CYCLES  
• 60 HRC: OVER 1.0 × 1010 CYCLES  

The next step is to calculate the number of pinion cycles for some different lengths of time at full rated load, where:  

CYCLES = (RPM) × (60 MIN/H) × (NO. OF HOURS) 
= 1800 × 60 × NO. OF HOURS  

Taking some different numbers of hours, the following results are obtained:  

 

TIME AT 
RATED POWER, H  

NO. OF 
PINION CYCLES  

500  54 × 106  
2000  216 × 106  
20,000  2.16 × 109   



Determination of adequate gear life requires some reasoning. Inexpensive equipment that is used infrequently and is 
seldom used at full rated power might be satisfactory if it had only a 500-hour capability at full rating. The design under 
consideration would be quite inadequate for 500 hours if the teeth were at low hardness, such as 210 HB. However, if the 
pinion and gear were at 300 HB hardness, they would have enough capacity for 500 hours and almost enough for 2000 
hours. 

At full hardness of 60 HRC, the situation changes considerably. The calculated life capacity is well over 10 billion cycles 
(on the pinion). Only a little over 2 billion cycles are needed for a life of 20,000 hours. The gear has only one-quarter of 
the pinion cycles, which is just a little over 0.5 billion cycles. If the gear hardness is the same as that of the pinion, the 
gear certainly has adequate capacity. 

Derating Factors. In the above calculation, the derating factor (Cd) of 2.50 may seem high but can be explained. The 
values given in Table 3 are based on an assumption of average conditions and a failure from pitting conditions of 
situation 1, 2, or 3 (see Table 4 and later discussions). A derating factor lower than 2.0 may even be acceptable for a 2 in. 
(50 mm) pinion if the driving and driven units are very light (low mass) and run very smoothly. When a low derating 
factor such as 1.5 is used, there is usually fairly extensive pitting. If the concept of a "failure" is situation 4 or 5 (Table 4), 
field experience may show that the gears can survive even though the derating is too low for situations such as situations 
1, 2, and 3 in Table 4. 

TABLE 4 SITUATIONS AND CONCEPTS OF PITTING FAILURES IN GEARS 

DESCRIPTION  RECOMMENDED 
ACTION  

SITUATION 1  
SOME MICROPITTING AND A FEW MACROPITS ON 
THE PINION. NO GEAR PITTING.  

SCRAP THE PINION, EVEN THOUGH IT 
IS STILL QUITE RUNNABLE. IT MAY 
NOT LAST UNTIL THE NEXT 
SCHEDULED OVERHAUL.  

SITUATION 2  
MICROPITTING AND APPRECIABLE 
MACROPITTING (E.G., 3-10% OF THE TOOTH 
SURFACE OF THE PINION). ALMOST NO PITTING 
ON GEAR.  

SCRAP THE PINION, BECAUSE METAL 
DEBRIS IN THE OIL SYSTEM IS A 
SERIOUS HAZARD TO THE BEARINGS. 
PREMATURE BEARING FAILURE MAY 
OCCUR AT ANY TIME.  

SITUATION 3  
MICROPITTING AND CONSIDERABLE 
MACROPITTING (E.G., 15-40% OF THE SURFACE). 
ONE OR MORE GROSS PITS. DAMAGE TO BOTH 
PINION AND GEAR.  

SCRAP THE GEARS. DAMAGE TO THE 
TOOTH SURFACE MAY LEAD TO 
TOOTH BREAKAGE, STARTING IN A 
BADLY PITTED LOCATION.  

SITUATION 4  
MACROPITTING OVER 50-100% OF THE PINION 
TOOTH SURFACE. GROSS PITTING PRESENT. 
REMOVAL OF METAL THINS THE TEETH AND 
DISRUPTS LOAD SHARING BETWEEN TEETH. 
GEAR UNIT HAS GREATLY INCREASED NOISE 
AND VIBRATION.  

SCRAP THE GEARS. COMPLETE 
FAILURE IS IMMINENT. FOUNDATION 
BOLTS MAY BREAK. BEARINGS ARE 
PROBABLY IN THE PROCESS OF 
FAILURE.  

SITUATION 5  
MACROPITTING ALL OVER THE TEETH. ALSO 
CONSIDERABLE GROSS PITTING. TEETH ARE 
THINNED SO MUCH BY WEAR THAT THE TIPS 
ARE BECOMING SHARP LIKE A KNIFE.  

SCRAP THE GEARS. A THINNED 
TOOTH MAY ROLL OVER AND JAM 
THE DRIVE--IF IT DOESN'T BREAK 
OFF FIRST.   

If a derating factor of 1.50 had been used, the calculated stress at 10 billion cycles would be reduced by the square root of 
the change in the derating factor. This works out to (1.50/2.50)0.50 = 0.775. This makes the calculated contact stress drop 



to 83,220 psi. At this value, a through-hardened steel at 300 HB has a life of over 10 billion cycles. This is enough for a 
life of 20,000 hours. 

Now consider the variables for the 2.50 derating factor. The first of three major factors is a derating factor of 1.4 for 
typical experience with industrial fan drives. These run somewhat rough, and gear people evaluate this as a 1.4 
application factor. 

With a face width equal to the pitch diameter, there will normally be some misfit across the wide face. In addition, the 
accuracy of tooth spacing will not be close to perfect. For an industrial application, the tooth spacing accuracy is probably 
AGMA quality level 9. This requires a derating factor of about 1.4 for small gearing such as a 2 in. (50 mm) pinion. 

It is also necessary to consider dynamic overload due to the masses in the drive system and the tooth spacing accuracy. In 
this sample problem, the 2.125 pitch diameter pinion running at 1800 rpm has a pitch line velocity of 1073 ft/min (327 
m/min). This kind of drive at this speed could be expected to have a dynamic overload factor of 1.00/0.80 = 1.25. 

The overall derating factor is obtained by multiplying these three factors such that 1.4 × 1.4 × 1.25 = 2.45 (this is rounded 
off to 2.50). 

For the values shown in Fig. 6, the geometry factor (Ck) may look quite conservative when compared to values used in 
bearing design. Part of this is due to the relatively high component of sliding in gear tooth contacts. For spur and helical 
gearing, pure rolling occurs only at the pitch line. Above and below the pitch line there is appreciable sliding. Also, the 
geometric shape of bearings is simpler than that of toothed gears. This helps in both quality of fit and quality control of 
material. 

Another factor in comparing rolling element bearings to gears is probability of failure. Bearings are considered somewhat 
expendable and are generally designed with a probability of failure of 10 in 100 rather than the 1 in 100 that is normal for 
gearing. In some cases of expendable gearing, a factor of 10 failures in 100 is used for the rating curve. If Fig. 6 was 
redrawn for the 10 to 100 probability, all curves shown would allow about 17% more stress. The approximate life for a 
stress of 107,380 psi (740 MPa) works out as follows:  

 

APPROXIMATE LIFE AT PROBABILITY OF FAILURE OF:  HARDNESS, HB  
1 OUT OF 100  10 OUT OF 100  

210  1.1 MILLION CYCLES  20 MILLION CYCLES  
300  180 MILLION CYCLES  3.5 BILLION CYCLES   

Pitting Failure. The degree of risk to be assumed in a gear design is a most important consideration. The above results 
show more than a 15 times longer life by going from a very low risk of failure to a still somewhat low risk of failure. If a 
10 out of 100 degree of risk was tolerable, then the gear set being considered would have adequate pitting life for 20,000 
hours at 300 HB. 

The concept and definition for contact stress of pitting failures is another very significant consideration. Pitting failure is 
not easy to define, and a gear designer needs to use judgment based on experience. In general, a pitted gear tooth will still 
run, whereas broken-off gear teeth will so damage a gear that it is either impossible or impractical to continue to operate 
the gear unit. 

Table 4 shows five different levels of tooth damage due to pitting that govern whether or not a pinion and a mating gear 
have failed by pitting. In aircraft or space vehicle gearing, situation 1 is cause for failure. In long-life turbine gearing, 
situation 2 is quite apt to be considered a failure. According to the calculated life given earlier in this article, the gear 
failed when it reached situation 3. 

In some factory and farm applications, gears that have reached situation 4 are still kept in service. The cost of replacement 
and a forgiving environment where noise and vibration can be tolerated may prompt the gear user to keep running the 
gears. Situation 5 is the ultimate. If the pinion won't turn under power or the pinion does turn and the gear does not turn, 
there is just no question about the gears having failed! 



From what has been discussed so far, the method used in the gear trade to calculate gear life should be quite clear. It 
should be evident, though, that much experience and judgment are needed to properly decide when a pitted and worn gear 
should be taken out of service and scrapped. 

Although there are good guidelines for evaluating the things that derate gears, it still takes much data and experience to 
set numerical values that are just right for a particular product application. For instance, long-life turbine gearing is very 
expensive, and downtime in rebuilding a broken main gear drive may be much more expensive than replacing a gear unit. 
This means that the designer of turbine gearing is very concerned about having an adequate overall derating factor and 
close control over gear material quality. Grade 2 material is often specified rather than grade 1 material. Grade 2 steel is 
rated to carry about 25% more contact stress than grade 1 when carburized but only about 10% more stress when through 
hardened. 

In the vehicle field (trucks, tractors, and automobiles), gearing is not highly expensive and a replacement gear unit can 
often be installed within a few hours. The designer of the gears may use a relatively low overall derating. The designer 
learns by thousands of similar units in service how to set the derating factor and how to control geometric quality and 
material quality so that adequate gear life is obtained. 

The standards of the American Gear Manufacturers Association (AGMA) give recommendations for how to rate many 
kinds of gears and how to specify geometric and material quality. AGMA standards define established gearing practices 
for the gear trade. In the industrial field, contracts for geared machinery generally specify that the gearing supplied must 
be in accordance with applicable AGMA standards. 

The allowable contact stress for gears made of grade 1 material (per Ref 2) is drawn for the lubrication condition of 
regime III (full oil film). Many gears that are small and run at relatively slow pitch line speeds are in regime II (partial oil 
film) or regime I (wet with oil but with almost no elastohydrodynamic (EHD) oil film thickness). 

As of December 1995, there is no national standard for how to rate gears for allowable contact stress when they are in 
regimes II or I. There is much field experience, though, with gears running with an inadequate EHD oil film thickness. 
Work is underway to add material to AGMA standards to cover the problem of an inadequate oil film thickness. 

Figure 7 shows how the allowable contact stress may change for grade 1 carburized steel gears at 60 HRC. Note the 
dashed curves for regimes II and I. 

 



FIG. 7 REGIMES OF LUBRICATION FOR CARBURIZED GEARS OF NORMAL INDUSTRY QUALITY MATERIAL 
(GRADE 1 MATERIAL, PER REF 2) 
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Life Determined by Bending Stress 

The bending stress of a pinion or a mating gear tooth (Ref 1, 2) may be estimated by a simplified formula:  

ST = KT UL KD  (EQ 5) 

where Kt is a geometry factor (see Table 5), Ul is the index of tooth loading severity for breakage (see Eq 6 below), and 
Kd is the overall derating factor for bending stress (see footnote in Table 3). The bending stress derating factor (Kd) is 
approximately the same as the overall derating factor (Cd) unless there is a wide face width. When the aspect ratio is 
around 0.25, the Cd for contact stress and the Kd for bending stress are about equal. At an aspect ratio of 1.0, Kd may be 
about 80% of Cd. 

TABLE 5 SOME TYPICAL GEOMETRY FACTORS (KT) FOR STRENGTH 

STANDARD ADDENDUM  25% LONG ADDENDUM  
AP = 1.000,  AG = 1.000,  AP = 1.250,  AG = 0.750,  

NO. OF 
PINION 
TEETH  

NO. OF 
GEAR 
TEETH  WHOLE DEPTH 2.35  WHOLE DEPTH 2.35  

SPUR GEARS, 20° PRESSURE ANGLE  
25  35  2.72  2.55  2.37  3.00  
25  50  2.68  2.42  2.33  2.74  
25  85  2.62  2.22  2.30  2.54  
35  35  2.50  2.50  2.21  2.90  
35  50  2.42  2.30  2.18  2.70  
35  85  2.36  2.15  2.15  2.54  
35  275  2.20  2.00  2.10  2.45  
SPUR GEARS, 25° PRESSURE ANGLE  
20  35  2.42  2.16  2.08  2.42  
20  50  2.38  2.01  2.05  2.22  
20  85  2.35  1.90  2.03  2.09  
25  35  2.26  2.10  2.00  2.40  
25  50  2.23  1.97  1.95  2.20  
25  85  2.20  1.86  1.91  2.05  
35  35  2.06  2.06  1.88  2.34  
35  50  2.02  1.92  1.84  2.15  



35  85  1.99  1.80  1.80  2.00  
35  275  1.90  1.70  1.75  1.82  
HELICAL GEARS, 15° HELIX ANGLE, 20° NORMAL PRESSURE ANGLE  
25  35  1.93  1.83  1.74  2.05  
25  50  1.90  1.76  1.72  1.88  
25  85  1.87  1.67  1.71  1.75  
35  35  1.82  1.82  1.68  1.97  
35  50  1.78  1.73  1.65  1.82  
35  85  1.75  1.64  1.62  1.73  
HELICAL GEARS, 15° HELIX ANGLE, 25° NORMAL PRESSURE ANGLE  
25  35  1.60  1.52  . . .  . . .  
25  50  1.57  1.47  . . .  . . .  
25  85  1.54  1.40  . . .  . . .  
35  35  1.50  1.50  . . .  . . .  
35  50  1.42  1.42  . . .  . . .  
35  85  1.35  1.34  . . .  . . .   

The index of tooth loading for breakage is often called "unit load." Its value for spur or helical teeth is:  

  
(EQ 6) 

where Wt is the tangential driving force (same value as in Eq 3), F is the net face width in contact, and Pn is the normal 
diametral pitch (1/in.). 

Pn is the inverse of the tooth size in a plane normal to a helical tooth. The diametral pitch (Pd) is the inverse of the tooth 
size in a plane normal to the axis of gear. The relation between the two is:  

PD = PN COS (HELIX ANGLE, )  (EQ 7) 

The tangential load for tooth strength is the same quantity as the tangential load used for contact stress calculations (Eq 
3). 

The derating factor for strength is sometimes taken as the same value as is used for surface durability. In some cases of 
gears with favorable contact ratios, there may be justification to use a somewhat lower derating factor for strength. The 
points of high beam stress are some distance away from the points of maximum contact stress. This tends to allow the 
beam stress to spread out more than the contact stress. (In this brief article, it is not practical to show how to reduce the 
derating factor for the tooth strength calculations.) For the sample problem below it is reasonable to use Kd = 2.0. (The 
pitting derating, Cd, was 2.5.) 

Example 2: Rating Gear Life with Bending Stress. 

In Example 1 of this article, the numerical values are Wt = 922.4 lb, Pn = 10, and F = 2.28. For the data just given, the unit 
load index is:  

  

The geometry factor is taken as 1.75 (see Table 5). The calculated bending stress becomes:  

ST = 1.75 × 4045.4 × 2.0 = 14,159 PSI (97.6 MPA)  



The tooth bending stress can now be used to determine allowable cycles from a rating curve, such as Fig. 8. Figure 8 
shows typical bending stresses plotted against tooth contacts. This curve sheet is drawn for gearing having these 
qualifications:  

• MATERIAL QUALITY: GRADE 1  
• PROBABILITY OF FAILURE: NOT OVER 1 IN 100  
• LUBRICATION: FULL OIL FILM, WHICH IS REGIME III  
• HARDNESS: BOTH PINION AND MATING GEAR AT LEAST AS HARD AS VALUE SHOWN 

ON BENDING STRENGTH FIGURE (FIG. 8)  

 

FIG. 8 BENDING STRENGTH CURVE FOR GEAR LIFE RATING OF NORMAL INDUSTRY QUALITY MATERIAL 
(GRADE 1 PER REF 2) 

The expected life of both the pinion and the gear, from a tooth breakage standpoint, can now be determined for the 
calculated stress of 14,159 psi (97.6 MPa) for the pinion and a calculated stress of 14,321 psi (98.7 MPa) for the gear. 
(The gear has the same unit load as the pinion and the same derating factor. However, the geometry factor for the gear 
from Ref 1 is 1.77, compared to 1.75 for the pinion.) 

Based on Fig. 8, the pinion stress of 14,159 psi (97.6 MPa) is well below all the curves. If a pinion life of 20,000 hours 
was desired, the bending stress allowable could be about 23,000 psi (158.5 MPa) even for the through-hardened, 210 HB 
steel. This means that with 22 pinion teeth, the "life" of the pinion is determined by pitting and not by tooth breakage. 

Suppose the pinion had the same diameter but had 40 teeth instead of 22 teeth. The bending stress would increase, 
because the normal diametral pitch would be about 18. The derating would not change for an increased number of teeth, 
and the geometry factor would tend to decrease a small amount. This means that a 40-tooth pinion meshing with a 160-
tooth gear would have a calculated bending stress of about 22,300 psi (153.8 MPa). 

If the normal diametral pitch was changed to 18.18182, the pitch diameters of the pinion and gear would not change with 
40 pinion teeth and a 15° helix. The K-factor for pitting would not change, and the change in the geometry factor for 



durability would be a small decrease. This means that it is possible to change numbers of teeth to adjust bending stress 
and not have much change in the contact stress. 

In this sample problem, "life" determined by contact stress is very short at 210 HB, but it is almost enough for 2000 hours 
at 300 HB. The pinion could have 40 teeth at 300 HB because the allowable bending stress is up to 32,000 psi (220 MPa) 
at 2000 hours (216 × 106 million cycles). With the bending stress at 24,274 psi (167.4 MPa) there is a modest amount of 
extra margin in bending strength, but not nearly as much as at 22 teeth. 

From a practical standpoint, it is quite desirable to control the life of a gear set and have an appreciable extra margin of 
bending strength. Having lots of small teeth instead of fewer and larger teeth is not desirable from two other standpoints: 
in general, parts with fewer teeth cost less to make; and larger teeth can stand somewhat more wear. 

In summary, this example shows that 22 teeth on a pinion is a reasonable design. There is no good reason to use 40 teeth, 
even though the bending stress would be allowable. 
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Gear Tooth Failure by Breakage after Pitting 

The preceding section covered tooth breakage by the tensile stress in the root fillet. Another kind of common tooth 
breakage in gearing starts somewhat high on the tooth profile rather than in the root fillet. When a gear is damaged by 
pitting, a crack can start at a pit, spread lengthwise, and go all the way through the tooth. On wider-face-width gears, a 
triangular piece of tooth often breaks out. This piece may be as wide as one-third or one-half of the face width. The break 
may progress as deep as the root fillet at one end and run out at the outside diameter at the other end. The "eye" where the 
crack started may be at the pitch line, or it may be in the lower flank of the tooth. 

If a pinion or gear continues in service after an appreciable part of the tooth is gone, the now-overloaded remainder of the 
tooth is likely to break off. Sometimes, even though several teeth have portions broken off, the gears continue in service 
because the increased noise and vibration are not enough to attract attention. Then one or more teeth are completely 
removed by successive chunks breaking off (see Fig. 9). 

 



FIG. 9 END OF TOOTH BROKEN BECAUSE OF GROSS PITTING. NOTE CRACKS IN REMAINING PART OF TOOTH. 

In narrow-face-width gears, such as those where the face width is about equal to the tooth height, a break starting at a pit 
tends to remove the tooth across the whole face width. 

The normal calculation of bending stresses is not useful in designing gears to avoid tooth breakage starting at pits. The 
logic of this kind of trouble must be considered an incident of tooth breakage caused by pitting. 

Gears that are case hardened by carburizing are the most susceptible to this trouble. Gears with a nitrided case are not 
quite as susceptible because the nitrided case depths tend to be thinner. A pit in a thin case is not quite as great a stress 
riser as a pit in a deep case. To prevent pitting altogether, though, deep carburized case depths may be needed. 

Through-hardened gears in the 300 to 400 HB range are also quite critical. In general, gears are not used that are around 
500 HB. At 450 HB and higher, a through-hardened gear is usually so brittle that it will fracture with even a small amount 
of surface distress. 

The concepts of pitting failure given in Table 4 are quite useful in regard to the risk of tooth breakage stemming from 
pitting. In situation 1, the pitting is relatively minor, so there is very little danger of tooth breakage starting at a pit. 

In situation 2, there is a moderate risk of some area on the tooth surface having enough macropits to start a tooth breakage 
crack when the pinion or gear has a carburized case. Through-hardened parts at 300 HB are not so notch sensitive and 
will probably not develop cracks from pits. Through-hardened parts at 210 HB are not notch sensitive. There is not much 
risk of cracks from pits at this level of hardness. 

In situation 3, the much heavier pitting is quite risky for carburized gear teeth and moderately risky for through-hardened 
gears at 300 HB. However, through-hardened gears at 210 HB do not have much risk. 

In some special cases where the pinion is quite hard (e.g., 360 HB) and the gear is much lower in hardness (e.g., 300 HB), 
there may be such serious ledge wear on the gear due to micro- and macropitting that a whole layer of metal is worn away 
from the gear tooth. This can result in the addendum of the gear being forced to carry all the load. This tends to double the 
stress in the gear root fillet, and gear teeth then break off due to the greatly increased stress. 

Ledge wear that occurs in helical gears over a long period of time is not too dangerous if both the pinion and gear have 
about the same amount of wear. The big danger of tooth breakage comes when one pitted gear has little or no ledge wear 
and the mating gear has serious ledge wear. Figure 10 shows an example of a gear tooth with ledge wear and in danger of 
breaking. (The pinion that mated with this gear had some pitting but essentially no ledge wear.) 

 

FIG. 10 HELICAL GEAR WITH SERIOUS LEDGE WEAR DUE TO MICRO- AND MACROPITTING 

In situations 4 and 5, hard gears cannot survive without tooth breakage. Low-hardness gears that run at relatively slow 
pitch line speeds often survive for years without tooth breakage, even though the pitting and wear are severe. 



In summary, tooth breakage due to pitting is a high risk with hard gears and may not be much of a risk if the gears are of 
low hardness and not running fast. 
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Flaws and Gear Life 

Metallurgical flaws may seriously reduce the life of gears. The calculations for the life of gear teeth assume that the 
material in the gear is not flawed by a mistake in processing the part. If the material is grade 1 (Ref 2), the quality is not 
as good as for grades 2 or 3, but it is assumed that the quality is normal for the grade specified. For instance, the 
microstructure for grade 1 is not specified to a limit as close as that for grade 2. Also, the cleanliness of the steel in grade 
1 does not have to be as good as the cleanliness for grades 2 or 3. 

Some of the more common flaws that affect the life of gear teeth are:  

• CASE DEPTH FOR CARBURIZED, NITRIDED, OR INDUCTION-HARDENED TEETH TOO 
THIN OR TOO THICK  

• GRINDING BURNS ON CASE-HARDENED GEARS  
• NONHOMOGENOUS STRUCTURE, VOIDS, HARD SPOTS, SOFT SPOTS, ETC.  
• ALLOY SEGREGATION  
• CORE HARDNESS TOO LOW NEAR THE ROOT DIAMETER OR AT THE MIDDLE OF THE 

FACE WIDTH  
• FORGING FLOW LINES PRONOUNCED AND IN THE WRONG DIRECTION  
• QUENCHING CRACKS  
• COMPOSITION OF STEEL NOT WITHIN SPECIFICATION LIMITS  

When gears fail prematurely, the normal first step of an investigator is to make some calculations of gear life to see if the 
gear unit size was large enough for the rated life. If these calculations show that a gear unit rated for something like 10 
years of life was indeed large enough and had the right materials specified, then it becomes a matter of concern to 
investigate factors such as lubrication system, behavior of driving and driven equipment, operating environment, and 
material quality (perhaps some serious metallurgical flaw (or flaws) exist). 

Quite often the case depth is not right. The gear drawing should specify the right case depth for the midpoint of the tooth 
flank. Besides the middle of the tooth, the case depth needs to be right at the lower flank of the tooth. The case depth at 
the tip of the tooth is also critical. 

The case depth may be right at midheight but too thin at the lower flank and root fillet. This is often caused by inadequate 
carbon gas penetration between teeth. In large gears, heat soak back after quenching may reduce the hardness 
considerably. Too much case depth at the tooth tip may cause the tooth tips to be so brittle that they break off in service. 
(This has happened off and on in gears used in mining.) 

If large, through-hardened gears are quenched too drastically, there may be hidden cracks in the gear body. On the other 
hand, an inadequate quench may cause the hardness of the gear teeth to be below specifications in the middle of the face 
width or near the root diameter of the teeth. 

Case-hardened gears can be ground by several different methods. There is always a risk of grinding too fast or having 
inadequate cooling at the grinding location. Grinding burns and grinding cracks must be avoided to get the potential life 
out of the gears. 

When scrap material is melted to make steel, there is a hazard that something in the melt will produce a local hard spot or 
a local soft spot. There may also be stringers of inclusions. There is a well-developed art of producing steel ingots that can 
be made into steel billets of uniform good material for a toothed gear. Good gears require good steel. 



When gear parts are forged, the flow lines in the forging should not be in the wrong direction at critical stress points, such 
as the root fillet of a gear tooth or where a thin web meets a thin gear rim. Rolled bar stock that is not forged may have 
flow lines in the wrong direction for a critical gear part. Normal gear rating practice is based on the assumption that the 
forging or rolling of the stock to make the gear blank is done right for the configuration of the gear part. 

Another flaw to be concerned about is the chemical composition of the steel in the gear. Sometimes mistakes are made 
and the steel for a gear is taken out of the wrong bin. Through-hardening steels have different compositions than case-
hardening steels. 

Sometimes an improper substitution is made. For example, it quite often happens in worldwide operations that a readily 
available local steel is substituted for the specified steel that was just right for the rating and method of manufacturing 
used in another country. It is then quite a shock to have gears failing in a year or two that should have lasted for 10 or 
more years. 

In summary, quite a number of metallurgical flaws can seriously reduce gear life. Metallurgical quality in gears is just as 
important as geometric accuracy in gears. For further data in regard to metallurgy and heat treating, see ANSI/AGMA 
2004-B89, Gear Materials and Heat Treatment Manual. Appropriate references are made to a substantial number of 
ASTM, SAE, and military standards. Detailed specifications that define metallurgical requirements for grade 1, 2, and 3 
gear materials are given in ANSI/AGMA 2001-C95, Fundamental Rating Factors and Calculation Methods for Involute 
Spur and Helical Gear Teeth (Ref 2). Grade 1 is considered normal industrial quality, grade 2 is extra high quality, and 
grade 3 is super quality. Grade 2 is used mostly for high speed, long life gearing. Grade 3 is often used for critical 
aerospace gearing. 
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Bores and Shafts 

Besides proper gear design, geometric accuracy, and good gear material, associated components in a gear train can also be 
important. This section briefly reviews some components in the design and structure of each gear and/or gear train that 
must be considered in conjunction with the teeth. 

A round bore, closely toleranced and ground, may rotate freely around a ground shaft diameter, rotate tightly against a 
ground diameter by having a press fit, or be the outer race of a needle bearing that gives freedom of rotation. Each 
application has unique problems. A ground bore is always subject to tempering, burning, and checking during the 
grinding operation. A freely rotating bore requires a good lubrication film, or seizing and galling may result. The bore 
used as a bearing outer race must be as hard as any standard bearing surface and is subject to all conditions of rolling 
contact, such as fatigue, pitting, spalling, and galling. The bore that is press fit onto a shaft is subject to a definite amount 
of initial tensile stress. Also, any tendency for the bore to slip under the applied rotational forces will set up a unique type 
of wear between the two surfaces that leads to a recognizable condition of fretting damage. 

A spur of a helical round bore gear acting as an idler, or reversal, gear between the input member and the output member 
of a gear train has an extremely complicated pattern of stresses. The most common application is the planet pinion group 
in wheel-reduction assemblies or in planetary-type speed reducers. Typical stress patterns are as follows:  

• THE TENSILE AND COMPRESSIVE STRESSES IN THE BORE ARE DUE TO BENDING 
STRESSES OF THE GEAR BEING LOADED AS A RING.  



• THE MAXIMUM TENSILE AND COMPRESSIVE STRESSES IN THE BORE INCREASE AS THE 
LOAD ON THE TEETH INCREASES.  

• THE MAXIMUM TENSILE AND COMPRESSIVE STRESSES IN THE BORE INCREASE AS THE 
CLEARANCE BETWEEN THE BORE AND THE SHAFT IS INCREASED.  

• THE MAXIMUM TENSILE AND COMPRESSIVE STRESSES IN THE BORE INCREASE AS THE 
RATIO OF THE SIZE OF THE BORE TO THE ROOT DIAMETER OF THE TEETH IS 
INCREASED.  

• DURING ONE REVOLUTION OF THE GEAR UNDER LOAD, THE TEETH GO THROUGH ONE 
CYCLE OF COMPLETE REVERSAL OF STRESSES, WHEREAS EACH ELEMENT OF THE 
BORE EXPERIENCES TWO CYCLES OF REVERSALS.  

Three modifications of the round bore alter stress patterns considerably:  

• OIL HOLES THAT EXTEND INTO THE BORE ARE INTENDED TO LUBRICATE THE 
ROTATING SURFACES. EACH HOLE MAY BE A STRESS RAISER THAT COULD BE THE 
SOURCE OF A FATIGUE CRACK.  

• TAPERED BORES ARE USUALLY EXPECTED TO BE SHRINK FITTED ONTO A SHAFT. THIS 
SETS UP A VERY HIGH CONCENTRATION OF STRESSES, NOT ONLY ALONG THE ENDS OF 
THE BORE BUT ALSO AT THE JUNCTURE ON THE SHAFT.  

• A KEYWAY IN THE BORE ALSO CREATES A STRESS-CONCENTRATION AREA. A KEYWAY 
IS ALSO REQUIRED TO WITHSTAND A VERY HIGH LOAD THAT IS CONTINUOUS. IN 
FACT, THE APPLIED LOAD TO THE SIDE OF THE KEYWAY IS DIRECTLY PROPORTIONAL 
TO THE RATIO OF TOOTH PITCHLINE RADIUS TO THE RADIUS OF THE KEYWAY 
POSITION. FATIGUE FAILURE AT THIS POINT IS COMMON.  

Splined Bores. The loads applied to the splined-bore area are also directly proportional to the ratio of pitchline radius of 
the teeth to the pitchline radius of the splines. However, the load is distributed equally onto each spline; therefore, the 
stress per spline is usually not excessive. It is possible for an out-of-round condition to exist that would concentrate the 
load on slightly more than two splines. Also, a tapered condition would place all loadings at one end of the splines, which 
would be detrimental both to the gear splines and to the shaft. 

Heat treating of the splined area must be monitored closely for quench cracks. Grinding of the face against the end of the 
splines can also cause grinding checks to radiate from the corners of the root fillets. 

Shafts. The shafts within a gear train, as well as the shank of a pinion that constitutes a shaft in function, are very 
important to load-carrying capacity and load distribution. They are continually exposed to torsional loads, both 
unidirectional and reversing. The less obvious stressed condition that is equally important is bending. Bending stresses 
can be identified as unidirectional, bidirectional, or rotational. When the type of stress is identified, one can explore the 
causes for such a stress. 

There can be a number of stresses applied to a shaft that are imposed by parts riding on it. For example, helical gears will 
transmit a bending stress, as will straight and spiral bevel gears; round bores may be tight enough to cause scoring and 
galling; a splined bore may cause high stress concentration at the end face; runout in gears may cause repeated deflections 
in bending of the shaft; and loose bearings may cause excessive end play and more bending. 
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Introduction 

ROLLING ELEMENT FATIGUE has been recognized since the turn of the century, with fatigue life testing beginning in 
the early 1900s by rolling bearing manufacturers. Because of the high stresses imposed on bearings, steel with a hard 
matrix was required. However, the hard matrix, along with other factors to be discussed, meant that the matrix was very 
sensitive to loading and other external conditions that could lead to incipient material cracking and thus to contact fatigue. 
In the early tests, large scatter in fatigue life was experienced. This persists and indicates that close correlation of the 
incipient cracks and running time should not be expected (Ref 1). 

Internal stress raisers, such as nonmetallic inclusions or carbides, are the beginning sites for incipient cracking. Because 
of the varying severity, the magnitude of the stress raisers is difficult to calculate, so that rolling fatigue, basically a 
problem of stress concentrations, displays the scatter mentioned or shows a clear statistical nature. 

The high stresses involved come about from the geometry of bearings, which produces a concentration of load in the 
contacts in a small volume of the material within a bearing (Ref 2). Stresses were first computed based on the basic 
bearing internal geometries, and the stress distribution within and beneath the contact area was determined using the basic 
equations proposed by Hertz (Ref 3) in 1881. From such fundamental work, along with considerable fatigue test results 
that established various fatigue and material "constants," the first bearing ratings and fundamental life theories were 
proposed. 

Following the work of Grubin in 1949 (Ref 4), Dowson and Higginson in 1966 (Ref 5), and Dowson and Toyoda in 1978 
(Ref 6), to name just a few, the important role of lubricant in the contacts of bearings was next understood. It was 
recognized that the type of lubricant and the thickness of the lubricant film impacted bearing fatigue life and even 
influenced modes of failure. Considerable work has been done to relate failure modes, including fatigue, to bearing life. 

As knowledge in all these areas grew, it was possible to understand the requirements for a bearing to develop longer life 
and produce acceptable life in a variety of adverse environments, such as low speed, high speed, elevated temperatures, 
misalignment, and contamination. This work, drawing heavily on much experimental data, is the basis for the present 
level of bearing life prediction. 
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Bearing Materials 

As stated, it was determined early in the 1900s that special material was required to give sufficiently long fatigue life for 
bearings. One percent carbon-chromium through-hardening steels were used for ball and cylindrical roller bearings and 
other types, perhaps influenced in Europe by familiarity with chromium-type tool steels (Ref 2, 7). U.S. manufacturers 
included low-carbon (0.20%) case-carburizing steels in bearing manufacture, primarily in the tapered roller bearing 
industry. Both steel types are still used, and examples of each are listed in Tables 1 and 2. Bearing steel types, 
microstructure, heat treatment, and specialty bearing steels are discussed in the article "Bearing Steels" in Volume 1 of the 
ASM Handbook (Ref 7). 

TABLE 1 NOMINAL COMPOSITIONS OF HIGH-CARBON BEARING STEELS 

COMPOSITION, %  GRADE  
C  MN  SI  CR  NI  MO  

AISI 52100  1.04  0.35  0.25  1.45  . . .  . . .  
ASTM A 485-1  0.97  1.10  0.60  1.05  . . .  . . .  
ASTM A 485-3  1.02  0.78  0.22  1.30  . . .  0.25  
TBS-9  0.95  0.65  0.22  0.50  0.25 MAX  0.12  
SUJ 1(A)  1.02  <0.50  0.25  1.05  <0.25  <0.08  
105 CR6(B)  0.97  0.32  0.25  1.52  . . .  . . .  
SHKH15-SHD(C)  1.00  0.40  0.28  1.48  <0.30  . . .  

Source: Ref 7 

(A) JAPANESE GRADE. 
(B) GERMAN GRADE. 
(C) RUSSIAN GRADE.  

TABLE 2 NOMINAL COMPOSITIONS OF CARBURIZING BEARING STEELS 

COMPOSITION, %  GRADE  
C  MN  SI  CR  NI  MO  

4118  0.20  0.80  0.22  0.50  . . .  0.11  
5120  0.20  0.80  0.22  0.80  . . .  . . .  
8620  0.20  0.80  0.22  0.50  0.55  0.20  
4620  0.20  0.55  0.22  . . .  1.82  0.25  
4320  0.20  0.55  0.22  0.50  1.82  0.25  
3310  0.10  0.52  0.22  1.57  3.50  . . .  
SCM420  0.20  0.72  0.25  1.05  . . .  0.22  



20MNCR5  0.20  1.25  0.27  1.15  . . .  . . .  

Source: Ref 7 

High-quality steel, free from nonmetallic inclusions or other stress raisers, is a primary requirement to produce bearings 
that achieve extended fatigue life. Over the years, steel manufacturers have strived to produce cleaner bearing steel. The 
continual increases in bearing ratings, especially over the last 20 years, can be attributed to these improvements. After 
World War II, the requirements for significantly improved steels for bearings used in gas turbine engines demonstrated 
the performance improvements that vastly cleaner steels could provide (Ref 8). Besides clean steel, aerospace bearing 
applications needed high-speed capabilities (up to and then exceeding 2.4 million DN, where DN is bearing bore in 
millimeters times bearing speed in rpm) and materials capable of up to and above 200 °C (400 °F) (Ref 9). 

The experience gained in developing and testing such materials provided the bearing industry valuable insight into 
refinements that could be achieved with industrial-grade bearings by better control of tolerances, better manufacturing 
methods, and better finishing techniques. Thus, over the past 20 years as cleaner steels improved bearing life, it was 
recognized that rather than materials limiting fatigue, processing and surface-related shortcomings (e.g., rough surface 
finish, surface defects, deep grinding grooves, handling nicks or defects from the ingress of hard debris) were now 
limiting life (Ref 10, 11, 12). The most recent efforts have been to try to lower surface roughness and make material 
processing changes that will better resist the incipient damage of contaminants, including debris and other life-limiting 
factors. 

The role of residual stresses in bearings after manufacture has also been recognized (Ref 13). Heat treatments that 
minimize or avoid tensile stresses are recommended, especially for inner raceway rings that develop hoop tensile stresses 
from tight, interference fits on shafts. Very often, carburizing steels (as given in Table 2) are used for inner races and for 
bearings that require greater surface ductility, greater resistance to debris particles, and a higher level of core toughness, 
along with the compressive residual surface stresses that help reduce fatigue crack propagation through the bearing cross 
section (Ref 7). 

Through-hardening steels can carry the somewhat higher contact stresses that are prevalent in ball bearings. Through-
hardening steels may also give better dimensional stability over temperature extremes, because of lower retained 
austenite, and these advantages may dictate their use in some inner ring applications. Care should be taken, however, to 
minimize tensile residual stresses in through-hardened steel races. It is known that control of surface grinding for bearing 
steels (avoiding abusive grinding forces and high-temperature gradients) can minimize tensile residual stresses (Ref 14). 
With soft wheels, low wheel speeds, shallow cuts, and proper grinding fluid, El-Helieby and Rowe produced compressive 
residual stresses on EN31 steel (chemistry related to AISI 52100 through-hardening steel) following these practices. 
Although such practices may be too time-consuming for industrial use, eliminating surface damage can lead to improved 
fatigue life with any type of bearing steel. 
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Bearing Fundamentals 

Surface Contact and Stresses. Bearings are described by their rolling elements as ball or roller bearings or by their 
contact footprints as point or line (Fig. 1a, b). A point contact forms an ellipse, where the area is defined by the semi-axes 
a and b (Fig. 1a). For line contact, a rectangle is formed, where the area is defined by L times 2b (Fig. 1b). These small, 
concentrated areas explain the high stresses developed on and below the immediate bearing contact surfaces. 

 

FIG. 1 GEOMETRY FOR (A) POINT CONTACT AND (B) LINE CONTACT, SHOWING THE GENERAL CONTACT 
SHAPES PRODUCED FOR EACH GEOMETRY 



Maximum compressive stress (q0) and half-width contact (b) for point contact (Fig. 1a) are calculated from the following 
equations:  

  
(EQ 1) 

B = 0.004498 (P/SC 1/R)   (EQ 2) 

where the constants in the above equations assume bearing steel with elastic modulus of 207 MPa (30 × 106 psi) and 
Poisson's ratio of 0.3. Constants for other materials can be found in Ref 8. Approximate values of and can be taken 
from Fig. 2. Sc is the summation of curvatures in Fig. 1(a) as follows: Sc 1/R = 1/Rb1 + 1/Rb2 + 1/R + 1/R. 

 

FIG. 2 PLOT OF GEOMETRY FACTOR VS. TRANSCENDENTAL FUNCTIONS AND IN EQ 1 AND 2 AND RELATED 
TO THE SEMIMAJOR/SEMIMINOR AXES A/B. * IS THE DIMENSIONLESS CONTACT DEFORMATION OR 
APPROACH FACTOR FOR THE TWO BODIES IN CONTACT. 

Maximum compressive stress (q0) and half-width contact (b) for line contact (Fig. 1b) is as follows:  

Q0 = 2290 (P/L)  · (1/R1 + 1/R2)   (EQ 3) 

B = 0.0002779(P) [L(1/R1 + 1/R2)]   (EQ 4) 

where again the constants in these equations assume bearing steel with elastic modulus of 207 MPa (30 ×106 psi) and 
Poisson's ratio of 0.3. Constants for other materials can be found in Ref 8. 

Fatigue Life of Bearings. Considerable fatigue testing over the years developed the relationships between stress and life 
and then to bearing load, as evidenced by the work of Clinedinst (Ref 15) and Lundberg and Palmgren (Ref 16). While 



Clinedinst based his early load ratings on the maximum contact pressure, q0, Lundberg and Palmgren recognized that 
fatigue cracks usually start below the contact surface near the depth of a maximum shear stress, such as T0 (the range of 
orthogonal shear). They perceived a change in the material near inclusions below the surface, microcrack development, 
and then propagation of the cracking to the surface with formation of a pit or spall. This mode of subsurface spall 
development has become the classical mode of fatigue failure for bearings running under good operating conditions. An 
adequate lubricant film, reasonable temperatures, and reasonable environmental conditions are the conditions for which 
bearing rating life or higher should be achieved. 

The Lundberg-Palmgren power equation (Eq 5), based on a measure of the statistical life scatter of a group of identical 
bearings (Ref 17), relates the strength dependency (life) with the magnitude (volume) of the stressed material within the 
bearings (Ref 18). Life dispersion is represented by the Weibull dispersion parameter (slope) "e." The volume of material 
stressed (V) is related to a bearing by considering the product of:  

• A, AS THE HALF MAJOR AXIS OF THE PRESSURE ELLIPSE  
• L, AS THE CIRCUMFERENCE OF THE CRITICAL RACEWAY  
• Z0, AS THE DEPTH FROM CONTACT SURFACE TO THE LOCATION OF T0, THE MAXIMUM 

SHEAR STRESS AMPLITUDE  

The power equation is:  

  
(EQ 5) 

where S is the probability of survival and z0 is the depth to where the amplitude of the shear stress T0 is greatest. The 
depth z0 is also used to determine volume (V). In Ref 16, it is considered that the depth below the surface where 
microscopic material changes become the origin site of fatigue also influences fatigue propagation, so z0 is included twice 
in Eq 5. Life (N) is expressed in millions of stress cycles. The three exponents "e," "c," and "h" are considered life 
dispersion factors or material constants, and they are not independent. Equation 5 then becomes:  

  
(EQ 6) 

By considering actual bearing contact geometry, the contact stresses (Eq 1 and 3), the number of rolling elements, their 
diameter relative to the inner and outer race diameters, and the appropriate material constants, it is possible to develop a 
relationship of bearing load to life in millions of revolutions. The load at a specific life is defined as the basic dynamic 
load capacity, "C." Lundberg and Palmgren did this in their original works (Ref 16, 19), but although much of their basic 
approach still is used, considerable change has taken place. Current load capacity equations are given in the ISO Standard 
and the two American National Standards (Ref 20, 21, 22). There are 12 rating equations, covering radial and thrust ball 
and roller bearings. Two are cited here, simply to illustrate the source of the present exponents as given in the radial 
equations, because the exponent values affect bearing life prediction. The ball bearing radial rating equation is:  

CR = FCM (I · COS )0.7 · Z  · DW
1.8  (EQ 7) 

where Fcm is the factor based on bearing component geometry, accuracy, manufacturing quality, and normal bearing steel; 
Dw is the ball diameter in millimeters or inches; i is the number of rows of rolling elements in a bearing; Z is the number 
of rolling elements per row; and α is the nominal contact angle of the bearing in degrees. When Dw is above 25.4 mm (1 
in.), the exponent becomes 1.4 and the rating equation changes (see Ref 21). 

The roller bearing radial rating equation is:  

CR = FCM (I · LWE · COS )7/9 · Z  · DWE
29/27  (EQ 8) 



where Dwe is the roller diameter applicable in the calculation of load ratings, in millimeters or inches; and Lwe is the roller 
length used in the calculation of roller bearing load ratings, in millimeters or inches. 

Values of Fcm are given in standards. Based on bearing geometries that can be measured, it is possible to calculate generic 
ratings for any rolling element bearing. Because these ratings are developed by consensus within standards working 
committees, they represent neither minimum nor maximum values. Machine designers should review the most current 
handbooks of bearing manufacturers for specific ratings and more accurate life estimates. 

Besides the significant experimentally determined material and manufacturing constant within Fcm, an experimental 
relationship between load and fatigue life is in all the standards. The relation of rating capacity C and actual bearing load 
P to L-10 life is:  

L-10 = (C/P)P × (ONE MILLION REVOLUTIONS)  (EQ 9) 

where L-10 is the basic rating life in millions of revolutions with 90% probability of survival, and p = 3 for ball bearings, 
or 10/3 for roller bearings. 

When P = C, the L-10 life is exactly one million revolutions. At 500 rpm, L-10 is only 33  hours. Depending on the 
bearing design, this L-10 is generally above the elastic limit for a bearing. Bearing ratings (C load) are in reality reference 
loads, used only to calculate L-10 life for bearings with Eq 9. Actually, it is advisable to stay below about 50% of C for 
most applications. Figure 3 shows how the load-fatigue life changes with five values of p. The three inside exponents, 3, 
10/3, and 4, are used in the standards. 

 

FIG. 3 EFFECT OF LOAD-LIFE EXPONENT WITH ONE MILLION REVOLUTIONS REFERENCE POINT 

Sources of Rating/Life Exponents. Past experimental determination of the load-life exponent p for ball bearings (Ref 
16, 23) are the basis of the exponent 3 in the standards. The actual values of the exponent in Ref 23 were 2.87 ± 0.35 at L-
10 and 2.80 ± 0.31 at L-50 (median life), so that considering the confidence bands, an exponent of 3.0 was acceptable 
based on a database of almost 5000 deep-groove ball bearings. 

For roller bearings, an exponent of 4.0 (assumed at L-50 life) was determined in Ref 19 from 6 test series of 30 spherical 
roller bearings each, with loads ranging from about 0.15 to 0.4 P/C. Exponent values of 4.22 at L-10 life and 4.08 at L-50 
(median) life were obtained in Ref 24 based on rig testing at 1840 to 2910 MPa (267 to 422 ksi) from four test series with 
a cylindrical roller bearing inner raceway against a loading ring. The test specimens in Ref 19 and 24 were not modified 



to avoid edge loading or end-of-contact stress concentrations. However, with rollers and/or raceways crowned for 
elliptical contact or profiled for "optimized" contact, a load-life exponent of 10/3 was considered acceptable (Ref 19) and 
confirmed with recent tests (Ref 25). The exponent 10/3 has been used in Eq 9 for roller bearings in the bearing standards 
for many years. The ANSI/AFBMA Standard 11-90 (Ref 22) recognizes that depending on the load, whether with 
crowned or profiled contact in a roller bearing, truncation and edge stresses can occur. Roller bearing contact lengths and 
internal or end-of-contact modifications are not standardized, so how specific bearings are influenced by truncation must 
be obtained from the manufacturer. 

Besides the material constant in Fcm and the load-life exponent (p), the life dispersion parameter (e, or the Weibull slope) 
is experimentally determined. Figure 4 shows a large group of tested roller bearings with failures plotted in order of 
increasing life. The plot is on Weibull probability paper, and the data plot is close to the line for the Weibull slope (e), 
which equals 1.6 for this sample. In Ref 16 and 19, similar plots were made and it was concluded that a slope of 1.11 (= 
10/9) could be used for ball bearings and 1.125 (= 9/8) could be used for roller bearings. Lundberg and Palmgren (Ref 16) 
also ran tests on bearings with a range of roll diameters (Da sizes) of 1.5 to 25 mm. The resultant exponent on the roll 
diameter relative to capacity was 1.8. Considering all these experimental factors, it was possible to solve for the other 
"material constants" c and h (see Eq 5 and 6). Using the following from Ref 16 (p 15, Eq 51):  

DA = 1.8 = (2C + H - 5)/(C - H + 2)  (EQ 10) 

From Ref 16 (p 15, using the transformed Eq 54 for point contact):  

C - H = 3(P)(E) - 2 = 3(3)(10/9) -2 = 8  (EQ 11) 

From Ref 16 (p 16, using the transformed Eq 55 for line contact):  

C - H = 2(P)(E) - 1 = 2(4)(9/8) - 1 = 8  (EQ 12) 



 

FIG. 4 EXAMPLE OF A GROUP OF TESTED BEARINGS, RANGING FROM 12 TO 85 MM BORE, ALL RUN WITH SAE 
20 OIL AND 38 °C INLET OIL TEMPERATURE RATIONALIZED SO EACH SAMPLE L-10 WAS EQUAL TO 1.0. THE 
FATIGUED BEARINGS, ORDERED BY INCREASING LIFE, PLOT CLOSE TO THE WEIBULL LINE (SLOPE) OF 1.6. 

Combining Eq 10 and 11 or Eq 10 and 12, the values of c = 3  and h = 7/3 are determined. From these, the experimental 
basis of the exponents in the present rating equations (Eq 7, 8) can be seen. 

Rating/life exponents for ball bearingsare:  

EXPONENT FOR DW(DA) = 1.8 

EXPONENT FOR Z = 1 - 1/(P) = 1 - 1/(3) =  
EXPONENT FOR (I COS ) = 1 - 1/(P)(E) = 1 - 1/(3) (10/9) = 7/10  

Rating/life exponents for roller bearingsare:  

EXPONENT FOR DWE = (C + H - 3)/(C - H + 1) = (3  + 7/3 - 3)/(3  - 7/3 + 1) = 29/27 

EXPONENT FOR Z = 1 - 1/P = 1 - 1/(4) =  
EXPONENT FOR (I COS ) = 1 - 1/PE = 1 - 1/(4)(9/8) = 7/9  



This background information about the source of the exponents in the rating equations for ball and roller bearings and in 
Eq 9 illustrates the experimental input in the system of calculating rolling bearing life prediction as contained in the 
present bearing standards. 

The generic forms of the basic dynamic load rating equations in the standards (Ref 20, 21, 22) are good reference 
ratings based on reasonable consensus through the Engineering Committees of the American Bearing Manufacturers 
Association (ABMA), but as the background discussion illustrates, many of the experimental factors still in the standards 
may need to be updated. References 26, 27, 28, 29, 30, 31 attempt to cover some of the changes proposed for better 
predicting bearing fatigue life. Lorösch (Ref 26) gives the first indication that rolling bearings, run in a clean environment 
under lower load that causes no microstructural alterations in the stressed contact region, can have significantly extended 
life. Ioannides and Harris (Ref 27) essentially generalize the Lundberg-Palmgren model (Eq 6) and include a limiting 
stress below which fatigue failure may not occur. In essence this means that the load-life exponent p may increase at 
lower loads. 

If rolling contact fatigue then follows an S-N curve, one might expect life scatter to increase at lower stress as with other 
fatigue (Ref 32). There are limited data to suggest that life scatter does increase (i.e., Weibull slope decreases) for both 
bearings and gears under lower stress (Ref 33), so that at low loads, near an endurance limit, extended life scatter would 
make it more difficult to estimate failures. Lubrecht et al. (Ref 28) review the new life theory (Ref 27) and consider a 
possible range of values for the fatigue limit stress and how surface irregularities can be handled. 

Dominik (Ref 29) gives specific factors (constants c, h, p and e), experimentally determined for tapered roller bearings, 
then proposes a specific rating equation for these bearings. Zhou and Nixon (Ref 30) present another specific bearing 
rating model that includes the equation from Ref 29, but also includes the film thickness and surface roughness ratio in a 
micro-macro contact model aimed at predicting bearing life for different surface textures. Tallian (Ref 31) reviews some 
dozen existing engineering and research models and proposes a new model based on all major life-influencing factors. It 
is clear that considerable activity leading to improved bearing life prediction is ongoing. The ideal operating conditions 
that give extended L-10 rating life are fairly limited in real applications, so most recent bearing manufacturer 
catalogs/handbooks have updated means to calculate Lna, which is an L-10 life rating adjusted by several life adjustment 
factors first introduced in 1972. 
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Fatigue and Life Prediction of Bearings 
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Bearing Life Prediction 

The bearing standards in 1972 (Ref 34, 35) first included the concept of life adjustment factors. The three factors 
considered were reliability, material, and application. In equation form this became:  

LNA = A1A2A3 (C/P)P × (ONE MILLION REVOLUTIONS)  (EQ 13) 

or  

LNA = A1A2A3 (L-10)  (EQ 14) 

where Lna is calculated from the L-10 life rating adjusted by the following combination of factors: a1, the reliability factor 
for other than 90%; a2, the material factor (1972), now called the special bearing properties factor (1990); and a3, the 
application or environmental conditions factor, which primarily recognizes the lubricant condition in a bearing but which 
also recognizes alignment and internal load distribution and contamination, liquid or solid. 

Reliability Factor, a1. For a single bearing, the probability that it will reach the specified life is its reliability. For a 
group of identical bearings run under identical conditions, the reliability is the percent that reach the specified life. For L-
10 rating life there is 90% probability that a bearing will achieve this life. The reliability factor, a1, given in the standards 
and many bearing handbooks, is based on a Weibull slope "e" equal to 1.5. The factor a1 values from 90 to 99% reliability 
are:  



 

RELIABILITY, 
%  

LIFE 
FACTOR, A1  

90  1.00  
95  0.62  
96  0.53  
97  0.44  
98  0.33  
99  0.21   

These life factors indicate that the standards and others (Ref 25, 36) consider that bearings deviate to higher lives for 
failure probabilities less than 10% (i.e., higher reliabilities). If data are at hand that show that other Weibull slope values 
could be used to determine the life factor, then the following equation can be used to calculate a1:  

A1 = [9.4912 1N(100/R)]1/E  (EQ 15) 

where a1 is the reliability life factor ratio, R is the reliability expressed as percent survival, and e is the Weibull slope or 
life dispersion parameter. 

Special Bearing Properties Factor, a2. The bearing standards have never supplied values for a2, simply saying in 
1972 that a2 could be used for bearings that incorporated improved materials and processing. By 1990, the a2 factor was 
for special bearing properties described as follows: "A bearing may acquire special properties, as regards life, by the use 
of a special type and quality of material and/or special manufacturing processes and/or special design" ( Ref 20, 21). 

Significantly cleaner steels are now available. Examples are steels produced by vacuum-arc remelting (VAR) and 
electroslag melting or remelting (ESR). Other melting practices, such as vacuum induction melting vacuum-arc remelting 
(VIMVAR), were developed for use in critical applications such as the aerospace industry. Many applications include 
high-temperature steels for bearing operations at temperatures of 150 to 475 °C (300 to 890 °F), M-50, M-50NL, CBS-
600* or CBS-1000M**. Air melt steels for conventional applications have shown significant improvements since 1972 and 
this is recognized by revised ratings in recent bearing catalogs. 

Bearing users need to contact the bearing manufacturer to determine specific ratings and obtain new a2 factors for current 
special steels. Values of a2 range from 0.6 to over 6 for different chemistries, melting practices, cleanness levels, and 
metal working, heat treatment, and surface modification practices. Information on a2 is included in Chapter 3 of Ref 37. 

Special manufacturing and special design changes have also been significant, leading to improved internal profiles and 
reduced contact finishes so that under a wider range of operating conditions the contact surfaces are completely separated. 
By inputting specifics of these designs into a computer program, along with application information and lubricant 
conditions, it is possible to quantify specific a2 values for bearing users (Ref 28, 30). However, because determining a2 
this way requires fairly extensive computer programs, the details are proprietary and not generally available. 

Operating Conditions Factor, a3. Beyond load, which is important but already accounted for, adequacy of lubrication 
is central to a3. Basic rating life assumes that normal lubrication provides a lubricant film that is equal or slightly greater 
than the composite roughness of the contact surfaces. The film thickness (EHL) divided by composite roughness is 
termed . References 6 and 38 are examples of elastohydrodynamic lubrication (EHL) film calculations for line contact 
and point contact conditions. Lubricant properties (absolute viscosity and pressure coefficient of viscosity at operating 
temperature), radii of the contacting surfaces, mean surface velocity of the surfaces, load, and the elastic moduli of the 
contacting bodies are needed for the lubricant film calculation. 

The composite roughness is usually measured in terms of root mean square (RMS) roughness in the rolling direction with 
a cutoff length of 0.8 mm. There is some indication that the contact width in the rolling direction acts as a functional filter 
and that measurement cutoff length closer to the contact width might be more meaningful for (Ref 39). However, the 
important point is that the cutoff be known for the actual measurements and for comparisons of several values, so that 
consistent film and composite roughness determinations can be made. The calculation of composite roughness q is:  



Q = (  + )   
(EQ 16) 

where Rq1 and Rq2 are the RMS roughness measurements of the two surfaces. 

A considerable amount of published data has shown strong correlation of λ versus bearing fatigue life. The correlation is 
especially close for tests over a range of λ done with one specific type of bearing (Ref 40, 41). Tallian (Ref 42) collected 
such data from seven sources, including Ref 40 and 41. The plot of relative fatigue life [N-λ divided by N-catalog versus 
λ] that he generated is shown in Fig. 5. Some 83 bearing test groups are included and indicate life scatter but also a 
definite trend of λ versus fatigue life. Considering the asperity slope along with possible traction coefficients for mixed to 
boundary lubrication, Tallian was able to explain some of the scatter. Bearing type and material differences and all the 
different testing machines and test lubricants were other contributing factors to the scatter. 

 

FIG. 5 PLOT OF RELATIVE LIVES VS. FOR THREE ASPERITY SLOPE CURVES. SOURCE FOR DASHED CURVE: 
REF 37. SOURCE FOR OTHER CURVES: REF 42 

The three solid curves in Fig. 5 are based on the model described in Ref 42 for three levels of asperity slope. Curve 1 is 
for a 0.0341 radian (Rad) (1 degree, 57.2 minutes) RMS composite asperity slope, curve 2 is for 0.141 rad (48.5 minutes), 
and curve 3 is for 0.0601 rad (3 degrees, 26.6 minutes). The dashed curve, taken from Ref 37 (p 200), shows a similar 
trend for λ values under 2.0. More recent data indicate that this ASME-STLE curve is probably conservative for the 
higher λ values. It can be seen that fatigue life is extended at high values and that surface roughness and asperity slope 
have little influence, because the contact surfaces are almost completely separated by the lubricant film. As λ is reduced, 
it is clear that fatigue life decreases, and for λ below 1.0, fatigue occurs below catalog or rating expected life. 

Bearing Damage Modes. Bearing fatigue mode is also influenced by λ. For high λ, fatigue is primarily material related, 
at subsurface or near-surface fatigue initiation sites as outlined in Table 3. Figure 6(a) shows a subsurface inclusion spall, 
and Fig. 6(b) is a transverse section that shows the crack development below the surface. As a bearing operating condition 



can be described by lower λ, even going below 1.0, surface-related fatigue is more common. General roughness and 
higher asperity slopes can lead to surface distress or microspalling. Perhaps because of a thinner film and higher surface 
traction, the maximum shearing stress approaches the surface, and microhertzian stress at asperities can exceed the 
macrohertzian stresses that define the classical stressed volume. Very often microspalling is more apparent on the 
smoother surface in contact, but the rougher surface may have micropits forming at asperity peaks. Surface fatigue can 
also begin at localized stress raisers such as grinding grooves, surface inclusions, edge conditions, nicks and dents from 
handling, or hard debris ingested into the bearing contact. 

TABLE 3 RELATING CONTACT FATIGUE DAMAGE MODE TO  

 CONTACT FATIGUE 
MODE (INITIATION)  

MATERIAL 
INFLUENCE  

SURFACE 
ROUGHNESS 
INFLUENCE  

GEOMETRY 
INFLUENCE  

RATIO 
>3.0  

SUBSURFACE FATIGUE, 
INCLUSION(A)  

IMPORTANT  MINOR  IMPORTANT  

RATIO 
3-1.0  

SUBSURFACE/NEAR 
SURFACE, MOSTLY 
INCLUSION  

IMPORTANT  "SHARP"/HIGH 
ASPERITIES 
IMPORTANT  

IMPORTANT  

RATIO 
1-0.3  

SOME INCLUSION, SOME 
SURFACE RELATED  

SOMEWHAT 
IMPORTANT  

IMPORTANT FOR 
SURFACE AND NEAR 
SURFACE FATIGUE  

SOMEWHAT 
IMPORTANT  

RATIO 
<0.3  

SURFACE RELATED (B)  MINOR  IMPORTANT  LESS 
IMPORTANT  

LOCALIZED STRESS 
RISERS  

MIXED  MIXED  MIXED  

PSO--DENTS, 
GROOVES, AND 
SURFACE INCLUSIONS  

MINOR  SOMEWHAT 
IMPORTANT  

MINOR  

ANY 
RATIO  

GSC--EDGE FATIGUE  SOMEWHAT 
IMPORTANT  

MINOR  IMPORTANT  

PSO, point surface origin, fan-shaped spall propagation starting on the surface. GSC, geometric stress concentration starting at end of 
line contact. 

(A) FATIGUE ORIGINATES AT NONMETALLIC INCLUSION IN THE MAXIMUM SHEAR ZONE 
BELOW THE SURFACE. 

(B) CALLED PEELING OR MICROPITTING FOR BEARINGS  



 

FIG. 6 NEAR-SURFACE FATIGUE INITIATION SITE FROM INCLUSION ORIGIN FATIGUE. (A) INCIPIENT 
CRACKING FROM SUBSURFACE INCLUSION SPALL. (B) CRACK DEVELOPMENT BELOW THE RACEWAY SURFACE 

The surface appearance of microspalling (Fig. 7a, b) shows how shallow the cracks formed are. Localized, point surface 
origin (PSO) fatigue starting at a debris bruise is shown in Fig. 8. Point-surface origin fatigue can propagate at larger 
values, based on the severity of the stress raiser. Under thicker films the propagation may not be as rapid and the 
arrowhead shape may not be very pronounced. An example of edge loading from geometric stress concentration (GSC) 
failure is given in Fig. 9. This usually happens in line contact bearings, but it can occur with any type of exaggerated 
misalignment. 

 

FIG. 7 APPEARANCE OF MICROSPALLING (PEELING OR FROSTING APPEARANCE) FROM THIN LUBRICANT FILM. 
(A) MAGNIFIED SHALLOW PITTING ALONG ASPERITY RIDGES. (B) TRANSVERSE SECTION SHOWS SHALLOW 
CRACKING FROM MICROSPALLING. 



 

FIG. 8 POINT SURFACE ORIGIN FATIGUE. (A) SPALL INITIATED AT DEBRIS BRUISE ON ROLLER (4.55×). (B) 
ENLARGED VIEW OF DENT (100×) 

 

FIG. 9 GEOMETRIC STRESS CONCENTRATION, EDGE LOADING ON A BEARING OUTER RACEWAY, MISALIGNED 
SO THAT ONLY HALF THE RACE PATH CARRIED THE LOAD 

Other Fatigue Failure Considerations. Fatigue below the expected rating life can also occur if a bearing is starved for 
lubrication, either from lack of supply or by blockage such as entrapped debris before the contact region. Seeing that a 
full film of lubricant reaches the bearing is a basic requirement. 

Improper, excessive fitting practices can lead to fatigue cracks that produce inner raceway section fracture. Sometimes 
excessive fretting contributes to this fracture or initiates cracks on a raceway outside diameter. Because of severe fretting, 
nonround outer raceway seats, or hard particles left on the shaft or seat, bending fatigue (perhaps aggravated by 
corrosion) can lead to bearing ring fracture. The separator or cage for the rolling elements of a bearing may be mishandled 



so that wear takes place or eccentric motion occurs, leading to bridge or ring segment fatigue fracture. Care in mounting 
bearings includes avoiding any cage damage. 

Bearing life is also shortened by operating conditions that, beyond promoting contact fatigue, promote wear. It may be 
adhesive wear that is mild (limited to run-in), or the wear may lead to irreversible scuffing, smearing, or even final 
seizure. Abrasive wear can also occur, very often from particles causing grooving or denting with ridges that cause 
serious surface stress raisers, often leading to surface-related fatigue. Corrosive wear from water, acidic contaminants, or 
aggressive additive breakdown in the lubricant can also shorten bearing life. Fretting is a microscale version of adhesive, 
abrasive wear, often with corrosion that can again limit bearing performance. 

There can also be plastic flow (Ref 43) caused by loading over the material yield point, yielding aggravated by high 
temperature, or brinelling that usually occurs under impact or high load, nonrotating conditions. Bearings can suffer 
electrical damage by grounding of electrical current through the bearing contacts. Under stationary conditions or slow 
rotation, the current causes localized melting and vaporization of individual asperities, while the surrounding material is 
rehardened and tempered. Under continuous current passage and bearing rotation, the electrical damage has a washboard 
appearance, called fluting, that is severe and leads to noise and fatigue of the damaged surfaces. 

Finally, one of the most common failures for bearings is burnup, caused by inadequate lubricant supply, plugged 
lubrication lines, inadequate seals, improper/infrequent maintenance, or excessive preload or speed. The result is heat 
generation at a rate that exceeds heat transfer from the bearing so that material flows plastically and bearing geometry is 
destroyed. All these failure modes can be avoided if bearings have effective lubrication, so that adequate lubricant films 
are prevalent within the bearing, temperatures are within limits, and loads and speeds do not extend beyond the operating 
design parameters established for any specific system. 

 
References cited in this section 

6. D. DOWSON AND S. TOYODA, A CENTRAL FILM THICKNESS FORMULA FOR 
ELASTOHYDRODYNAMIC LINE CONTACTS, PROC. FIFTH LEEDS-LYON SYMPOSIUM, 1978, P 
60-65 

20. "ROLLING BEARINGS--DYNAMIC LOAD RATINGS AND RATING LIFE," INTERNATIONAL 
STANDARD ISO 281, 1990-12-01 

21. "LOAD RATINGS AND FATIGUE LIFE FOR BALL BEARINGS," AMERICAN NATIONAL 
STANDARD, ANSI/AFBMA STD 9-1990, 17 JULY 1990 

25. C.A. MOYER, THE STATUS AND FUTURE OF ROLLER BEARING LIFE PREDICTION, ADVANCES 
IN ENGINEERING, Y. CHUNG AND H.S. CHENG, ED., STLE SP-31, APRIL 1991, P 89-99 

28. A.A. LUBRECHT, B.O. JACOBSON, AND E. IOANNIDES, LUNDBERG-PALMGREN REVISITED 
BEARINGS--TOWARDS THE 21ST CENTURY, MECH. ENG. PUB. LTD., 1990, P 17-20 

30. R.-S. ZHOU AND H.P. NIXON, "A CONTACT STRESS MODEL FOR PREDICTING ROLLING 
CONTACT FATIGUE," TECHNICAL PAPER 921720, SAE, 1992, P 1-8 

34. "LOAD RATINGS AND FATIGUE LIFE FOR BALL BEARINGS," STANDARD 9, ANTI-FRICTION 
BEARING MANUFACTURERS' ASSOCIATION, JUNE 1972 

35. "LOAD RATINGS AND FATIGUE LIFE FOR ROLLER BEARINGS," STANDARD 11, ANTI-
FRICTION BEARING MANUFACTURERS' ASSOCIATION, JUNE 1972 

36. T.E. TALLIAN, WEIBULL DISTRIBUTION OF ROLLING CONTACT FATIGUE LIFE AND 
DEVIATIONS THEREFROM, ASLE TRANS., VOL 5, 1962, P 183-196 

37. E.V. ZARETSKY, ED., STLE LIFE FACTORS FOR ROLLING BEARINGS, STLE SP-34, 1992 
38. B.J. HAMROCK AND D. DOWSON, ISOTHERMAL ELASTOHYDRODYNAMIC LUBRICATION OF 

POINT CONTACTS, PART III: FULLY FLOODED RESULTS, ASME TRANS., JOLT, VOL 99 (NO. 3), 
1977, P 264-276 

39. C.A. MOYER AND L.L. BAHNEY, MODIFYING THE LAMBDA RATIO TO FUNCTIONAL LINE 
CONTACTS, STLE TRIB. TRANS., VOL 33 (NO. 4), 1990, P 535-542 

40. C.A. DANNER, FATIGUE LIFE OF TAPERED ROLLER BEARINGS UNDER MINIMAL 



LUBRICANT FILMS, ASLE TRANS., VOL 13 (NO. 4), 1970, P 241-251 
41. S. ANDREASON AND T. LUND, BALL BEARING ENDURANCE TESTING CONSIDERING 

ELASTOHYDRODYNAMIC LUBRICATION, PAPER C36, PROC. SYMP. IMECHE, EHD, 1972, P 138-
141 

42. T.E. TALLIAN, ROLLING BEARING LIFE MODIFYING FACTORS FOR FILM THICKNESS, 
SURFACE AND FRICTION, ASME TRANS, JOLT, VOL 103, OCT 1981, P 509-520 

43. R.L. WIDNER AND W.E. LITTMANN, BEARING DAMAGE ANALYSIS, SP-423, NAT. BUR. OF 
STANDARDS, APRIL 1976 

 
Notes cited in this section 

* TRADEMARK OF THE TIMKEN COMPANY 
** TRADEMARK OF THE TIMKEN COMPANY 

Fatigue and Life Prediction of Bearings 

Charles Moyer, The Timken Company (retired) 

 

References 

1. C.A. MOYER AND E.V. ZARETSKY, FAILURE MODES RELATED TO BEARING LIFE, STLE LIFE 
FACTORS FOR ROLLING BEARINGS, E.V. ZARETSKY, ED., STLE SP-34, 1992, P 47-69 

2. E.S. ROWLAND, RESISTANCE OF MATERIALS TO ROLLING LOADS, CHAP 6, HANDBOOK OF 
MECHANICAL WEAR, C. LIPSON AND L.V. COLWELL, ED., UNIVERSITY OF MICHIGAN PRESS, 
1961, P 108-130 

3. H. HERTZ, GESAMMELTE WERKE, VOL 1, LEIBZIG, 1895, ENGLISH TRANSLATION, 
MISCELLANEOUS PAPERS, MACMILLAN CO., LONDON, 1896 

4. A.N. GRUBIN AND I.E. VINOGRADOVA, INVESTIGATION OF THE CONTACT OF MACHINE 
COMPONENTS, BOOK 30, TSNIITMASH, MOSCOW (DSIR, LONDON, TRANSLATION 337), 1949 

5. D. DOWSON AND G.R. HIGGINSON, ELASTOHYDRODYNAMIC LUBRICATION, PERGAMON 
PRESS, 1966 

6. D. DOWSON AND S. TOYODA, A CENTRAL FILM THICKNESS FORMULA FOR 
ELASTOHYDRODYNAMIC LINE CONTACTS, PROC. FIFTH LEEDS-LYON SYMPOSIUM, 1978, P 
60-65 

7. H.I. BURRIER, JR., BEARING STEELS, PROPERTIES AND SELECTION, VOL 1, ASM HANDBOOK, 
ASM INTERNATIONAL, 1990, P 380-388 

8. W.J. ANDERSON, E.N. BAMBERGER, W.E. POOLE, R.L. THOM, AND E.V. ZARETSKY, 
MATERIALS AND PROCESSINGS, STLE LIFE FACTORS FOR ROLLING BEARINGS, E.V. 
ZARETSKY, ED., STLE SP-34, 1992, P 71-128 

9. R.J. BONESS, W.J. CRECELIUS, W.R. IRONSIDE, C.A. MOYER, E.E. PFAFFENBERGER, AND J.V. 
POPLAWSKI, CURRENT PRACTICE, STLE LIFE FACTORS FOR ROLLING BEARINGS, E.V. 
ZARETSKY, ED., 1992, P 1-45 

10. M.N. WEBSTER, E. IOANNIDES, AND R.S. SAYLES, THE EFFECT OF TOPOGRAPHICAL 
DEFECTS OF THE CONTACT STRESS AND FATIGUE LIFE IN ROLLING ELEMENT BEARINGS, 
MECHANISMS OF SURFACE DISTRESS, BUTTERWORTH, 1986, P 207-224 

11. R.S. SAYLES, DEBRIS AND ROUGHNESS IN MACHINE ELEMENT CONTACTS: SOME CURRENT 
AND FUTURE ENGINEERING IMPLICATIONS, J. ENG. TRIBOL., VOL 209 (NO. J3), 1995, P 149-
172 



12. T.E. TALLIAN, PREDICTION OF ROLLING CONTACT FATIGUE LIFE IN CONTAMINATED 
LUBRICANT, PART II: EXPERIMENTAL, TRANS. ASME, JOLT, VOL 98 (NO. 3), JULY 1976, P 384-
392 

13. W.J. DERNER AND E.E. PFAFFENBERGER, ROLLING ELEMENT BEARINGS, HANDBOOK OF 
LUBRICATION, VOL 2, THEORY AND PRACTICE OF TRIBOLOGY, E.R. BOOSER, ED., 1983, P 495-
537 

14. S.O.A. EL-HELIEBY AND G.W. ROWE, A QUANTITATIVE COMPARISON BETWEEN RESIDUAL 
STRESSES AND FATIGUE PROPERTIES OF SURFACE-GROUND BEARING STEEL (EN 31), 
WEAR, VOL 58, 1980, P 155-172 

15. W.O. CLINEDINST, FATIGUE LIFE OF TAPERED ROLLER BEARINGS, ASME JOURNAL OF 
APPLIED MECHANICS, VOL 4 (NO. 4), DEC 1937, P A-143 TO A-150 

16. G. LUNDBERG AND A. PALMGREN, DYNAMIC CAPACITY OF ROLLING BEARINGS, ACTA 
POLYTECH, MECH. ENG. SERIES, VOL 1 (NO. 3), 1947 

17. W. WEIBULL, A STATISTICAL THEORY OF THE STRENGTH OF MATERIALS, IVA HANDLINGAR 
(ROYAL SWEDISH ACAD. OF ENG. SCIENCES, PROCEEDINGS), NO. 151, 1939 

18. W. WEIBULL, THE PHENOMENON OF RUPTURE IN SOLIDS, IVA HANDLINGAR (ROYAL 
SWEDISH ACAD. OF ENG. SCIENCES, PROCEEDINGS), NO. 153, 1939 

19. G. LUNDBERG AND A. PALMGREN, DYNAMIC CAPACITY OF ROLLER BEARINGS, ACTA 
POLYTECH, MECH. ENG. SERIES, VOL 2 (NO. 4), 1952 

20. "ROLLING BEARINGS--DYNAMIC LOAD RATINGS AND RATING LIFE," INTERNATIONAL 
STANDARD ISO 281, 1990-12-01 

21. "LOAD RATINGS AND FATIGUE LIFE FOR BALL BEARINGS," AMERICAN NATIONAL 
STANDARD, ANSI/AFBMA STD 9-1990, 17 JULY 1990 

22. "LOAD RATINGS AND FATIGUE LIFE FOR ROLLER BEARINGS," AMERICAN NATIONAL 
STANDARD, ANSI/AFBMA STD 11-1990, 17 JULY 1990 

23. J. LIEBLEIN AND M. ZELEN, STATISTICAL INVESTIGATION OF THE FATIGUE LIFE OF DEEP-
GROOVE BALL BEARINGS, J. RES. NAT. BUR. STANDARDS, VOL 57 (NO. 5), 1956, P 273-316 

24. G. LOHMANN AND H.H. SCHREIBER, DETERMINATION OF THE RATING LIFE EXPONENT FOR 
BALL AND ROLLER BEARINGS, WERKSATT U BETREIB, VOL 92 (NO. 4), APRIL 1959, P 188-192 

25. C.A. MOYER, THE STATUS AND FUTURE OF ROLLER BEARING LIFE PREDICTION, ADVANCES 
IN ENGINEERING, Y. CHUNG AND H.S. CHENG, ED., STLE SP-31, APRIL 1991, P 89-99 

26. H.-K. LORÖSCH, INFLUENCE OF LOAD ON THE MAGNITUDE OF THE LIFE EXPONENT FOR 
ROLLING BEARINGS, FATIGUE TESTING OF BEARING STEELS, J.J.C. HOO, ED., STP 771, ASTM, 
1982, P 275-292 

27. E. IOANNIDES AND T.A. HARRIS, A NEW FATIGUE LIFE MODEL FOR ROLLING BEARINGS, 
TRANS. ASME, JOT, VOL 107, JULY 1985, P 367-378 

28. A.A. LUBRECHT, B.O. JACOBSON, AND E. IOANNIDES, LUNDBERG-PALMGREN REVISITED 
BEARINGS--TOWARDS THE 21ST CENTURY, MECH. ENG. PUB. LTD., 1990, P 17-20 

29. W.K. DOMINIK, "RATING AND LIFE FORMULAS FOR TAPERED ROLLER BEARINGS," 
TECHNICAL PAPER 841121, SAE, 1984, P 1-15 

30. R.-S. ZHOU AND H.P. NIXON, "A CONTACT STRESS MODEL FOR PREDICTING ROLLING 
CONTACT FATIGUE," TECHNICAL PAPER 921720, SAE, 1992, P 1-8 

31. T.E. TALLIAN, SIMPLIFIED CONTACT FATIGUE LIFE PREDICTION MODEL, PART II: NEW 
MODEL, TRANS. ASME, JOT, VOL 114, APRIL 1992, P 214-222 

32. R.C. RICE, FATIGUE DATA ANALYSIS, STATISTICS AND DATA ANALYSIS, MECHANICAL 
TESTING, VOL 8, ASM HANDBOOK, ASM INTERNATIONAL, 1989, P 675 

33. C.A. MOYER, "THE ROLE OF RELIABILITY FOR BEARINGS AND GEARS," TECHNICAL PAPER 
FTM8, AGMA, OCT 1992 

34. "LOAD RATINGS AND FATIGUE LIFE FOR BALL BEARINGS," STANDARD 9, ANTI-FRICTION 



BEARING MANUFACTURERS' ASSOCIATION, JUNE 1972 
35. "LOAD RATINGS AND FATIGUE LIFE FOR ROLLER BEARINGS," STANDARD 11, ANTI-

FRICTION BEARING MANUFACTURERS' ASSOCIATION, JUNE 1972 
36. T.E. TALLIAN, WEIBULL DISTRIBUTION OF ROLLING CONTACT FATIGUE LIFE AND 

DEVIATIONS THEREFROM, ASLE TRANS., VOL 5, 1962, P 183-196 
37. E.V. ZARETSKY, ED., STLE LIFE FACTORS FOR ROLLING BEARINGS, STLE SP-34, 1992 
38. B.J. HAMROCK AND D. DOWSON, ISOTHERMAL ELASTOHYDRODYNAMIC LUBRICATION OF 

POINT CONTACTS, PART III: FULLY FLOODED RESULTS, ASME TRANS., JOLT, VOL 99 (NO. 3), 
1977, P 264-276 

39. C.A. MOYER AND L.L. BAHNEY, MODIFYING THE LAMBDA RATIO TO FUNCTIONAL LINE 
CONTACTS, STLE TRIB. TRANS., VOL 33 (NO. 4), 1990, P 535-542 

40. C.A. DANNER, FATIGUE LIFE OF TAPERED ROLLER BEARINGS UNDER MINIMAL 
LUBRICANT FILMS, ASLE TRANS., VOL 13 (NO. 4), 1970, P 241-251 

41. S. ANDREASON AND T. LUND, BALL BEARING ENDURANCE TESTING CONSIDERING 
ELASTOHYDRODYNAMIC LUBRICATION, PAPER C36, PROC. SYMP. IMECHE, EHD, 1972, P 138-
141 

42. T.E. TALLIAN, ROLLING BEARING LIFE MODIFYING FACTORS FOR FILM THICKNESS, 
SURFACE AND FRICTION, ASME TRANS, JOLT, VOL 103, OCT 1981, P 509-520 

43. R.L. WIDNER AND W.E. LITTMANN, BEARING DAMAGE ANALYSIS, SP-423, NAT. BUR. OF 
STANDARDS, APRIL 1976 

Fatigue of Springs 

Mark Hayes, Spring Research and Manufacturers' Association 

 

Introduction 

Over half of all metallic springs that fail in testing or service do so by a fatigue mechanism. Sometimes the fatigue crack 
is initiated by preexisting defects or cracks, corrosion, wear, or mechanical damage, but in the majority of cases there is 
no significant "fault" identified that has initiated failure. Once initiated in consequence of repeatedly applied stress, a 
fatigue crack will grow some distance through the spring section until the effective spring section is reduced and can no 
longer support the maximum applied stress, at which time overload failure will occur. Fatigue is a likely failure 
mechanism for all types of springs (compression, extension, torsion, leaf, presswork, spiral, constant force, disc, etc.) as 
well as for all spring sizes (fatigue occurs in springs made from materials 0.1 mm thick to 80 mm diameter). Springs are 
invariably manufactured from high-strength materials, the most important of which are carbon steels, low-alloy steel, 
stainless steels, and nickel, cobalt, copper, and titanium alloys, and all are susceptible to fatigue failure. For more 
information about spring material composition and properties see the article "Steel Springs" in Properties and Selection: 
Irons, Steels, and High-Performance Alloys, Volume 1 of the ASM Handbook (formerly 10th Edition Metals Handbook). 
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Fatigue Mechanisms and Performance Factors 



Short Crack Incubation. More than 95% of all spring fatigue failures initiate at the surface, and high-integrity surfaces 
are better for resisting fatigue crack initiation. The importance of crack initiation is clear when the following observations 
are considered regarding fatigue testing of springs:  

• SPRINGS MOSTLY FAIL AT ONE POSITION, EVEN IF A LONG LENGTH OF MATERIAL IS 
EXPOSED TO THE MAXIMUM STRESS IN CYCLIC LOADING.  

• IT IS VERY UNUSUAL TO FIND ANY EVIDENCE OF FATIGUE CRACKING AWAY FROM 
THE FRACTURE ITSELF WHEN FAILED SPRINGS ARE EXAMINED 
METALLOGRAPHICALLY.  

• WHEN A LARGE NUMBER OF SPRINGS ARE TESTED OVER A GIVEN STRESS RANGE, THE 
SCATTER IN CYCLES TO FAILURE IS VERY LARGE (FIG. 1).  

Generally the initiation crack is too small to see during metallographic examination, but once propagation starts, it occurs 
relatively quickly and usually before other cracks in the process of initiating have started to propagate. The variability and 
importance of initiation for the first small crack results in scatter, which is why spring fatigue data are treated in a 
statistical manner. In addition, failure of a metallic spring by a fatigue mechanism is almost always sudden and 
catastrophic: there is no warning of impending failure. The spring is working completely satisfactorily one minute and is 
in two pieces the next. There also are no nondestructive or other methods available for predicting imminent failure. 

 

FIG. 1 SCATTER IN THE FATIGUE LIFE FOR SHOT-PEENED CARBON STEEL SPRING WIRE (ASTM A 227, CLASS 
II STEEL). IT IS NOT UNCOMMON FOR SOME SPRINGS TO SURVIVE 10 MILLION CYCLES WHEN OTHER 
SPRINGS FROM THE SAME BATCH, TESTED AT THE SAME TIME, HAVE FAILED AT 400,000 CYCLES. THE S-N 
CURVE SHOWN HERE GIVES THE RESULTS OF 55 FATIGUE TESTS CARRIED OUT ON SHOT-PEENED SPRINGS. 

The mechanism of crack initiation is typically investigated by examination of the resultant fracture surfaces, and this 
article provides several examples. However, for most springs with high-integrity surface quality and a clearly defined 
position of maximum stress, failure is generally initiated at the position of maximum stress (e.g., on the inside surface of 
an active coil in a parallel sided compression spring, or at the outside surface of a torsion spring at the position where an 
external tangential leg meets the coiled body of the spring). 

Stresses and Fracture Appearances. Most springs are generally subjected to torsion or bending stresses. Helical 
compression, extension, and volute springs and torsion bars are the most common spring forms that are stressed in 
torsion. Consequently, the fatigue fracture surface of these springs is frequently at 45° to the wire, strip, or bar axis, and 
the final overload failure takes up a characteristic helicoidal shape. Torsion springs (so named after their load output, 
torque); leaf springs; clock, spiral, and constant-force springs; most spring pressings; disc springs or belleville washers; 
and the hooks of extension springs are all stressed in bending. The fatigue fracture surface of these springs is initially at 
90° to the bending stress. 



Having established that there are only two main stress regimes for typical spring loading, it is necessary to emphasize that 
the calculation of stress values in springs is not always straightforward, because there tend to be small bending stresses 
additional to the main torsional stresses in compression springs, and likewise a small element of torsion in springs for 
which the principal stress mode is bending. Furthermore, there are many possibilities for stress raisers to be present in 
springs (surface defects, effectively notches, in springs made from wire, bar, or strip material, burrs on the edge of strip 
materials, holes stamped in flat springs, etc.). In addition, it is not usually possible to obtain an accurate measure of stress 
by strain gaging, because springs are too small or too sharply curved. Finite element analyses can be helpful for 
establishing stress levels in some circumstances, but at high deflections and stresses, close to the elastic limit, finite 
element methods are not so accurate. Hence, whenever stress is referred to in this chapter, it has been calculated by 
classical mechanics, generally using the formulas given by Wahl (Ref 1), and no allowance has been made for stress 
raisers or residual stresses. 

Residual Stress and Surface Roughness. For a given spring material with a certain strength and surface quality, 
residual stress is a key variable that influences fatigue resistance. Residual stresses are certain to be generated during 
spring manufacture, and so the stress threshold for fatigue crack propagation will be reached at much lower applied 
stresses when residual tensile stresses are present. When compressive residual stresses are present, the applied stress 
necessary to reach the stress threshold for fatigue crack growth will have to be high to negate the residual compressive 
stress. In addition, fatigue resistance is affected by surface roughness (which is why shot peening rather than shot blasting 
is widely employed in spring manufacturing). 

Residual stress and surface roughness are interrelated phenomena that are correlated, to some degree, by the surface and 
the process. For example, rough grinding typically produces high tensile residual stresses; "fine" grinding, lower tensile 
stresses; polishing and sanding, moderate compression; lapping and polishing, high (but shallow) compressive stresses, 
and so on. In reality, residual stress produced in the surface by the finishing methods is the key effect on fatigue life, not 
the surface roughness itself. 

When the independent effects of residual stress and surface roughness are considered, the effect of residual stress on 
fatigue resistance appears to be a more potent factor than surface roughness. The effect of surface roughness (within 
reasonable ranges, say up to 2.5 or 5.0 μm, arithmetic average) is much less than traditionally considered by the 
engineering community, according to a broad study of various finishing processes (e.g., polishing and peening) on the 
fatigue life of several alloys (see W.P. Koster, Effect of Residual Stress on Fatigue of Structural Alloys, Practical 
Applications of Residual Stress Technology, ASM International, 1991, p 1-10). Thus, surface residual stress is a 
predominant factor affecting fatigue life, provided that gross surface discontinuities are avoided. 

If the surface residual compressive stress is increased by controlled surface engineering, it is possible that the maximum 
applied stress occurs below the surface. When these circumstances arise (as they should in a well shot-peened spring), 
fatigue fracture initiation may not be at the surface of the spring, but rather may occur at between 150 and 400 m below 
the wire, bar, or strip surface. However, in order to initiate a fatigue crack from below the surface, it is necessary that a 
significant stress raiser exist at this position, and almost invariable this stress raiser is a nonmetallic inclusion. In addition, 
this inclusion has to be greater than 15 μm, based on observations of many investigators (Ref 2, 3, 4) and the observations 
of investigators at the Spring Research and Manufacturers' Association (Ref 5), who have examined hundreds of spring 
fatigue failures by scanning electron microscopy. Inclusions influence fatigue fracture appearance only when the springs 
have been shot peened or surface engineered to produce a residual compressive stress, and when the inclusion is larger 
than 15 μm. 

However, it is not only observations of fractures that lead to the conclusion that the inclusion must be 15 μm. A short-
crack theory of fatigue mechanisms in high-strength materials (Ref 6) also predicts that short cracks need to "incubate" to 
10 to 15 μm before fatigue cracks propagate. Although cracks of 15 μm could be observed metallographically, it is not 
surprising that such small cracks at the surface, or subsurface, would be missed when metallographic examinations are 
undertaken of springs that have failed by fatigue. This is consistent with the common observation of fatigue failure only at 
one position, with no additional cracking observed when springs are examined metallographically. 

Critical Factors Affecting Spring Fatigue Performance. The above discussions have briefly summarized the factors 
of surface integrity, applied stress, residual stress, and subsurface crack initiation. However, it is also worth listing 
practical factors that have a direct bearing on spring performance, and the circumstances in which fatigue could occur. 

Fatigue failure can occur after as few as 4000 cycles when a spring is subject to very high bending stresses close to the 
elastic limit of the material, but usually 10,000 to 50,000 cycles are required to cause fatigue failure. The probability of 



fatigue failure is related to fundamental material factors (such as residual stress), but also to each of the following 
application factors:  

• SPRING MATERIAL TYPE AND STRENGTH  
• STRESS CONDITIONS SUCH AS MAXIMUM APPLIED STRESS, APPLIED STRESS RANGE, 

STRESS REGIME (BENDING, TORSION, OR A COMBINATION), AND NUMBER OF CYCLES 
AT MAXIMUM STRESS RANGE  

• SURFACE QUALITY  
• SPRING MANUFACTURING PROCESSES, RESIDUAL STRESS, AND SURFACE ROUGHNESS  
• ENVIRONMENT, CORROSION, AND TEMPERATURE  
• RATE OF APPLICATION OF LOAD  
• WEAR AND FRETTING  
• EMBRITTLEMENT AND CRACKING  

There are two notable absentees from this list. First, fatigue crack growth rate is of relatively little concern, because the 
key to preventing fatigue failure in springs is the avoidance of crack initiation. Second, impact failure seldom occurs in 
springs (even at very low temperatures at which spring materials are very brittle), because springs deflect elastically as a 
consequence of impact loading. (However, under high load rates, impact conditions may become important if the spring 
could become subject to sufficiently high deflections that the coils could impact with one another, the end coil, or 
adjacent components.) 

In addition, even though springs generally fail at only one position under laboratory conditions, in actual service multiple 
cracking is more frequently observed. The reasons for this difference are believed to include the following:  

• IN SERVICE, COMPRESSION SPRINGS OFTEN FAIL IN SUCH A WAY THAT THE COILS 
INTERLOCK AND THE SPRING CAN AND DOES CONTINUE TO OPERATE AFTER FIRST 
FAILURE. HOWEVER, STRESS LEVELS INCREASE AFTER THE FIRST FATIGUE FAILURE, 
SO A SECOND FATIGUE CRACK GROWS RAPIDLY, CAUSING A SECOND BREAK.  

• IN SERVICE, ENVIRONMENTAL INFLUENCES (HOWEVER SLIGHT) ARE LIKELY TO PLAY 
A ROLE, AND A CHARACTERISTIC OF SPRINGS THAT FAIL BY CORROSION FATIGUE, OR 
FATIGUE INITIATED BY SMALL CORROSION PITS, IS THAT THEY FAIL INTO THREE OR 
MORE PIECES.  

• IN SPRINGS THAT FAIL IN SERVICE, APPARENTLY BY A FATIGUE MECHANISM, FATIGUE 
CRACK INITIATION MAY BE DUE TO THE PRESENCE OF MATERIAL DEFECTS, CRACKS, 
BURRS, OR OTHER PREEXISTING FAULTS.  

Material Type and Strength. Typically, springs are only manufactured from high-strength (or high-hardness) 
materials. The maximum strength utilized is often determined by considerations of formability (in small springs) or from 
concern over the risk of brittle failure. 

Stress conditions, such as maximum stress and mean stress, are obvious fatigue factors. The fatigue performance of 
springs is usually illustrated by modified Goodman diagrams, like Fig. 2, which covers actual fatigue data for carbon steel 
compression springs made from both the lower-strength (class I) and the higher-strength (class II) ASTM A 227 wire. The 
Goodman diagram does not apply if the spring is subject to periodic or occasional overloads. Cumulative damage due to 
such overloading is a more difficult question that is addressed elsewhere in this Volume. Moreover, Fig. 1 and 2 only 
illustrate the case for compression springs loaded between two applied torsional stresses. These diagrams would not be 
applicable if the stress regime were in bending, or if a combination of torsional and bending stresses were present. Figures 
1 and 2 also are limited to springs loaded from only one side of their unloaded position. Some springs can operate from 
either side of their unloaded position, in which circumstances the benefits to be gained from prestressing are not 
applicable. 



 

FIG. 2 GOODMAN DIAGRAM FOR 10 MILLION CYCLE FATIGUE LIFE AND 95% PROBABILITY OF SURVIVAL FOR 
COLD-DRAWN CARBON STEEL WIRE SPRING (ASTM A 227, 1.5-4.0 MM WIRE SIZES) 

Surface Quality. After a spring material is selected based on strength requirements and environments, the next most 
important factor is surface quality. Typical surface defects found in spring materials are seams, laps, and decarburization. 
The maximum depth of such defects can be controlled by raw material producers, and it is limited in the better 
international spring material specifications (e.g., no defects permitted that exceed a depth of 1% of the wire diameter or 
40 μm, whichever is smaller). Forty μm is the smallest surface defect that can reliably be detected by eddy-current 
methods. 

Spring Manufacturing Processes. The most common spring manufacturing processes may each have some influence 
on residual stress or surface roughness and will thereby affect spring fatigue performance. The most important principles 
involved are that:  

• FORMING A SPRING WILL GENERALLY INVOLVE BENDING WIRE OR STRIP TO THE 
REQUIRED SHAPE. IN THIS PROCESS THE SPRING MATERIAL WILL BE OVERBENT AND 
WILL THEN SPRING BACK. THE RESIDUAL STRESSES ARE THOSE CONSEQUENT UPON 
THE SPRINGBACK.  

• STRESS RELIEVING, OR LOW-TEMPERATURE HEAT TREATMENT, AFTER SPRING 
FORMING WILL STABILIZE THE SPRING SHAPE AND RELIEVE SOME, BUT NOT ALL, OF 
THE RESIDUAL STRESSES INTRODUCED DURING FORMING. IF SPRINGS ARE HARDENED 
AND TEMPERED OR AUSTEMPERED AFTER FORMING, THE RESIDUAL STRESSES WILL 
BE VERY CLOSE TO ZERO.  

• PRESTRESSING IS A PROCESS WIDELY USED IN THE SPRING INDUSTRY IN WHICH THE 
SPRING IS DEFLECTED BEYOND ITS NORMAL WORKING POSITION, DELIBERATELY 
CAUSING PLASTIC DEFORMATION OF THE MATERIAL IN THE LOADING DIRECTION AND 
THEREBY INDUCING A HIGHER ELASTIC LIMIT AND BENEFICIAL RESIDUAL STRESSES.  

• SHOT PEENING IS THE SINGLE MOST IMPORTANT PROCESS FOR FATIGUE RESISTANCE 
IN MOST DYNAMICALLY LOADED SPRINGS.  

• OTHER SURFACE ENGINEERING PROCESSES THAT ARE CAPABLE OF ENHANCING 
RESIDUAL COMPRESSIVE STRESSES AND/OR SURFACE ROUGHNESS OF SPRINGS 
INCLUDE ION IMPLANTATION, NITROCARBURIZING, LASER SHOCK PROCESSING, 
CAREFULLY CONTROLLED PHYSICAL VAPOR DEPOSITION, AND ELECTROPOLISHING, 



BUT AS YET THESE PROCESSES ARE OF LIMITED COMMERCIAL IMPORTANCE.  
• CORROSION PROTECTION PROCESSES DO NOT GENERALLY HAVE A LARGE INFLUENCE 

ON FATIGUE RESISTANCE, BUT THEY MAY IMPART A SMALL RESIDUAL TENSILE 
STRESS IN A SPRING SURFACE, AND THEY ARE CONSEQUENTLY DETRIMENTAL. 
EXAMPLES OF SUCH PROCESSES ARE THE USE OF PREGALVANIZED WIRE AND 
ELECTROPLATING SPRINGS WITH ZINC OR OTHER METALS.  

Rate of Application of Load. If a load is applied (or removed) quickly from a spring, the spring may not react as fast as 
the load is applied. A spring has a natural frequency that determines its maximum speed of operation. Also, under 
conditions of dynamic loading a spring, or spring mass system, may be prone to resonance. In either of these 
circumstances, the actual stress range for the spring may be significantly higher than that calculated, and consequently the 
fatigue performance may be much worse than expected. 

Wear and fretting sometimes occur when a spring is in contact with nearby components or itself. The wear resistance of 
spring materials is quite good, but the wear region is obviously more susceptible to fatigue failure. Fretting fatigue occurs 
when mated parts undergo small oscillatory displacement relative to each other, as in the case of leaf springs, for example 
(Ref 7). 

Embrittlement or Cracking. Hydrogen or liquid metal embrittlement may cause springs to fail if these embrittlement 
conditions arise when the spring is under load, without the need for any fatigue mechanism. However, if the 
embrittlement or cracking occurred as a consequence of residual tensile stresses, then the precracked spring can fail very 
early as a consequence of dynamic loading. Examples of such fatigue failures have occurred in springs with small quench 
cracks, stress-corrosion cracks, coiling cracks (through failure to stress relieve silicon chromium steel immediately after 
coiling), and liquid metal embrittlement by solder or other lead, tin, zinc, or cadmium alloys. 
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Fatigue of Spring Steels 

As previously noted, the selection of spring material is usually based on factors besides strength, such as formability, 
surface condition, cost, or the risk of embrittlement. Steels for springs include carbon steels in the mid- to high-carbon 
range (AISI 1050-1095) for cold-formed or wound springs, and low-alloy steels such as AISI 4160, 6150H, and 8660H 



for hot-wound forms. For small springs, music wire (ASTM A 228) is the highest-quality carbon steel (with a surface 
quality almost comparable to that of valve spring wire). Hard-drawn wire (ASTM 227) is the least expensive and has the 
lowest surface quality. Valve spring wires (such as ASTM A 230, A 232, and A 401) are more expensive, and have higher 
surface quality and are suitable for slightly higher temperature use. For corrosion and heat resistance, cold-drawn stainless 
steel 302 wire (ASTM A 313) has moderate surface quality and is available in several tempers. It is more expensive than 
carbon steel for designs requiring diameters over about 0.3 mm (0.012 in.) but less costly than music wire under 0.3 mm 
(0.012 in.) because of the lack of need for plating. Stainless steel type 316 is good for spring wire because it has better 
corrosion resistance than 302, particularly in salt water. 

The conventional S-N diagrams (such as in Fig. 3) are a useful start for general comparisons of fatigue strength. However, 
S-N curves are not available for the wide variety of loading conditions that may occur in spring design. Scatter in fatigue 
life (Fig. 4) is another key variable that requires statistical analysis of some type. 

 

FIG. 3 BENDING AND SHEAR FATIGUE STRENGTH. (A) BENDING FATIGUE OF VARIOUS SPRING WIRE. (B) 
SHEAR FATIGUE CURVES FOR MUSIC WIRE (0.022 IN. DIAM) AT VARIOUS STRESS RATIOS. SOURCE: REF 8 

 

FIG. 4 TYPICAL SCATTER BAND IN FATIGUE TESTS OF MUSIC WIRE HELICAL SPRINGS, STRESS RANGE ZERO 
TO MAXIMUM. WIRE SIZE 0.022-0.048 IN. SOURCE: REF 9 

In addition, shot peening is a key factor for fatigue resistance in most dynamically loaded springs. For leaf springs this 
process is sometimes carried out in conjunction with prestressing, the so-called strain peening process, in order to gain 
exceptionally high levels of residual compressive stress. Optimizing the shot peening process has been the subject of 



much research, but it is almost always beneficial (Ref 10), even when carried out under non-optimum conditions. An 
early example of shot peening effects on fatigue is shown in Fig. 5. 

 

FIG. 5 EFFECT OF PRESTRESSING AND SHOT PEENING ON FATIGUE CURVES FOR TYPICAL COMPRESSION 
SPRINGS MADE OF CHROME-VANADIUM WIRE (ASTM A231, 1.5-4.0 MM WIRE SIZES) 

Scatter and Statistical Analysis of S-N Data. The considerable scatter in fatigue strength data is attributable to a 
variety of factors, including defect frequency and variations in strength with changes in diameter. Two methods of 
statistical analysis are briefly summarized below. 

Confidence Limits. Figure 1 is a typical S-N curve for shot-peened compression springs made from hard-drawn carbon 
steel. In this instance the wire size was 2.5 mm diameter, at which size the tensile strength of this grade of wire was about 
1800 MPa. Superimposed upon the actual data points given in Fig. 1, a line has been drawn that represents the 90% 
probability of survival. For each maximum applied stress value, it is a fairly simple mathematical exercise, using Weibull 
statistics (Ref 11) or other methods, to estimate the number of cycles at which 90% of the springs would have been 
expected to break. Having calculated the 90% probability of survival at each stress value, then it is relatively easy to fit 
the 90% curve to the data, using the characteristic shape of line given in Fig. 1. 

Probit Method. No one designs for even a 10% chance of failure, and hence a more sophisticated statistical treatment of 
spring fatigue data is necessary for spring designers to know the stress value at which no springs will be susceptible to 
fatigue failure in service. 

Table 1 shows a pattern to the number of fatigue tests at each maximum stress value in Fig. 1. The testing was 
deliberately arranged so that x springs were tested at the stress at which 25 to 75% would fail, 1.5x springs for the stress at 
which 80 to 90% would fail or survive, and 2x springs for the stress at which 95% would fail or survive. This pattern of 
testing is the type required for the simplest analysis according to the probit method (Ref 12, 13). From probit analysis, it 
is possible to predict confidence limits for stress values at which no more than one in ten, one in a thousand, or one in a 
million springs would be expected to fail. The probit method of statistical analysis is the most widely used method in 
Europe and Japan for analyzing spring fatigue data so that safe design stresses can be calculated that will lead to very low 
risks of failure by fatigue in service (Ref 14). In practice, confidence limits vary rather widely unless a very large number 
of fatigue tests have been undertaken. 



TABLE 1 SPRING FATIGUE DATA FROM FIG. 1 

MAXIMUM 
STRESS, MPA  

NUMBER 
TESTED  

NUMBER 
BROKEN  

IDEAL PERCENTAGE 
OF FAILURE FOR PROFIT  

ACTUAL 
PERCENTAGE  

1080  7  7        
1000  12  12  95  100  
960  9  8  80-90  89  
920  6  3  25-75  50  
880  9  2  10-20  22  
840  12  0   5  0    

A probit analysis is useful only if it has been carried out for precisely the same wire type and size as the spring designer 
wishes to use, and if the fatigue testing was carried out under appropriate stress conditions (including residual stresses 
from surface engineering). Hence, probit data is of limited applicability, but it can be more useful if probit analyses are 
carried out at two or, preferably, three initial stress values for a given spring material type (and surface condition), 
because this will enable the construction of a Goodman diagram (Fig. 2). In order to draw Fig. 2 it was necessary to carry 
out at least two probit analyses on shot-peened springs and two probit analyses on springs that had not been shot peened. 
Experience has shown that the effect of wire size on the shape and size of Goodman diagrams is relatively small, so Fig. 2 
is valid for all wire sizes between 1.5 and 4.0 mm, despite the differences in the tensile strength of these wires. Similarly, 
the diagram is applicable to class I and class II (higher tensile strength) wires, the only modification to the diagram being 
the higher maximum stress allowable in the class II wire. 

The Goodman diagram in Fig. 2 is for springs that are required to operate for 10 million cycles. The diagram would have 
a larger area, and hence allow larger stress ranges, if it were drawn up for springs that will never operate for more than 
one million cycles. For ASTM A 227 material, the diagram would not need to be smaller in area if the springs were 
required to operate for more than 10 million cycles. It is generally accepted that in this grade, a spring that survives 10 
million cycles will survive forever. This is not true for springs made from shot-peened oil-tempered silicon chromium 
wire (e.g., ASTM A 401) for which failures between ten and fifty million cycles have frequently been recorded, but 
nonetheless silicon chromium is generally regarded as the best material available today for dynamic performance springs. 

Goodman diagrams are the most useful source of fatigue data for designers of springs, but using published Goodman 
diagrams requires understanding of the applicable design circumstances. If in doubt, fatigue testing of samples is advised. 
Testing is advised whenever a spring design is close to the design limit given on a Goodman diagram (some of which are 
drawn up on the basis of only 95% probability of survival), or if the actual spring differs from the published data in terms 
of surface quality, prestressing, surface engineering, operating environment, larger wire size than that for which the 
Goodman diagram is applicable, or other factors. With these important qualifications in mind, typical Goodman diagrams 
are shown in Fig. 2, 6, and 7. Design curves and allowable stresses for dynamic loading of springs should also be 
considered from various design publications, such as those listed in "Selected References: Spring Design," at the end of 
this article. 



 

FIG. 6 GOODMAN DIAGRAM OF 107 CYCLE FATIGUE LIMIT FOR 4.2 MM SI-CR (ASTM A401) WIRE 
COMPRESSION SPRING 

 

FIG. 7 GOODMAN DIAGRAM OF 106 AND 107 CYCLE FATIGUE LIFE AND 95% PROBABILITY OF SURVIVAL FOR 
UNPEENED AND SHOT PEENED 302 STAINLESS STEEL SPRINGWIRE (ASTM A313, 1.5-4.0 MM WIRE) 
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Examination of Failed Springs 

Springs may fail as a result of corrosion, various types of embrittlement, relaxation, overload, or fatigue (see, e.g., 
"Failures of Springs" in Failure Analysis and Prevention, Volume 11 of ASM Handbook, formerly 9th edition Metals 
Handbook). Sometimes these causes act in combination, but the most common is fatigue, which may occur after as little 
as a few thousand operations. The characteristics of fatigue failure in springs are readily identified by experienced 
investigators, but these characteristics are briefly summarized below. 

When examining spring fatigue failures, it is almost always prudent to check the structure and hardness adjacent to the 
fracture surface. This is most readily accomplished by taking metallographic transverse and longitudinal sections from 
behind the fracture initially. These sections should be mounted in plastic, polished to a 1 μm finish and then hardness 
tested. If the material hardness is approximately correct, the sections should be examined metallographically for surface 
defects or gross internal faults to check that the material is to specification, particularly with respect to surface quality. 
Etching will reveal the structure of the material, which should always be uniform throughout, and any surface 
decarburization present in carbon or low-alloy steels should be within the prescribed limits of the specification. It is self-
evident that surface defects or decarburization represent sites of weakness from which fatigue cracks are likely to initiate. 

Springs may suffer fatigue failures because of some fault in the raw material, non-optimum spring manufacture, or an 
environmental influence in service. However, springs may also fail because the stress range and number of cycles exceed 
the Goodman diagram limits for that spring. Hence, the applied stress should be calculated whenever possible, so that an 
estimation of the likely fatigue performance may be made by comparing the calculated stresses with the best available 
published data. In estimating stresses it is necessary to consider dynamic aspects as well as the magnitude of stresses at 
the working positions, because the actual stresses could be considerably higher than is immediately apparent, perhaps due 
to resonance or impact loading effects. The possibility of stress raisers, wear due to contact with adjacent components, or 
residual tensile stresses from manufacture also needs to be considered. Stress calculations are best accomplished by use of 
commercial computer-assisted design programs, or from first principles of mechanics using texts such as Wahl (Ref 1). 
Finite element methods in association with load testing may also be used, but experience has shown that these methods 
may be insufficiently accurate at the large deflections at which springs are usually used. 

Beach marks or striations, which are the identifying feature of fatigue in many components, are not always present in 
spring fatigue fracture surfaces. The absence of beach marks has led some investigators to misdiagnose the reason for 
spring failure. Beach marks are more likely to be present if the spring material is comparatively soft (40 to 45 HRC), but 
they are seldom present when higher-strength spring materials fail by fatigue. 

General Fracture Appearance. Some fracture features are always present in spring fatigue. For example, the fracture 
surface from spring fatigue invariably has a region that is flat in topography, often with clear "river markings" showing 
the position or positions at which the fatigue crack started. This flat region never extends over the whole fracture surface, 
because the fatigue crack, which caused the flat region, will reduce the effective section from which the spring is 
manufactured. When the fatigue crack has grown far enough, the remaining material will no longer be able to support the 
load on the spring and so will fail by an overload mechanism. 

The direction of propagation of the fatigue crack will generally be at 90° to the principal axis of the spring section if the 
spring is stressed in bending, or at 45° if the spring is stressed in torsion. However, if the spring is stressed in torsion, the 
stage I fatigue crack may initiate in the resolved shear stress direction before switching to the stage II tensile direction. 



The final overload failure is often referred to as stage III of a fatigue failure. When fatigue cracks initiate below the 
surface in compression springs (because of surface compressive stresses from shot peening), the cracks propagate in the 
45° direction. A typical example is Fig. 8. 

 

FIG. 8 SEM PHOTOMICROGRAPH SHOWING THE FRACTURE SURFACE OF A SHOT-PEENED 302 STAINLESS 
STEEL SPRING THAT HAD FATIGUE INITIATION AT AN INCLUSION THAT WAS 300 M BELOW THE WIRE 
SURFACE. 21× 

These characteristics can usually be identified by the simple expediency of examining the fracture surface on a binocular 
microscope. A scanning electron microscope (SEM) is generally not needed to recognize a fatigue failure, but it is 
necessary to use an SEM to confirm fatigue as the failure mechanism when springs are manufactured from wire or strip 
that is less than about 1 mm in diameter or thickness. In addition, the SEM is often necessary to reveal details of the 
position at which a fatigue crack initiated. For instance, a small corrosion pit or some mechanical damage may be present 
at the fatigue origin, which could easily be irresolvable or overlooked on examination with a binocular microscope alone. 

Springs stressed in bending have their fatigue fracture origin at the tensile surface of the bend. Typically, this position 
will be at the inside of a hook on an extension spring, or where the moving tangential leg meets the body of a torsion 
spring, in which case the position of maximum stress will be at the outside surface if the torsion spring is loaded in the 
wind-up direction, as is invariably recommended. In strip springs the position of maximum stress is often at the outside 
surface of a bend, particularly if the spring "hinges" about this bend. In clock, constant-force, or spiral-type springs there 
is a very long length of the outside surface of the strip where the stress is maximum and is equal across the width of the 
strip. In these springs there are often numerous fatigue cracks formed before complete failure occurs. 

Example 1: Corrosion Fatigue Failure of 302 Stainless Steel Spring. 

After only two months of use in a printing operation, type 302 stainless steel springs were breaking into several pieces. 
The springs were operating over a very small deflection and were regulating the flow of ink, in which they were 
constantly immersed. 

Visual examination revealed clear evidence of fatigue fractures on every piece of the spring, and each of the fractures was 
oriented at 45° to the wire axis. Figure 9 shows crack arrest marks and fatigue striations (beach marks), which are not 
always expected in the fracture surface of spring fatigue failures, as noted above. Clear evidence of pitting corrosion at 
the fatigue fracture origin can also be seen. However, the portions of spring showed no evidence of red rust and had a 
bright (greenish from the ink) surface, indicating that the corrosion pitting was local in nature. 



 

FIG. 9 OPTICAL PHOTOGRAPH OF THE FATIGUE REGION OF A STAINLESS STEEL COMPRESSION SPRING THAT 
FAILED DUE TO CORROSION FATIGUE. NOTE BEACH MARKS ON THIS FRACTURE. AS NOTED IN TEXT, BEACH 
MARKS ARE OFTEN NOT PRESENT IN FRACTURE SURFACE OF SPRING FATIGUE FAILURES, WHICH MAKES THIS 
CASE SOMEWHAT UNUSUAL. 40× 

Analysis of the ink in which the spring was operating revealed that free chloride ions were present. The extent of the 
pitting damage was surprising, but once initiated the corrosion was rapid because the surface of the stainless steel could 
not repair itself, because there was no oxygen present in the alcohol-based ink. The solution was to use an alternative ink 
that contained no free chloride ions, and three years later the springs are working satisfactorily. All the companies 
involved in this problem were surprised that corrosion fatigue was the problem, because no rust could be seen and the 
operating stresses were insufficient to initiate fatigue. 

Example 2: Aqueous Corrosion Fatigue of Type 302 and 304 Stainless Steel Springs. 

After six months of operating a new chicken house, a farmer noticed that the majority of the water feeders had stopped 
working. The water feeders operated on the principle that when the chickens pecked a plastic bowl, a compressed spring 
released a squirt of water. If the spring broke, no water came out. 

The small compression springs were made from 0.8 mm diameter type 302 stainless steel, and the operating stresses were 
safely within the design limits given by the Goodman diagram. These springs were so small that it was necessary to use a 
SEM to identify why they had failed. Some were in three or four pieces, but most had only one fracture and did not show 
any evidence of mechanical or corrosion damage. On the SEM it was observed that the springs contained numerous 
cracks only on their inside surface, and these cracks were all at 45° to the wire axis. The cross patterns made by these 
cracks were recognized as the classic indication of corrosion fatigue. 

The solution was to select a grade of spring steel that would be more corrosion resistant than 302 stainless. Glass bead 
peening would probably have been beneficial too, but the springs were too small for this process. Type 304 stainless steel 
springs were tried, but these also failed, albeit after two or three times longer service than 302. Inconel 600 was 
eventually used, and no complaints about thirsty chickens have been received since. 

Example 3: Effect of Spring Unwinding on Fatigue. 

This example involves an agricultural tine, which is a relatively large double torsion spring with outer legs that are used to 
sweep through hay or other crops and turn them over. The tine machinery manufacturer submitted several examples of 
failed tines made from hard-drawn carbon steel, wanting to learn whether the life could be significantly improved. 

Visual examination revealed that the wear pattern on the outside of the long legs of the tines was consistent with them 
having been used in the wind-up direction, as recommended. The mechanical damage on the broken tines was not thought 
to be excessive, and the leg angle was close to that specified on the drawing, indicating that it had not been significantly 
abused in service. Abuse (such as use in very stony ground) would have caused plastic deformation. Inevitably there was 
some rust on the failed tines, but no evidence of pitting could be seen. 



Visual examination of the fracture surface showed that bending fatigue was almost certainly the cause of failure, but 
despite the clear evidence that the tine had been used in the wind-up direction, the fatigue fracture origin was on the 
inside surface of the legs, at the point where they joined the coiled body of the spring. No evidence of corrosion pits at the 
origin of the fatigue crack could be seen. 

Inquiries were made concerning the process route used to manufacture the tines. The springmaker reported that the hard-
drawn carbon steel had been coiled, stress relieved at 200 °C, and painted, explaining that the stress relieving temperature 
had been kept as low as possible in order to maximize the retention of beneficial residual stresses from coiling. This is a 
good practice for dynamically loaded torsion springs. 

In this instance, however, it appeared that the tines were being wound up by loading them with hay. When the load was 
released, the tines were springing back through the neutral unloaded position and into the unwind direction. This 
movement into the unwind direction was happening often enough to initiate fatigue. The solution was to increase the 
stress relieving temperature to reduce the residual stresses from coiling and hence improve fatigue performance. This may 
give rise to earlier fatigue failure in the wind-up direction, of course, but the net effect is to prolong the tine life 
significantly. 
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Introduction 

THE CONCEPTS of fracture mechanics are basic ideas for developing methods of predicting the load-carrying 
capabilities of structures and components containing cracks. Though virtually all design and standard specifications 
require the definition of tensile properties for a material, these data are only partly indicative of inherent mechanical 
resistance to failure in service. Except for those situations where gross yielding or highly ductile fracture represents 
limiting failure conditions, tensile strength and yield strength are often insufficient requirements for design of failure-
resistant structures. Brittle fracture can also occur if toughness, resistance to corrosion, stress corrosion, or fatigue 
resistance are reduced too much in achieving high strength. 

The concepts of fracture mechanics are concerned with the basic methods for predicting the load-carrying capabilities of 
structures and components containing cracks. The fracture mechanic approach is based on a mathematical description of 
the characteristic stress field that surrounds any crack in a loaded body. When the region of plastic deformation around a 
crack is small compared to the size of the crack (as is often true for large structures and high-strength materials), the 
magnitude of the stress field around the crack is related to the stress-intensity factor, K, with:  

K = σ( )Y (A/W)  

where σ= remotely applied stress, a = characteristic flaw size dimension, Y = geometry factor that depends on the ratio of 
the crack length, a, to the width, W, determined from linear elastic stress analysis. The stress-intensity factor, K, thus 
represents a single parameter that includes both the effect of the stress applied to a sample and the effect of a crack of a 



given size in a sample. The stress-intensity factor can have a simple relation to applied stress and crack length, or the 
relation can involve complex geometry factors for complex loading, various configurations of real structural components, 
or variations in crack shapes. In this way, linear elastic analysis of small-scale yielding can be used to define a unique 
factor, K, that is proportional to the local crack tip stress field outside the small crack tip plastic zone. 

These concepts provide a basis for defining a critical stress-intensity factor (Kc) for the onset of crack growth, as a 
material property independent of specimen size and geometry for many conditions of loading and environment. In 
general, when the specimen thickness and the in-plane dimensions near the crack are large enough relative to the size of 
the plastic zone, then the value of K at which growth begins is a constant and generally minimum value called the plane-
strain fracture toughness factor, KIc, of the material. The parameter KIc is a true material property in the same sense as is 
the yield strength of a material. The value of KIc determined for a given material is unaffected by specimen dimensions or 
type of loading, provided that the specimen dimensions are large enough relative to the plastic zone to ensure plane-strain 
conditions around the crack tip (strain is zero in the through-thickness or z-direction). Therefore, plane-strain fracture 
toughness, KIc, is particularly pertinent in materials selection because, unlike other measures of toughness, it is 
independent of specimen configuration. 

In the plane-strain state, a material is at its lowest point of resistance to unstable fracture. The onset of fracture is abrupt 
and is most clearly observed in thick sections of low-ductility (high-strength) alloys, as discussed in more detail in this 
article. Originally, the technology of fracture mechanics was limited to relatively high-strength materials that could be 
tested in sizes that met certain requirements for linear-elastic displacement during slow testing of specimens of certain 
configurations. More recent advancements in the state of the art, such as R-curve and J-integral tests, have extended the 
use of fracture mechanics to elastic-plastic conditions which are associated with lower-strength materials and smaller 
section sizes. However, when stresses approach or exceed yield values, the elastic stress field surrounding the crack 
departs from that of plane strain (from the development of an enlarged crack tip plastic zone which generally enhances 
fracture toughness). With increasing load, slow stable crack extension (tearing) may accompany the increasing plastic 
zone size. Onset of rapid fracture occurs when increase in crack tip stress field, measured by K (increase in K due to 
increased nominal stress and crack length), equals or exceeds resistance to crack extension (due to an increase in plastic 
zone size, crack tip blunting, and change from flat to slant fracture). This behavior is most clearly seen in fracture of 
relatively tough thin plate and sheet alloys. Unstable fracture under these conditions cannot be described as a material 
property since events leading to rapid fracture are specimen configuration and size dependent. 

Finally, the technology of fracture mechanics has been applied to fatigue crack growth rate assessment under various 
conditions, environmental and stress-corrosion problems, dynamic fracturing, and determinations of the effects of 
elevated and cryogenic testing temperatures. These developments, which have occurred in the past 35 years, have led to 
broad use of fracture mechanics and to greater confidence in the design of fracture-critical structures. 
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General Fracture Control Concepts 

Examples and Sequence of Events Leading to Brittle Fracture. Brittle fracture is defined as fracture that takes 
place at stresses below the net section yield with very little observable plastic deformation and minimal absorption of 
energy. Such fracture occurs very abruptly with little or no warning and can take place in all classes of materials. It is a 
major goal of structural engineering practice to develop methodologies (analytical and experimental) to avoid such 
fractures as they are associated with massive economic impacts and frequently involve loss of life. One notable example 
of brittle fracture occurred with the World War II Liberty ships which experienced numerous failures of this type. The 
most spectacular example of this problem was the U.S.S. Schnectady whose hull completely fractured while it was 
docked in San Diego. The fractured ship is shown in Fig. 1. This fracture was in part related to the welding methods that 



were used to construct the ships. When riveting was introduced to replace some of the welded structures, the incidence of 
fracture was markedly reduced. 

 

FIG. 1 FRACTURE OF THE USS SCHENECTADY AT PIER IN SAN DIEGO 

Brittle fracture has also plagued the aviation industry. In the 1950's several Comets, the first commercial jet aircraft, 
produced in Britain, mysteriously exploded while in level flight. The cause was eventually traced to a design defect in 
which high stresses around the windows (caused by sharp corners) caused small cracks to initiate from which the 
fractures initiated. In the late 1960's and early 1970's the U.S. fighter aircraft, the F-111, experienced catastrophic failure 
of the wing through box (the structure at which the wings join to the fuselage). Failures of the F-111 were related to 
choice of a very brittle material (D6AC--a high-strength tool steel) and a heat-treating procedure that produced non-
uniform microstructures. In 1988, the upper fuselage of a Boeing 737 operated by Aloha Air fractured without warning 
during level flight over the Pacific ocean! The reasons for this were related to corrosion of the Al alloy that is used as a 
skin material. 

In addition to the above examples can be added numerous bridges, train wheels, heavy equipment, etc. In virtually every 
case, the reasons for brittle fracture can be found in inappropriate choice of materials, manufacturing defects, faulty 
design, and a lack of understanding of the effects of loading and environmental conditions. In all of the cases cited, there 
was severe economic loss and/or loss of life. For these reasons, it is an important engineering and ethical undertaking to 
reduce such accidents caused by brittle fracture to an absolute minimum. 

In the above examples there are some common factors. Brittle fracture generally occurs in high-strength alloys (D6AC 
steel for the F-111 wing box, high-strength Al alloys for the Comets and 737), welded structures (Liberty ships, bridges) 
or cast structures (train wheels). It is significant that all failures started at small flaws which had escaped detection during 
prior inspection (in some cases, e.g., F-111, many previous inspections). Subsequent analysis showed that in most 
instances, small flaws slowly grew as a result of repeated loads or a corrosive environment (or both) until they reached a 
critical size. After reaching critical size, rapid, catastrophic failure took place. The following sequence of events is usually 
associated with brittle fracture:  

1. A SMALL FLAW FORMS EITHER DURING FABRICATION (E.G., WELDING, RIVETING) OR 
DURING OPERATION (FATIGUE, CORROSION).  

2. THE FLAW THEN PROPAGATES IN A STABLE MODE DUE TO REPEATED LOADS, 
CORROSIVE ENVIRONMENTS OR BOTH. THE INITIAL GROWTH RATE IS SLOW AND 
UNDETECTABLE BY ALL BUT THE MOST SOPHISTICATED TECHNIQUES. THE CRACK 
GROWTH RATE ACCELERATES WITH TIME BUT THE CRACK REMAINS "STABLE."  

3. SUDDEN FRACTURE OCCURS WHEN THE CRACK REACHES A CRITICAL SIZE FOR THE 
PREVAILING LOAD CONDITIONS. FINAL FRACTURE PROCEEDS AT ALMOST THE 



VELOCITY OF SOUND!  

Some Experimental Approaches to Fracture Control. Initial approaches to understanding fracture involved 
recognition that the quantity of toughness was associated with a material's ability to absorb energy. The area under the 
stress-strain diagram, U, is a measure of the energy required to rupture one unit volume of the material in question. This 
quantity is one measure of the toughness of the material.  

U = ( ) D   
(EQ 1) 

Thus those materials which have a good combination of strength and ductility should, in this view, exhibit good 
toughness. Thus it is clear that diamond (which is very strong but which has virtually no ductility) will be brittle while 
steel (which has a good combination of strength and ductility) will be tough. 

For materials which do not contain flaws and which are loaded in uniaxial tension, this approach is sufficient. However, 
in many engineering applications a notch is present and impact loads are applied. The notch has the effect of introducing a 
three-dimensional state of stress. Such stress states reduce the level of the maximum shear stress. For example, in the 
extreme case of hydrostatic tension (or compression) the shear stress in the body is zero. However, in metallic materials 
of interest, plastic deformation occurs as a result of shear stresses. Thus the triaxial stress state reduces the ability of the 
material to deform plastically and the toughness is correspondingly reduced. Similarly, impact loading reduces the 
amount of thermal energy available for plastic deformation and the toughness is further reduced. 

The Charpy test accounts for both of these effects and is widely used to compare the relative behavior of materials 
under impact loads in the presence of a notch as a function of temperature. This test is very simple, inexpensive and 
widely used (as discussed in detail elsewhere in the ASM Handbook series). Some typical fractured Charpy specimens at 
various levels of ductility are shown in Fig. 2. The brittle fractures are flat in appearance with no shear lips (ridges at the 
sides of the tested specimens, Fig. 2). With increased ductility, the area of the specimen covered by shear lips increases 
progressively. The macroscopic appearance of the fracture surface (i.e., flat vs. shear lips) is related to the state-of-stress 
under which fracture took place and will be an important consideration when discussing fracture mechanics below. 

 

FIG. 2 PHOTOGRAPHS OF FRACTURED CHARPY SPECIMENS WITH DUCTILE (D) AND BRITTLE (B) FRACTURES 

Fatigue SN Curves. Traditionally, fatigue behavior has been characterized by the rotating beam test in which the 
number of cycles to failure of an unnotched specimen is plotted as a function of the applied cyclic stress. This results in 
the so-called S/N curve. When a corrosive medium is present, stressed immersion tests are used to evaluate the stress-
corrosion cracking characteristics. The results of these tests (as well as tensile and Charpy tests) are of value for 
comparative purposes. However they do not account for the fact that cracks may already be present nor do they provide 



guidance for making valid, quantitative predictions. In the following sections, approaches to fracture that allow 
quantitative predictions to be made are developed. 

Griffith Theory: An Analytic Approach to Brittle Fracture. All of the preceding approaches to studying fracture 
suffer from the common limitation that they cannot be used to predict fracture loads of components. 

In 1924, the British physicist A.A. Griffith (Ref 1) developed an approach to put fracture prediction on an analytic basis. 
He started by noting that the strength of a brittle material that exhibited linear elastic behavior is given by:  

  
(EQ 2) 

where E is Young's modulus, γs is specific surface energy, ao is lattice parameter, and σth is theoretical cohesive strength. 

Equation 2 gives the theoretical strength of a defect-free, brittle material. If reasonable numbers are substituted into Eq 2, 
strengths are predicted that are orders of magnitude higher than those that are observed. This discrepancy was attributed 
to small pre-existing flaws which could greatly reduce the fracture strength. Using this concept, Griffith developed an 
analytic approach to predict the conditions under which the flaws would propagate unstably. 

He considered a panel of thickness t containing a crack of length 2a subjected to a remote stress (Fig. 3). By carrying 
out a sophisticated mathematical analysis, he was able to determine the conditions under which the energy of the system 
would be reduced should the crack extend. Such conditions favor continued crack extension since systems tend naturally 
to minimize their energy. The results are expressed in the following equation:  

  
(EQ 3) 

where σG is stress to fracture, 2a is crack size, and γs is specific surface energy. 



 

FIG. 3 CLASSICAL GRIFFITH CRACK. THE GRIFFITH EQUATION (I.E., EQ 3) REPRESENTS A MINIMUM 
CONDITION THAT MUST BE MET FOR FRACTURE TO TAKE PLACE. THE DOTTED CIRCLE REPRESENTS A 
CYLINDER OF MATERIAL WHICH CARRIES LITTLE OR NO LOAD. 

Equation 3 is known as the Griffith equation. Since it was developed on the basis of minimizing the energy of the system, 
it can be thought of as an energetically necessary condition for fracture. However, it may not always be sufficient for 
fracture as explained below. 

Equation 3 applies only to brittle materials which do not deform plastically. Examples of such materials are glasses and 
most ceramic materials such as Al2O3 and SiO2. However most structural components are fabricated from metals which 
do undergo plastic deformation. The effects of plastic deformation were accounted for by Orowan (Ref 2) by simply 
noting that the effective surface energy (which includes the work of plastic deformation around the fracture surface) can 
be substituted for the true surface energy in the Griffith equation. In practice, this effective surface energy was simply an 
adjustable parameter used to force agreement with observed fracture loads and crack lengths. Conceptually, it is given by:  

E = S + P  (EQ 4) 

where γp is work of plastic deformation, γs is true surface energy, and γe is effective surface energy. 

For metals and polymers, γp is much greater than γs and to a good approximation:  



P E  (EQ 5) 

It should be noted that the Griffith equation and the corresponding Orowan modification apply only to the limited 
geometry shown in Fig. 3. To be useful in an engineering sense, a methodology must be developed which is applicable for 
a broad range of geometries. In the next section, the basis of fracture mechanics is reviewed. 
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Linear Elastic Fracture Mechanics 

The methods considered thus far are geometry-limited approaches to understanding fracture. Ideally, a material constant 
is sought as an index of the material's toughness, which is independent of geometry and which along with a good stress 
analysis can be used to predict fracture loads and critical crack sizes. In other words, this toughness value could be 
determined using a simple laboratory test and also be used to predict the flaw size at which fracture will occur in flawed 
components of arbitrary geometry. Conversely, given the flaw size it should be possible to predict the maximum safe 
operating stress. This is precisely what "fracture mechanics" is all about: specification of appropriate measures of 
toughness, determination of such measures by experimental techniques and incorporation of numbers into design to 
predict the conditions under which fracture will occur. 

Crack Tip Stresses: The Field Equations. Consider a structural component containing a sharp crack. Assume that it is 
loaded so that the opposite faces of the crack are displaced vertically without horizontal offset. This is called Mode I or 
opening mode and is shown schematically in Fig. 4. For materials which are homogeneous, isotropic, and linearly elastic 
(i.e., obey Hooke's law) any stress component in the vicinity of the crack tip is given by the following equation:  

  
(EQ 6) 

where σij is the stress component of interest, r, θ is polar coordinates with the origin at the crack tip, and fij (θ) is function 
of θ that depends on the stress component being considered. 



 

FIG. 4 MODE I CRACK SHOWING THE COORDINATE SYSTEM AND STRESS COMPONENTS. A MODE I CRACK 
OPENS SUCH THAT ALL POINTS ON THE CRACK SURFACES ARE DISPLACED PARALLEL TO THE Y-AXIS. 

In this notation, the "i" subscript refers to the plane on which the stress component acts and the "j" component refers to 
the direction. For example if i, j = x, then the stress component is σxx which is the tensile stress acting in the x direction on 
the plane normal to the x axis. When i j, shear stresses are defined. 

The set of equations represented by Eq 6 is called the field equations. Regardless of the method of loading, they always 
have the same form in r and θ for Mode I. The parameter K is a measure of the magnitude of the stress field in the crack 
tip region and is called the stress-intensity parameter. It is given in Si units of MPa m  or in English of ksi in  From the 
field equations, we see that independent of geometry, when the values of K are the same, the crack tip stress fields are 
identical. 

Specific formulas for K depend on the load/crack geometry and numerous solutions for K can be found in references such 
as Ref 3 and 4. Some simple load-crack geometries and their corresponding stress intensities are shown in Fig. 5. In Fig. 5 
(a-c), the dimensions of the body are assumed to be very large compared to the dimension of the crack. When the crack 
size is not negligible compared to the dimensions of the component, the stress-intensity parameter increases compared to 
what it would be for a crack of the same size and loading conditions in a larger body. 



 

FIG. 5 SOME TYPICAL LOAD/CRACK GEOMETRIES AND THEIR CORRESPONDING STRESS-INTENSITY 
PARAMETERS. (A) TUNNEL CRACK, (B) PENNY CRACK, (C) WEDGE OPENED CRACK, (D) ECCENTRICALLY 
LOADED CRACK 

Part of this increase may be understood intuitively by noting that there is less area ahead of the crack through which to 
transmit force. This means that the stresses in the crack tip region must be higher than for an equivalent crack in a larger 
body. In this case, the stress-intensity parameter is obtained by applying a multiplier to the corresponding expression for 
K in a semi-infinite body. This factor depends on the relative dimensions of the crack (as measured by a) and the 



specimen width (as measured by W) as well as on the load/crack geometry. For example, the multiplier for a center 
cracked specimen (Fig. 5) is (Ref 4):  

  
(EQ 7) 

A Fracture Mechanics Based Fracture Criterion. Equation 6predicts that as r 0. However, this situation 
is unrealistic; no material is capable of withstanding infinite stress. Instead, the material will tend to deform plastically 
near the crack tip and absorb energy in the process. The preceding analysis must be modified to include a small zone of 
plasticity at the crack tip. The modified stress distribution is shown schematically in Fig. 6. The small plastic enclave is 
called a plastic zone and its extent directly ahead of the crack is denoted by Rp. This plastic enclave is very important in 
metals and polymers since it is the region in which energy is absorbed and is responsible for the relatively high fracture 
toughness of metals compared to all other materials. 

 

FIG. 6 STRESS DISTRIBUTION AHEAD OF CRACK IN WHICH SMALL-SCALE PLASTICITY IS INCLUDED 

The plastic zone size depends on both K and σys and is given by:  

  
(EQ 8) 

The constant, C, depends on various factors including thickness and deformation characteristics of the material. It usually 
has a value between 1/π and 1/3π. Since Eqs 6, 7, and 8 are valid for linear elastic bodies, they only apply when Rp is 
much smaller (i.e., Rp <10% of the crack size) than the crack size and other physical dimensions of the body. As K 
increases (e.g., by increasing the load) Rp also increases and the material in the plastic enclave becomes more severely 
strained. As a result of this direct relationship between K and the strains at the crack tip, it can be hypothesized that:  

AT FRACTURE, K K(CRITICAL)  (EQ 9) 

In other words, there is a critical value of the stress-intensity parameter at which fracture will take place. This is the 
fundamental assumption of fracture mechanics and is the basis of computing fracture stresses and critical crack lengths. 

Fracture Mechanics and State-of-Stress under Plane Strain (Thick Sections and High-Strength Materials). 
The value of K(critical) depends not only on the material being considered but also on the thickness of the material in 



which the crack is found. This can be understood by considering the impediments to plastic deformation that exist in the 
vicinity of the crack tip and how these impediments vary with thickness. As previously noted, toughness is manifested 
primarily through plastic deformation at the crack tip; anything that impedes crack tip plastic deformation will reduce the 
toughness. The high stresses in the crack tip region are such that the material ahead of the crack tip tends to plastically 
deform normal to the crack plane. Simultaneously, the material tends to contract parallel to the crack plane. If the section 
size is sufficiently thick, the contraction is opposed by the bulk of lowly stressed material and an additional stress 
component develops parallel to the crack plane. 

This state-of-stress is called plane strain* and develops when plastic deformation at the crack tip is severely limited. When 
plasticity is limited, the fracture toughness is also limited since plastic deformation is the most important source of 
toughness for most structural materials. The value of the stress-intensity parameter at which fracture occurs in thick 
sections is called the plane-strain fracture toughness and is denoted by the symbol KIc. KIc represents the toughness of the 
material above some critical thickness and is a material constant. It is a realistically conservative measure of the material's 
toughness and is widely used for engineering calculations, as described in subsequent sections. Plastic restraint at the 
crack tip is also promoted by high strength and limited ductility. Examples of high-strength materials of limited ductility 
are tool steels, ceramics, and glass. Mild steels, stainless steels, and many polymers are examples of low-strength, high-
toughness materials. 

Plane Stress (Thin Sections and Low-Strength Materials). In contrast to the preceding section, low-strength, 
ductile materials or very thin sections of high-strength materials develop much less constraint to plastic deformation 
parallel to the crack surface. In the limit, there is no stress opposing through-the-thickness deformation and the only 
stresses that are present are in the plane of the specimen. Such conditions are termed plane stress** and the value of the 
stress-intensity parameter at which fracture occurs for under plane stress is called the plane-stress fracture toughness, Kc. 
The toughness under plane-stress conditions is higher than under plane-strain conditions for a given material under most 
practical conditions. The effect of thickness on toughness is illustrated in Fig. 7. Numerous experimental results of 
fracture toughness measurements have shown that for most engineering alloys, plane strain develops when the thickness 
reaches the following value:  

  
(EQ 10) 

 

FIG. 7 EFFECT OF THICKNESS ON STATE-OF STRESS AND FRACTURE TOUGHNESS AT THE CRACK TIP 

Thus for a high-strength aluminum alloy such as 7050 for which KIc is about 28 MPa m  (25 ksi in ) and the yield 
strength is about 520 MPa (75 ksi), the thickness at which plane strain occurs is about 0.72 cm (0.28 in.). For 300 grade 
maraging steel, the critical thickness is 0.25 cm (0.1 in.). 



Fracture mechanics is most useful when designing with high-strength materials of limited ductility. For such materials, 
the plane-strain fracture toughness KIc is the most important practical measure of toughness. The reason for this is that 
plane-strain conditions can develop even for relatively thin section sizes as shown above. The plane-strain fracture 
toughness, KIc, represents a practical minimum and is the most widely used measure of fracture toughness. For these 
reasons, we will limit our discussion to plane-strain conditions. This is consistent with current engineering practice. 

The Morphology of Fracture Surfaces. The macroscopic appearance of the fracture surface depends on the amount of 
plastic deformation which accompanies fracture. This is equivalent to saying that the appearance depends on the state-of-
stress. The fracture surface can then be used to gain insight into the conditions prevailing at the time of fracture. For 
fracture under plane-stress conditions, the fracture surface will be inclined at 45° to the sides of the specimen. For plane 
strain the fracture surface will be very flat. Schematic crack surface morphologies are shown in Fig. 8. 

 

FIG. 8 SCHEMATIC CRACK SURFACE MORPHOLOGIES FOR (A) PLANE STRESS AND (B) PLANE STRAIN. THE 
CRACK DIRECTION IS NORMAL TO THE PLANE OF THE PAPER. 

The fracture surface also can reveal the point of initiation. It frequently occurs that there are "chevron" marks on the 
fracture surface and these point back towards the origin of fracture as seen in Fig. 9. Fracture surfaces contain other 
information on a much finer scale about the nature of the fracture process and these are discussed later in this article. 



 

FIG. 9 MACROSCOPIC CHEVRON MARKINGS ON THE FRACTURE SURFACE POINTING BACK TO THE FRACTURE 
ORIGIN. ASTM A517H PLATE. SOURCE: METALS HANDBOOK, 9TH ED., VOL 12, FRACTOGRAPHY, 1987, P 347 

Example: Maximum Stress to Fracture. Suppose that the fracture toughness of an aluminum alloy has been 
determined to be 30 MPa m  (27 ksi in ) and a penny shaped crack of diameter 1.6 cm (0.63 in.) has been located in a 
thick plate that is to be used in uniaxial tension. Calculate the maximum allowable stress that can be imposed with 
fracture. Assume plane-strain conditions prevail. The yield stress of the material is 500 MPa (72.5 ksi). 

Solution. The stress-intensity parameter formula for a penny-shaped crack is given by:  

  
(EQ 11) 

where a is crack radius and σ is applied stress. 

At fracture, the applied stress intensity is equal to the plane-strain fracture toughness. In equation form, K = KIc. 
Rearranging Eq 11 and substituting appropriate values gives:  

= K/2[ /A]1/2 = 30/2[ /0.008]1/2 
F = 297 MPA  

Thus fracture will occur well below the material's yield stress. This calculation shows that there is no guarantee that 
fracture will not occur simply because the nominal applied stresses are below the yield stress. 

Example: Calculation of the Maximum Safe Flaw Size. Maraging steel (350 grade) has a yield of approximately 
2450 MPa (355 ksi) and a toughness of 55 MPa m  (50 ksi in ). A landing gear is to be fabricated from this material 
and the design stresses are 70 per cent of yield. Assuming that flaws must be 0.25 cm (0.1 in.) to be detectable, is this a 
reasonable stress at which to operate? Assume that small edge cracks are present. The stress-intensity parameter for this 
geometry is:  

K = 1.12   (EQ 12) 

Solution. The flaw size at which fracture occurs is calculated by noting that at fracture K = KIc.  

  

(EQ 13) 



Thus, critical flaws may escape detection even though the design stresses for the part are below the yield stress. 
Consequently, the stress is too high to ensure safe operation of the landing gear. It must be reduced to the point at which 
the critical flaw size is greater than the minimum detectable crack size (0.25 cm). 

Relation of Fracture Toughness to Tensile Properties. As a practical matter, most microstructural modifications 
that increase the strength of materials cause corresponding decreases in the fracture toughness. It has been shown that the 
fracture toughness is related to other mechanical properties through the following expression (Ref 5):  

KIC N (E YS F)1/2  (EQ 14) 

where n is strain-hardening exponent, E is Young's modulus, σys is yield strength, and εf is the fracture strain. 
Considerable care must be exercised when using this equation. Strictly speaking, the critical stresses and strains should be 
determined under multi-axial conditions to replicate the crack-tip conditions. Generally, the fracture toughness decreases 
with increasing strength since both n and εf decrease with increasing strength. However, this trend is not always followed 
and noteworthy exceptions have been studied in high-strength steel systems (Ref 6, 7, 8). 

Equation 14 should be viewed as being indicative of a trend more than a precise formula for computing the plane-strain 
fracture toughness. The direct calculation of fracture toughness from other mechanical properties is complicated by the 
fact that toughness is a property that manifests itself under the triaxial stress conditions that prevail at the crack tip. This 
means that the various quantities contained in Eq 14 would have to be measured under conditions of plane strain; such 
information is not usually available. 

Another factor to consider is microstructural anisotropy that may develop as a result of processing. Table 1 shows that 
fracture toughness depends on orientation. When the crack plane is parallel to the rolling direction, segregated impurities 
and intermetallics that lie in these planes represent easy fracture paths and the toughness is low. When the crack plane is 
perpendicular to these weak planes, decohesion occurs and crack tip blunting or stress reduction takes place, thus 
effectively toughening the material. On the other hand, when the crack plane is parallel to the plane of these defects, the 
crack can propagate very easily and the toughness is reduced. 

TABLE 1 SELECTED FRACTURE TOUGHNESS VALUES FOR SOME ENGINEERING ALLOYS 

YIELD 
STRENGTH  

TEMPERATURE  PLANE-STRAIN 
FRACTURE 
TOUGHNESS(B)  

ALLOY  

MPA  KSI  

ORIENTATION(A)  

°C  °F  MPA m   KSI in   
2042-T351  385  56  L-T  29  84  31  28  
2024-T351  292  42  S-L  32  90  21  19  
7075-T651  530  77  L-T  28  82  32  29  
7075-T651  446  64.5  S-L  29  84  21  19  
4140  1379  200  L-T  24  75  65  59  
4140  1586  230  L-T  24  75  55  50  
4340  1455  211  L-T  21  70  83  75.5  
D6AC  1496  217  L-T  21  70  102  93  
HP9-4-20  1282  186  L-T  26  79  151  137  
HP9-4-20  1310  190  T-L  26  79  138  125.5  
250 
MARAGING  

1607  233  L-T  24  75  86  78  

250 
MARAGING  

1600  232  T-L  24  75  86  78  

TI-6AL-4V  889  129  L-T  24  75  64  58  
TI-6AL-4V  910  132  T-L  24  75  68  62  
TI-6AL-4V  883  128  S-L  24  75  75  68  
INCONEL 718  1041  151  T-L  24  75  87  79  



INCONEL 718  986  143  S-L  24  75  73  66  

Source: Data taken from Ref 10 

(A) THE FIRST LETTER GIVES THE DIRECTION NORMAL TO THE CRACK PLANE WHILE THE 
SECOND LETTER GIVES THE DIRECTION OF CRACK PROPAGATION. IN THE L-T 
ORIENTATION, THE CRACK IS NORMAL TO THE ROLLING DIRECTION (L) AND 
PROPAGATES IN THE TRANSVERSE DIRECTION (T). 

(B) ALL NUMBERS ARE ROUNDED OFF SO AS NOT TO IMPLY A GREATER PRECISION THAN 
CAN BE JUSTIFIED BY THE EXPERIMENTAL PROCEDURE.  

Application of Fracture Mechanics to Various Classes of Materials. Fracture mechanics was initially developed so 
that high-strength materials of limited ductility could be used safely in engineering situations. This formulation is referred 
to as linear elastic fracture mechanics (LEFM). In order to apply the LEFM methodology correctly, fracture must occur 
under essentially elastic conditions. Practically, this means that there can only be limited plastic deformation at the crack 
tip at the time of fracture. Additionally, plane-strain conditions should prevail and there should only be a single well-
defined crack. The materials for which the LEFM approach works well are:  

• HIGH-STRENGTH METALLIC ALLOYS SUCH AS HEAT-TREATED MARTENSITIC STEELS, 
PRECIPITATION-HARDENED ALUMINUM ALLOYS USED IN THE AEROSPACE INDUSTRY, 
TITANIUM ALLOYS, AND NI-BASE ALLOYS  

• CERAMIC MATERIALS WHICH ARE ESSENTIALLY BRITTLE  
• POLYMERS OF LIMITED INELASTIC DEFORMATION  

One important class of materials for which fracture mechanics is frequently not applicable is composites. In composites, 
cracks tend to be spatially distributed throughout the material. In this situation the usual fracture mechanics requirement 
of a single, well-defined crack is not met. Also, the requirements of homogeneous and isotropic materials are not met for 
most composite systems. Of course, fracture mechanics is very applicable to ceramics even at high temperatures because 
the ductility of these materials is limited. 

Experimental Determination of Fracture Toughness. The plane-strain fracture toughness is a materials parameter of 
considerable engineering significance. The American Society for Testing and Materials (ASTM) has developed detailed 
procedures for determination of KIc (Ref 9). 

Specimens are designed so as to minimize material and loading requirements. Frequently a compact type (CT) specimen, 
shown in Fig. 5(d), is used to experimentally determine the fracture toughness as well as other fracture properties which 
are discussed later in the chapter. The first step in carrying out a fracture toughness test is to grow a fatigue starter crack 
at a low rate at the base of the machined notch. Such cracks are used to ensure reproducibility and to simulate service 
conditions. The specimen is then loaded to failure at a specified rate. The load vs. displacement curve is recorded. For the 
test to be valid, the load/displacement curve must be virtually linear and the crack front must be essentially straight. If 
these requirements are met, the toughness is calculated using expressions provided by the ASTM standard E-399. For the 
CT specimen, the expression for calculating the fracture toughness from experimentally measured quantities is:  

  
(EQ 15) 

where KIc is plane-strain fracture toughness, P is appropriately chosen fracture load, B is specimen thickness, W is 
specimen width, and f(a/W) is calibration function. Values of the calibration function are provided in Table 2. It should be 
noted that KIc calculated in this manner must be subjected to various validation checks before it may be considered to be 
the plane-strain fracture toughness. 

TABLE 2 CALIBRATION FUNCTION FOR COMPACT TENSION SPECIMENS 



A/W  F(A/W)  A/W  F(A/W)  
0.450  8.34  0.500  9.66  
0.455  8.46  0.505  9.81  
0.460  8.58  0.510  9.96  
0.465  8.70  0.515  10.12  
0.470  8.83  0.520  10.29  
0.475  8.96  0.525  10.45  
0.480  9.09  0.530  10.63  
0.485  9.23  0.535  10.80  
0.490  9.37  0.540  10.98  
0.495  9.51  0.545  11.17  
      0.550  11.36  

Source: Ref 9 

A considerable amount of data on fracture toughness has been analyzed for reliability and compiled by the Metals and 
Ceramics Information Center. These data are very useful for engineering calculations and are available in a handbook and 
additional supplements (Ref 10). Note that for metallic materials, as discussed previously, the fracture toughness often 
depends on the orientation of the specimen relative to processing directions. It is thus important to be sure that values of 
fracture toughness that are used are appropriate for the structure of the component being considered. 
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* PLANE STRAIN MAY BE THOUGHT OF AS A STRESS STATE IN WHICH THERE IS NO 
THROUGH-THE-THICKNESS DEFORMATION. MATHEMATICALLY IT IS EQUIVALENT TO 
SAYING THAT ZZ, ZY, ZX = 0; XX, YY, XY 0. 

** PLANE STRESS IS DEFINED MATHEMATICALLY AS THAT STRESS STATE FOR WHICH ZZ, 
ZW, ZY = 0; XX, YY, XY 0. 
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Fatigue Fracture 

In a very schematic way, we may view fatigue as involving the following steps:  

1. CYCLIC DEFORMATION WHICH CAUSES INTERNAL DAMAGE IN THE FORM OF 
DISLOCATION DEBRIS.  

2. THE FORMATION OF A CRACK AFTER SUFFICIENT DAMAGE HAS BEEN CAUSED BY THE 
CYCLIC LOADING.  

3. PROPAGATION OF THE CRACK TO A SIZE WHERE IT BECOMES UNSTABLE FOR THE 
LOADS BEING APPLIED.  

While the "smooth bar" (S/N) approach to fatigue alluded to previously is undoubtedly useful, certain drawbacks arise in 
certain engineering situations:  

• MOST PARTS DO NOT HAVE SMOOTH, HIGHLY POLISHED SURFACES.  
• IN GENERAL, THE FATIGUE LIFE IS MADE UP OF AN INITIATION PHASE AND A 

PROPAGATION PHASE. HOWEVER, IN THE SMOOTH BAR OR S/N METHODOLOGY, 
RESULTS ARE USUALLY GIVEN IN TERMS OF THE TOTAL LIFE TO FAILURE WITH NO 
INDICATION OF THE FRACTION OF LIFE SPENT IN THE INITIATION AND PROPAGATION 
PHASES.  

• MOST STRUCTURES USUALLY CONTAIN SMALL PRE-EXISTING CRACKS. THESE CRACKS 
ARE FREQUENTLY UNAVOIDABLE, AND ARISE FROM FABRICATION PROCEDURES AND 
MATERIAL DEFECTS. THEY WILL PROPAGATE UNDER REPEATED LOADS UNTIL THEY 
BECOME CRITICAL AT WHICH POINT FRACTURE OCCURS. IN SUCH CASES, THE ENTIRE 
LIFE IS SPENT IN THE PROPAGATION PHASE.  

For these reasons, a knowledge of the crack growth rate behavior is imperative if the overall fatigue life is to be 
computed. 

In the fracture mechanics approach, the crack growth rate (i.e., the amount of crack extension per loading cycle) is 
correlated with the cyclic variation of the stress-intensity parameter K. This approach allows estimating useful safe life 
and inspection intervals, and it has been experimentally demonstrated that for many conditions, the rate of fatigue crack 
growth can be represented by the Paris equation, which has the form (Ref 11):  

  
(EQ 16) 

where a is crack length, N is cycle, C, m is material parameters, and K = Kmax - Kmin. The stress-intensity range is K. 
This simple formula does not take into account the effect of the load (or stress) ratio R (i.e., Pmax/Pmin). As R increases the 
crack growth rate generally increases and this increase depends on the material being considered. For example, steels are 
relatively insensitive to load ratio effects while some aluminum alloys show a marked R ratio dependence. 

More generally, the crack growth rate is represented by:  

  
(EQ 17) 



Various formulations of the above equation have been proposed and one of these is discussed later. 

The stress-intensity parameter range characterizes the cyclic stresses and strains ahead of the crack tip and uniquely 
characterizes the crack growth rate through a relationship such as Eq 16. Since the zone ahead of the crack which 
experiences cyclic plasticity (i.e., the fatigue plastic zone) is very small, plane-strain conditions can develop even for 
small thicknesses. This is an important conclusion since it means that data can be obtained from thin specimens and 
applied quite generally. 

Example Problem: Calculation of Fatigue Lives. The crack growth rate of ferritic/pearlitic steels is given by the 
equation:  

  
(EQ 18) 

where ∆K is given in units of ksi in  and da/dN is in units of in./cycle. Assume that a part contains an edge crack that is 
0.05 in. long. The stresses vary from 0 to 50 ksi and the fracture toughness is 100 ksi in  Compute the life of the part. 

Solution. For this geometry, the stress-intensity parameter is given by:  

∆K = 1.12∆    

Rigorously, the expression should be ∆K = ∆σ· + · (1/2) · a-1/2 · ∆a. However, since ∆σin a given cycle is 

much larger than ∆a, to a very good approximation we may write ∆K = ∆σ . 

Using the information given in the problem statement and the above expression the crack growth rate is given by:  

  

This equation can be integrated from the initial condition of N = 0 and a = ao = 0.05 in. to the final condition of N = Nf 
and a = af. The final crack length af occurs when Kmax = KIc. Integrating yields:  

  

Integration of the right-hand side of the equation gives:  

  

As mentioned above af depends on the fracture toughness and maximum stress. For the geometry being considered this is 
given by:  

  

Substituting into the expression for life gives:  

NF = 5.68 × 103 [1/  - 1/ ] = 1.98 × 104  



The part is thus expected to last almost 20,000 cycles. 

Other da/dN and ∆K Relationships. The representation of the crack growth rate (in Eq 16) is essentially correct for a 
reasonably wide domain of stress-intensity ranges. However, additional factors must be considered at both low and high 
stress-intensity ranges. When the stress-intensity range is low, a point will be reached where the average crack growth 
rate approaches the interatomic spacing. Physically, a crack cannot propagate a fraction of an interatomic spacing; 
however, we must remember that the measured crack growth rate in a typical experiment represents an average across an 
entire crack front. In some regions the crack may be stopped while in others it may be moving. For practical purposes, the 
threshold stress-intensity range (∆Kth) occurs when the average crack growth rate is less than 10-12 m/cycle. For values of 
∆K less than ∆Kth the crack growth rate is effectively zero. Equation 16 cannot be used to describe the crack growth 
behavior in the threshold regime. Also, when the stress-intensity parameter becomes so large that it approaches the 
fracture toughness, KIc, the rate of crack growth becomes much more rapid than that predicted by Eq 16 since, in addition 
to the fatigue process, a considerable amount of local tensile failure occurs during each cycle. Again, Eq 16 no longer 
provides a correct representation of the crack growth behavior. Over the broad range of stress-intensity parameters, 
fatigue crack growth rates may be represented by an equation of the form (Ref 12):  

  
(EQ 19) 

where C1 is material constant and C2, C3, C4 are functions of load ratio, frequency, and temperature. 

The above equation is represented schematically in Fig. 10. Numerous other empirical expressions have also been 
proposed to describe crack growth behavior from ∆Kth to values of ∆K when Kmax approaches KIc. Regardless of the 
representation, the life may always be computed by integrating the crack growth curve as was done in the preceding 
example problem. It is worth noting that use of Eq 16 is usually conservative for the threshold to intermediate crack 
growth rate regime. While Eq 16 underestimates the growth rate for large ∆K values near the upper limit, the 
underestimate is small. This is because as the stress intensity approaches the fracture toughness of the material, the crack 
is growing so rapidly that very few cycles are accumulated in this regime. Use of threshold data must be done very 
judiciously due to the fact that a small error in threshold can lead to significant overestimates of the fatigue life. 



 

FIG. 10 SCHEMATIC REPRESENTATION OF FATIGUE CRACK PROPAGATION BEHAVIOR. IN REGIME I THE 
CRACK GROWTH RATE IS LOW SINCE THE THRESHOLD FOR CRACK PROPAGATION IS APPROACHED. IN 
REGIME II THE SO-CALLED PARIS LAW IS OBEYED WHILE IN REGIME III THE CRACK GROWTH RATE 
INCREASES ABOVE THAT PREDICTED BY THE PARIS EQUATION SINCE THE FRACTURE TOUGHNESS OF THE 
MATERIAL IS APPROACHED AND THERE IS LOCAL TENSILE OVERLOAD FRACTURE. 

Summary of Fatigue Crack Propagation. The life of components containing pre-existing flaws can be computed in 
principle using fracture mechanics concepts. For complex load/crack geometries and stress patterns, the equations for ∆K 
are complex. In addition, the da/dN vs. ∆K relationships may be quite complicated (or perhaps not even available in 
functional form). Such conditions do not lead to easily evaluated integrals for the fatigue life as was the case in the 
example problem. 

However, the life of a component can always be computed through step-wise numerical integration techniques similar in 
principle to the technique that was used in the example problem. In this scheme an increment of crack growth ∆a is 
selected. The number of cycles associated with a growth increment ∆a is obtained from ∆N = ∆a(dN/da). All of the ∆N's 
are added up from the initial crack length to the final crack length. In such cases, it is most efficient to use computers to 
do the actual computations. 
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Environmental Effects 

The presence of aggressive environment reduces the ability of a given material to bear load. In general, there are usually a 
number of environments for any given material which will lead to environmentally induced fracture. A particular 
environment does not attack all materials. Environmentally induced failures always occur as over a period of time as the 
deleterious environment reacts with the material to degrade material properties. In other words, if a specimen of a 
material is subjected to stress (frequently below the yield strength) in an environment in which it is susceptible to attack, 
for the most part failure does not occur instantaneously upon application of the load. Depending on the applied load level, 
the time to failure may vary considerably. This is shown in Fig. 11 for a high-strength steel in a simulated sea water 
environment consisting of 3.5% salt (NaCl). This phenomenon is also called delayed failure. This example is particularly 
appropriate for selecting steels for marine applications such as ship hulls and offshore platforms. For both applications, it 
is attractive to consider the use of high-strength steels to save weight. However, the allowable stress levels in structural 
members of this high-strength steel in sea water environment are not dictated by the yield strength but rather by the level 
of stress above which environment-induced fracture occurs. Therefore the strength and environmental resistance of these 
steels have to be carefully balanced in order to optimize weight. In most large structures, it is necessary to consider the 
case of pre-existing cracks and to characterize the materials with such cracks present. These cracks usually result from 
processing and fabrication, although in some instances they may also occur during use. In this section we briefly review 
the fracture mechanics approach to environmentally-induced fracture. 

 

FIG. 11 APPLIED STRESS VERSUS LIFE OF TENSILE TYPE SPECIMENS IN SIMULATED SEA WATER FOR 
STAINLESS STEELS 

Fracture Mechanics Approach. As for fatigue, stress-corrosion cracking can also be described within a fracture 
mechanics framework. In this approach, it is assumed that a crack already exists and it is the extension of the crack that 
governs the life of the component. Under such conditions it would be expected that the rate of crack growth would 
correlate with the magnitude of the applied stress-intensity parameter. In fact, it has been demonstrated that SCC rates of 
cracked specimens correlate uniquely with the stress-intensity parameter and that any attempt to correlate the crack 
growth rate with stress alone leads to logical inconsistencies (Ref 13). 

In general there is a threshold for stress-corrosion cracking, denoted KIscc, below which crack growth is not observed. 
Above this level, increases in stress intensity produce increases in the real time crack growth rate da/dt. Depending on the 
material and the mechanism of crack extension, further increases in the stress intensity do not produce significant 



increases in the crack growth rate. This can be understood in terms of a transport-controlled step in which the maximum 
potential for acceleration of the crack growth rate by the crack tip stress field has been reached. At this point, the rate is 
governed by how rapidly the corrosive media can be transported to the crack tip or the limiting value of diffusion of a 
damaging species into the bulk material. The crack growth rates are more sensitive to parameters such as temperature, 
pressure, pH levels, etc. As K approaches KIc, tensile fracture mechanisms begin to appear, the process becomes 
mechanically dominated, and the crack growth rates again increase with K (Region III in Fig. 12a). Final failure occurs at 
KIc at which point the crack is moving at a substantial fraction of the velocity of sound and is essentially free of the 
environment. An idealized SCC curve is shown in Fig. 12(a) while actual experimental data are shown in Fig. 12(b). 

 

FIG. 12 CRACK GROWTH RATE CURVE FOR STRESS-CORROSION CRACKING. (A) IDEALIZED CRACK GROWTH 
RATE CURVE WHERE REGIME I IS SCC ENHANCEMENT OF CRACKING ABOVE THE THRESHOLD. IN REGIME II 
THE MECHANICAL ENHANCEMENT HAS ATTAINED A MAXIMUM AND CRACKING IS TRANSPORT CONTROLLED. 
IN REGIME III THE PROCESS IS MECHANICALLY DOMINATED. FINAL FRACTURE OCCURS VERY RAPIDLY NEAR 
KIC. (B) EXPERIMENTAL CRACK GROWTH RATE AS A FUNCTION OF STRESS INTENSITY FOR A HIGH STRENGTH 



STEEL IN HUMID AIR FROM REF 14 

The life of a cracked component in an aggressive environment may be calculated by an integration technique, similar in 
principle to that used to calculate fatigue lives. In order to compute the life, the crack growth rate as a function of K must 
be known as well as other factors such as operating stresses, initial crack length, fracture toughness of the material and the 
geometry of the part in which the crack is embedded. These concepts are illustrated in the following problem. 

Example: Estimation of Life in Corrosive Environment. The crack growth rate of a high-strength steel in H2O at 80 
°C (175 °F) is given by:  

  

Here K is in MPa m , a is in meters and t is in days. Calculate the life of the part assuming that edge cracks of length 
2.02 × 10-3 m are initially present. Assume that KIc is 55 MPa m  and that the part is subjected to a constant stress of 345 
MPa. 

Solution. The initial stress intensity is given by (from Fig. 5):  

KI = 1.12 × 345 × (π × 2.02 × 10-3)1/2 = 30.8 MPA m   

The threshold stress intensity may be calculated assuming:  

  

This gives a value of about 22.3 MPa m  for KIscc. Since Ki > KIscc the crack will grow by a SCC process. 

The rate of growth is given by:  

  

The above equation can be integrated:  

  

The crack length at fracture may be computed by noting that at this point K = KIc:  

  

Using tables of integrals, tf ~2.5 days. 
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Summary 

This article has introduced a powerful methodology for computing the onset of fracture (i.e., the fracture stress given a 
crack of a certain size, or a critical crack size given an applied stress). In practical terms a material containing a crack will 
fracture when the value of the stress-intensity parameter reaches a critical value. This value is denoted by the symbol KIc 
and is called the plane-strain fracture toughness. The value of KIc is independent of the load/crack geometry. It can be 
measured experimentally and formulas for the stress-intensity parameter as a function of crack size, crack shape, applied 
stress (or load), and geometry of load application are readily available. 

The rate of crack growth can be characterized by the stress-intensity parameter range for fatigue loading. The fatigue 
crack growth rate curves may be integrated to yield the fatigue life of an propagating crack. 

Cracking in a corrosive environment may also be considered in a fracture mechanics framework. In this case the stress 
intensity is related to the temporal crack growth rate. The crack growth rate equation can be integrated to obtain the life of 
a cracked component in an aggressive medium. 

In the following articles, fracture mechanics is used to characterize behavior in several important alloy systems and 
mechanisms of toughening, fatigue crack growth, and crack growth in corrosive media. 
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Introduction 

FRACTURE MECHANICS is a multidisciplinary engineering topic that has foundations in both mechanics and materials 
science. From the perspective of a metallurgist, fracture mechanics often emphasizes mathematical mechanics, where the 
primary focus is on analytical methods. However, the microstructural aspects of fracture mechanics (quantified in terms 
of various measures of fracture toughness such as KIc, Kc, or KId) is important for several reasons. First, in many 
applications, fracture toughness is useful for design and/or as a quality control parameter. Secondly, fracture mechanics 
provides a more meaningful measure of fracture resistance in the presence of cracks or defects than other material 
properties such as ductility. Therefore, fracture mechanics plays a major role in both the application and the development 
and production of structural materials for petroleum, chemical, mining, aerospace, and naval applications. 

The objective of this article is to summarize the microstructural aspect of fracture resistance in structural materials. The 
intent is to selectively compile and compare information on microstructure and fracture resistance of structural materials 
from literature and some of the author's work. The article begins with brief coverage on basic fracture principles, followed 
by material examples. Included in this text are examples of steels, aluminum alloys, titanium alloys, cermets, and 
composites. More detailed coverage is provided in other sections in this Volume. 
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Basic Fracture Principles 

The mechanics of the fracture process (in either elastic or elastic-plastic conditions) is understood by considering a body 
with a crack length a subjected to an applied tensile stress σ. For purely brittle fracture originating from this crack, 
Griffith postulated that the critical rate of strain energy released during unstable crack extension, Gc, is related to the 
surface energy of the material,  γ, as:  

GC = 2   (EQ 1) 

  
(EQ 2) 

where c is the critical stress at the onset of fracture and E is the elastic modulus. From the linear elastic stress field 
ahead of a sharp crack, Irwin found that at regions very close to the crack tip, the stress normal to the fracture plane, yy, 
is related to the stress-intensity factor, K, as:  

  
(EQ 3) 



where K = σ , σis applied stress, and r is the distance from the crack tip on the crack plane. K is a measure of 
buildup or concentration of stress at the tip of a sharp crack. If fracture occurs from the crack, then the local critical value 
of σyy at which fracture occurs (e.g., by cleavage) is reflected as the critical value of K. Irwin further showed that K and 
the strain energy release rate, G, are related as:  

  
(EQ 4) 

It then follows that fracture will occur from the crack when the critical stress intensity at the crack tip, K = Kc, is reached, 
corresponding to G = Gc. Due to this simplicity, Kc has been accepted as a useful parameter representing fracture 
resistance of materials in engineering applications. 

If the crack size is much smaller than the body dimensions, the relationship between fracture toughness, Kc, and fracture 
stress, σc, can be simply written as:  

KC = C   (EQ 5) 

However, when the size of the crack from which fracture occurs is significant in relation to body dimensions:  

  
(EQ 6) 

where F(a/w) is a function that accounts for the effects due to the finiteness of the body and is dependent on the shape of 
the body. The values of these factors can be found in handbooks on fracture mechanics as well as in the ASTM standard 
for fracture toughness testing, E 399. The appendix of this Volume also contains updated information on geometry 
factors, F(a/W). 

The above fracture relationships are strictly applicable to brittle materials in which the energy dissipation due to plastic 
deformation is almost negligible. Many structural materials, particularly those in the high-strength category, show 
evidence of plastic deformation and have fracture toughness levels higher than those that can be estimated from surface 
energy (Eq 1) alone. Hence, the modified form of Eq 1 to account for this additional contribution to fracture resistance 
due to plastic deformation can be written as:  

  
(EQ 7A) 

or in terms of fracture toughness:  

KC =   
(EQ 7B) 

where is constant, σy is the material yield stress, and δc is the critical opening displacement at the crack tip at the onset 
of fracture. The first term is the energy consumed in the creation of two fracture surfaces during fracture and is considered 
to be independent of microstructure. The second term, σyδc, represents approximately the energy consumed in plastic 
deformation accompanying fracture, a strong function of microstructure. Because the latter is several times higher than 
the former, the surface energy term is often ignored in the case of metallic structural materials. 

From Table 1 it is evident that crack-tip plasticity accounts for much of the fracture resistance of structural metals. This 
fact makes it possible to alter microstructure for optimizing fracture resistance, through variables that influence strength 
and ductility, such as strain hardening, dislocation-particle interactions, and slip behavior. The mechanism of crack 
propagation depends on microstructural features as classified by Schwalbe (Fig. 1). This forms the basis of the discussion 
on individual alloys later. Further, due to an increase in elastic modulus, the ranges of fracture toughness values 



obtainable by microstructure manipulation increases in the order of aluminum alloys, titanium alloys, and iron alloys (Fig. 
2). 

TABLE 1 FRACTURE TOUGHNESS VALUES ESTIMATED FROM INTERFACIAL ENERGIES AND THE 
MEASURED FRACTURE TOUGHNESS VALUES OF ALLOYS 

MATERIAL  INTERFACIAL 
ENERGY (2 ), 
DYNES/CM2  

GIC, 
MPA·M  

E, 
MPA  

KIC, 
MPA m  (A)  

KIC, 
MPA m  (B)  

-FE  4000  0.0004  200,000  8.9  20-150  
TI  2300  0.00023  100,000  4.8  30-80  
AL  1350  0.00014  70,000  3.0  20-60   

(A) ESTIMATED. 
(B) MEASURED FOR ALLOYS  

 



FIG. 1 CRACK PROPAGATION MECHANISMS: (A) CLEAVAGE CRACK PROPAGATION. (B) DIMPLE FRACTURE DUE 
TO COARSE PARTICLES. (C) DIMPLE FRACTURE DUE TO FINE PARTICLES. (D) DIMPLE FRACTURE DUE TO 
COARSE AND FINE PARTICLES. (E) INTERGRANULAR CRACK PROPAGATION DUE TO GRAIN BOUNDARY 
PRECIPITATES. (F) INTERGRANULAR CRACK PROPAGATION DUE TO A HARD PHASE GRAIN BOUNDARY FILM. 
(G) CRACK PROPAGATION MECHANISMS WHEN A SOFT PHASE GRAIN BOUNDARY FILM IS PRESENT. (H) 
CRACK PROPAGATION BY SLIP PLANE/SLIP PLANE INTERSECTION. (I) CRACK PROPAGATION BY SLIP 
PLANE/GRAIN BOUNDARY INTERSECTION. (J) CRACK PROPAGATION SOLELY BY PLASTIC BLUNTING 

 

FIG. 2 FRACTURE TOUGHNESS AS A FUNCTION OF STRENGTH FOR HIGH-STRENGTH STRUCTURAL ALLOYS 

Fracture toughness values for materials are obtained by testing precracked compact tension or three-point bend 
specimens, following the ASTM E 399 test procedure. A measure of fracture resistance can also be obtained from Charpy 
specimens used in impact toughness testing. However, for comparison with linear elastic fracture mechanics specimens, 
precracked specimens are often used. Figure 3 illustrates the correlation between the critical strain energy release rates for 
fracture (KIc

2/E) and total energy absorbed per unit fracture area of precracked Charpy specimens, tested in slow bending, 
for different materials. This confirms that the critical strain energy release rate represents the energy required to cause 
fracture, even in the presence of plastic deformation. An approximate measure of this can also be obtained from simple 
Charpy specimens, as an alternative to the ASTM standard for fracture toughness test procedure. 



 

FIG. 3 THE CORRELATION BETWEEN ENERGY RELEASE RATE AND FRACTURE ENERGY OF CHARPY SPECIMENS 
FOR VARIOUS MATERIALS 
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Fracture Resistance of High-Strength Steels 

Although engineering applications use many types of steels (such as mild steels, high-carbon steels, and alloy steels), only 
high-strength alloy steels are described in this article because of the general inverse relationship between strength and 
fracture toughness (Fig. 4). Examples of such steels include high-strength low-alloy steels, tool steels, dual-phase steels, 
maraging steels, and precipitation-hardenable stainless steels. The development of strength and toughness in these steels 
is linked to such factors as the size and distribution of carbides and nitrides, relative proportions of martensite and 
austenite phases, and grain size. In general, as shown in Fig. 4, high-fracture-toughness steels have ductile (low-carbon) 
martensite and retained metastable austenite as dominant phases in the microstructure. Steels that contain predominantly 
ferritic and pearlitic structures have relatively low fracture toughness. Table 2 summarizes the effects of microstructure on 
toughness. 

TABLE 2 EFFECTS OF MICROSTRUCTURAL VARIABLES ON FRACTURE TOUGHNESS OF STEELS 

MICROSTRUCTURAL PARAMETER  EFFECT ON TOUGHNESS  
GRAIN SIZE  INCREASE IN GRAIN SIZE INCREASES KIC IN 

AUSTENITIC AND FERRITIC STEELS  
UNALLOYED RETAINED AUSTENITE  MARGINAL INCREASE IN KIC BY CRACK BLUNTING  
ALLOYED RETAINED AUSTENITE  SIGNIFICANT INCREASE IN KIC BY 

TRANSFORMATION-INDUCED TOUGHENING  
INTERLATH AND INTRALATH DECREASE KIC BY INCREASING THE TENDENCY TO 



CARBIDES  CLEAVE  
IMPURITIES (P, S, AS, SN)  DECREASE KIC BY TEMPER EMBRITTLEMENT  
SULFIDE INCLUSIONS AND COARSE 
CARBIDES  

DECREASE KIC BY PROMOTING CRACK OR VOID 
NUCLEATION  

HIGH CARBON CONTENT (>0.25%)  DECREASE KIC BY EASILY NUCLEATING 
CLEAVAGE  

TWINNED MARTENSITE  DECREASE KIC DUE TO BRITTLENESS  
MARTENSITE CONTENT IN 
QUENCHED STEELS  

INCREASE KIC  

FERRITE AND PEARLITE IN 
QUENCHED STEELS  

DECREASE KIC OF MARTENSITIC STEELS  
 

 

FIG. 4 FRACTURE TOUGHNESS AS A FUNCTION OF YIELD STRENGTH FOR STRUCTURAL STEELS. TRIP, 
TRANSFORMATION-INDUCED PLASTICITY 

Maraging (martensite-aging) steels, based on the Fe-Ni-Ti system, have very high strength and high fracture 
toughness and are designed with very low levels of carbon (<0.05%) and high levels of alloying elements (typically 18% 
Ni, 3% Ti, and 1 to 2% Co). The benefit of low carbon is twofold: crack-initiating carbides are absent and the martensite 
matrix is more ductile. In addition, maraging steels contain retained austenite (due to the high nickel content), which 
causes extensive plastic deformation and strain-induced martensitic transformation at the crack tip during fracture, thus 
increasing the fracture resistance. The strengthening lost by the elimination carbides is replaced by precipitation of fine 
(Fe,Ni)3Ti phases from martensite, obtained by aging. However, under certain conditions, precipitation of phases at grain 
boundaries leads to deterioration in toughness. Hence, chemistry, processing, and heat treatment conditions should be 
designed to avoid the grain boundary precipitation. Typical heat treatment of a maraging steel involves austenitization and 
oil quenching or air cooling, followed by aging at high temperature in the α+ γ field. 

Metastable Austenite-Based Steels. Transformation-induced plasticity (TRIP) steels with high contents of nickel and 
manganese retain high-temperature face-centered cubic austenite (γ) at room temperature, upon quenching. By a judicious 
choice of composition, this austenite is designed to be metastable after quenching and transformable during deformation. 
The deformation and the volume change accompanying the austenite-to-martensite transformation increase the energy 
required for extension of a moving crack, resulting in high fracture toughness. The fracture toughness of such steels 



depends on the stability of austenite, measured in terms of the transformation coefficient, m, in the following relationship 
between the volume fraction of martensite formed (V ) and tensile strain ( ):  

V  = M   (EQ 8) 

The higher the tensile strain or crack opening displacement at the tip, the larger the volume fraction of transformed 
martensite and the higher the TRIP effect on toughness, as illustrated in Fig. 5. These steels possess the highest fracture 
toughness levels attainable in steels and hence are used in mining, drilling, and other applications requiring wear and 
erosion resistance. 

 

FIG. 5 TRIP STEEL CRACK AND TOUGHNESS. (A) FORMATION OF MARTENSITE AROUND A CRACK IN A TRIP 
STEEL. (B) THE EFFECT OF AUSTENITE TRANSFORMATION ON THE FRACTURE TOUGHNESS OF METASTABLE 
AUSTENITIC STEELS 

Quenched-and-Tempered Steels. Fracture resistance in quenched-and-tempered steels is achieved by eliminating 
coarse alloy carbides, increasing hardenability to minimize ferrite formation, and alloying to retain austenite at room 
temperature. 

An increase in the austenitization temperature, besides coarsening the grain size, dissolves carbides and nitrides present in 
steels. This eliminates the crack nucleation from carbides, thereby increasing the fracture toughness, as shown in Fig. 6 
for two steels. The required austenitization time is also critical, and both time and temperature are chosen according to the 
amount of carbon and alloying elements in the steel. The effect of tempering temperature on fracture toughness depends 
on the type of prior austenitization treatment (Fig. 7). For example, the heat treatment involving austenitization at 1200 
°C (2190 °F), followed by an ice brine quench and refrigeration in liquid nitrogen, results in high fracture toughness 
levels at all tempering temperatures, compared to austenitizing at 870 °C (1600 °F) and quenching in oil. The higher 
fracture toughness levels of the former is attributed to the formation of 100% refined martensite upon quenching. Heat 
treatment at 870 °C (1600 °F) results in a mixture of blocky ferrite and upper bainite having continuous films of carbides 
at lath boundaries. This leads to low fracture toughness due to easy crack propagation along the lath boundaries at low 
tempering temperatures. However, at higher tempering temperatures, elimination of continuous carbide film by 
spheroidization increases the fracture toughness. In addition, in some alloy steels, retained austenite contributes to further 
increases in fracture toughness, by either crack-tip blunting or strain-induced transformation. 



 

FIG. 6 THE EFFECT OF AUSTENITIZATION TEMPERATURE ON THE FRACTURE TOUGHNESS OF TWO 
QUENCHED-AND-TEMPERED STEELS 

 

FIG. 7 THE EFFECT OF TEMPERING TEMPERATURE ON FRACTURE TOUGHNESS 

Fracture toughness in steels also depends on the nature of martensite (low-carbon ductile martensite or high-carbon 
twinned martensite). Supersaturated carbon in martensite increases the twinning to accommodate the strains in iron lattice 



due to carbon. The low fracture toughness levels of some martensitic steels at low tempering temperatures are due to the 
presence of brittle twinned martensite. An increase in the twin density of martensite results in low fracture toughness, as 
shown in Fig. 8. 

 

FIG. 8 FRACTURE TOUGHNESS AND MARTENSITE TWIN DENSITY AS A FUNCTION OF MARTENSITE START 
TEMPERATURE FOR AN FE-CR-C STEEL 

Inclusions decrease fracture toughness (Fig. 9) by promoting crack nucleation by inclusion fracture, void nucleation at the 
particle-matrix interface, and early coalescence. This reduces the extent of void growth before fracture, limiting the 
plastic energy absorption in the process zone at the crack tip. A decrease in sulfur level in steel increases the spacing 
between the inclusions, thereby increasing the size of the plastically deformed process zone. This contribution to 
increased fracture toughness can be rationalized in terms of Kraft's model:  

  (EQ 9) 

where n is the monotonic strain hardening exponent and dT is the size of the process zone at the crack tip, proportional to 
the spacing between crack/void nucleating inclusions. 



 

FIG. 9 THE EFFECT OF SULFUR ON THE FRACTURE TOUGHNESS VS. STRENGTH RELATIONSHIP 
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Fracture Resistance of Aluminum Alloys 

Aluminum alloys based on Al-Cu (2xxx series), Al-Mg-Si (6xxx series), Al-Zn-Mg (7xxx series), and, recently, Al-Li 
(8xxx and 209x series) are the predominant age-hardenable alloys, used extensively in aerospace and other medium- to 
high-strength structural applications. Typical examples are alloys 2024, 2124, 6061, 7075, 7150, 7475, 8090, and 2091. 
Due to complex chemistry, precipitation, and intermetallic compound formation in aluminum alloys, control of the size 
and distribution of age-hardening coherent precipitates and incoherent intermetallic phases is critical in achieving a 
balance of strength and resistance to fracture and stress-corrosion cracking. Table 3 lists some important precipitate 
phases and intermetallic compounds that form in aluminum alloys. While the precipitates control strength, intermetallic 
compounds that form during solidification primarily control ductility and fracture toughness. 

TABLE 3 A LIST OF PRECIPITATES AND INTERMETALLIC COMPOUNDS IN ALUMINUM ALLOYS 

PRECIPITATE PHASES 
(BENEFICIAL)  

INTERMETALLIC COMPOUNDS 
(DETRIMENTAL)  

AL2CU  AL7CU2FE  
AL2CUMG  MG2SI  
MGZN2, MG2SI  AL12MN2CR  
AL2ZN3MG3  AL20CU2MN  
AL3ZR, AL3LI  (FE, MN)AL6   



Typical heat treatment of an aluminum alloy involves solution treatment, quenching in water, and aging at a suitable 
temperature for a specified period of time. Additionally, warm or cold working, such as stretching after solution 
treatment, is performed to control the size and distribution of precipitates. Such thermomechanical processing routes for 
high-strength aluminum alloys have been well developed to impart desirable combinations of strength, ductility, fracture 
toughness, and stress-corrosion cracking resistance. 

Fracture resistance in aluminum alloys is strongly sensitive to purity, aging, the presence of intermetallic compounds, 
thermomechanical treatment, grain size, and orientation or texture. Typical fracture toughness values of selected 
aluminum alloys are given in Table 4. Table 5 gives a list of variables and the nature of their effect on the fracture 
toughness of aluminum alloys. 

TABLE 4 STRENGTH AND FRACTURE TOUGHNESS LEVELS FOR SELECTED ALUMINUM ALLOYS 

ALLOY  0.2% YIELD 
STRENGTH, MPA  

KIC, 
MPA m  

2014-T6  436  20  
2024-T851  443  21  
2124-T851  435  26  
7075-T7351  391  31  
7079-T651  502  27   

TABLE 5 EFFECTS OF PROCESSING/MICROSTRUCTURAL VARIABLES ON THE FRACTURE 
TOUGHNESS OF ALUMINUM ALLOYS 

VARIABLE  EFFECT ON FRACTURE TOUGHNESS  
QUENCH RATE  DECREASE IN KIC AT LOW QUENCH RATES  
IMPURITIES (FE, SI, MN, CR)  DECREASE IN KIC WITH HIGH LEVELS OF THESE 

ELEMENTS  
GRAIN SIZE  DECREASE IN KIC AT LARGE GRAIN SIZES DUE TO 

COARSE GRAIN BOUNDARY PRECIPITATION  
GRAIN BOUNDARY 
PRECIPITATES  

INCREASE IN SIZE AND AREA FRACTION DECREASE KIC  

UNDERAGING  INCREASES TOUGHNESS  
PEAK AGING  INCREASES FRACTURE TOUGHNESS  
OVERAGING  DECREASES FRACTURE TOUGHNESS  
GRAIN BOUNDARY 
SEGREGATES (NA, K, S, H)  

LOWER FRACTURE TOUGHNESS IN AL-LI ALLOYS  
 

Figure 10 illustrates the effects of intermetallic-forming elements (Cr, Zr, Fe, Si, and Mn) on fracture in terms of the 
relationship between fracture resistance (measured in terms of the unit propagation energy in fracturing a notched bar) 
and tensile yield strength for two different orientations of crack propagation. Zirconium addition is beneficial due to the 
grain-refining effect of Al3Zr phase. Chromium and manganese primarily lead to intermetallic compound formation and 
hence must be reduced to achieve a combination of high fracture toughness and high strength. Most of the intermetallic 
compounds form at grain boundaries in wrought alloys and at interdendritic regions in cast alloys. This is the primary 
reason for lower levels of fracture toughness, especially when a crack propagates in the short transverse plane (plane of 
rolling), in which the grain boundary area intersected by the crack plane is high compared to other orientations. 



 

FIG. 10 THE EFFECT ON TOUGHNESS OF ELEMENTS THAT FORM INTERMETALLIC COMPOUNDS 

The detrimental effect of intermetallic particles on fracture toughness can be understood from a simple relationship. The 
critical fracture strain, c, of a ligament between the crack tip and a crack/void nucleating particle is related to the particle 
volume fraction, Vf, as:  

  
(EQ 10) 

The fracture toughness of aluminum alloys is related to the critical fracture strain as:  

  
(EQ 11) 

where C is a constant and v is the Poisson's ratio. As the volume fraction of brittle intermetallic particles is reduced, 
fracture toughness increases. For a given volume fraction of particles, fracture toughness also increases with increase in 
yield strength and the strain-hardening exponent of the matrix. From Eq 11, fracture toughness levels of several aluminum 
alloys can be predicted (Fig. 11) with good accuracy. 



 

FIG. 11 THE EFFECT OF PARAMETER N  ON THE FRACTURE TOUGHNESS OF ALUMINUM ALLOYS 

Figure 12 shows the effect of grain size on the fracture toughness of a 7xxx alloy tested with crack propagation in the long 
transverse direction. The decrease in fracture toughness is attributed to the increase in grain boundary fracture at large 
grain sizes. The increased intergranular fracture also coincides with the thickening of precipitates (e.g., the size of MgZn2 
precipitates in Fig. 13) at grain boundaries under prolonged aging. This behavior is also reflected in the change in fracture 
mode from transgranular to intergranular. This suggests that reduced grain boundary area accompanied by coarse grain 
boundary precipitation is detrimental to the fracture toughness of aluminum alloys. 



 

FIG. 12 THE EFFECT OF GRAIN SIZE ON THE FRACTURE TOUGHNESS OF A 7XXX ALLOY 

 

FIG. 13 7075 AL ALLOY. (A) THE EFFECT OF GRAIN BOUNDARY PRECIPITATE SIZE ON FRACTURE TOUGHNESS 

AND FRACTURE MORPHOLOGY. (B) EQUILIBRIUM GRAIN BOUNDARY -MGZN2 PRECIPITATES AT GRAIN 
BOUNDARIES 

Figure 14 shows the broad range of data of fracture toughness and yield strength for both 2xxx and 7xxx alloys as affected 
by the degree of aging. Overaging generally results in low fracture toughness levels for a given yield strength and alloy 
type, compared with underaging. This is attributed to the increased occurrence of intergranular failure, consistent with the 
observations illustrated in Fig. 12 and 13. 



 

FIG. 14 THE EFFECTS OF ALLOY TYPE AND AGED CONDITION ON THE STRENGTH/FRACTURE TOUGHNESS 
RELATIONSHIP FOR ALUMINUM ALLOYS 

The variables influencing fracture toughness of Al-Li alloys are similar to those that affect other age-hardenable 
aluminum alloys. These include degree of aging, area fraction of grain boundary precipitates, impurities, and orientation. 
However, Al-Li alloys are more anisotropic due to strong texture formation, relative to aluminum alloys, and hence they 
show a much stronger sensitivity of fracture toughness to orientation. 
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Fracture Resistance of Titanium Alloys 

Titanium alloys are primarily used in aerospace applications owing to their good combination of specific strength, 
ductility, and fracture toughness. As in steels and aluminum alloys, this combination is achieved by careful control of 
two-phase microstructures. Among the two phases (α and β), β is more ductile and is preferable in increasing the fracture 
toughness of titanium alloys. The three broad classes of titanium alloys are near-α, α+ β, and β alloys, grouped according 
to the levels of α or β stabilizing elements. Typically, β content by volume is: near-α, <10%; α+ β, 10-25%; and β, >25%. 
Figure 15 shows the fracture toughness/strength relationship maps for different titanium alloys. Metastable β alloys 
possess the highest combination of strength and toughness. This arises from a large volume fraction of β phase and fine 
aged-α precipitates. 



 

FIG. 15 THE RELATIONSHIP BETWEEN FRACTURE TOUGHNESS AND STRENGTH FOR DIFFERENT CLASSES OF 
TITANIUM ALLOYS AND MICROSTRUCTURES 

Unlike steels and aluminum alloys, titanium alloys are generally free from inclusions and intermetallics that form during 
solidification. Neither is there precipitation and coarsening of brittle phases, so the control of microstructure for fracture 
toughness is less difficult. Microstructure plays a major role in controlling the fracture toughness of titanium alloys. 
Microstructure control is primarily achieved by mechanical processes, such as hot/cold working and heat treatment 
involving solution treatment followed by quenching and aging or slow cooling. Table 6 lists the fracture toughness values 
of a typical titanium alloy under different microstructural conditions. In general, for a given β phase content, fracture 
toughness increases with an increase in the amount of lamellar α as well as an increase in the aspect ratio of α phase. 

TABLE 6 FRACTURE TOUGHNESS LEVELS OF TI-6AL-4V ALLOY IN DIFFERENT MICROSTRUCTURAL 
CONDITIONS 

MICROSTRUCTURE  0.2% YIELD 
STRENGTH, 
MPA  

ELONGATION, 
%  

KIC, 
MPA 

m   
-PROCESSED (ALIGNED LAMELLAR )  903  12  78  
+  PROCESSED (EQUIAXED IN AGED 

MATRIX)  
917  16  53  

RECRYSTALLIZED (FULLY EQUIAXED )  925  19  47   

The dominant variables that influence fracture toughness in titanium alloys are the interstitial elements, grain size, 
microstructural morphology, and relative proportions of α and β phases. Table 7 lists these variables and the nature of 
their effect on fracture toughness. 

TABLE 7 EFFECT OF MICROSTRUCTURAL VARIABLES ON THE FRACTURE TOUGHNESS OF 



TITANIUM ALLOYS 

VARIABLE  EFFECT ON FRACTURE TOUGHNESS  
INTERSTITIALS (O, H, C, 
N)  

DECREASE IN KIC  

GRAIN SIZE  INCREASE IN GRAIN SIZE DECREASES KIC  
LAMELLAR COLONY 
SIZE  

INCREASE IN COLONY SIZE INCREASES KIC  

PHASE  INCREASES IN VOLUME FRACTION, CONTINUITY INCREASE 
KIC  

GRAIN BOUNDARY 
PHASE  

INCREASES IN THICKNESS AND CONTINUITY INCREASE KIC  

SHAPE OF PHASE  INCREASE IN ASPECT RATIO OF PHASE INCREASES KIC  
ORIENTATION  CRACK ORIENTED FOR EASY CLEAVAGE ALONG BASAL 

PLANES GIVES LOW KIC   

Figures 16 and 17 illustrate that increases in oxygen and hydrogen levels in Ti-6Al-4V alloy decrease fracture toughness. 
This is caused by an increase in the planarity slip, promoted by the ordering of Ti3Al phase, which causes easy crack 
nucleation at grain and phase boundaries. This tendency to ordering is also increased at high aluminum contents, and 
hence compositions of commercial alloys rarely exceed 6% Al. Hydrogen causes cleavage and interface cracking due to 
the formation of hydrides (TiH2). Alloys with high levels of β phase can dissolve more hydrogen, thereby preventing the 
decrease in fracture toughness due to hydrogen. The other interstitial elements, carbon and nitrogen, have low solid 
solubility in titanium and form fine TiC and TiN dispersions when the solubility level is exceeded. These particles 
drastically decrease the ductility as well as the fracture toughness of titanium alloys and hence must be eliminated. 

 

FIG. 16 THE EFFECT OF OXYGEN LEVEL ON THE FRACTURE TOUGHNESS OF TI-6AL-4V ALLOY 



 

FIG. 17 THE EFFECT OF HYDROGEN LEVEL ON THE FRACTURE TOUGHNESS OF TI-6AL-4V ALLOY 

The effect of β grain size on fracture toughness is illustrated in Fig. 18 for Ti-5.2Al-5.5V-1Fe-0.5Cu alloy. There is an 
inverse relationship of fracture toughness to β grain size. As the grain size increases, the tendency to intergranular fracture 
increases, due to the weakening effect of fine 0.2 μm thick particles at the β-β grain boundary. This is primarily due to the 
increased density of grain boundary precipitates as a result of the reduction in available grain boundary area. 

 

FIG. 18 THE EFFECT OF GRAIN SIZE ON THE FRACTURE TOUGHNESS OF A TITANIUM ALLOY 

The same alloy was heat treated differently to produce thick continuous α phase at the grain boundary, which increased 
fracture toughness (Fig. 19). However, for this to occur, the grain interior (aged β matrix) should be stronger than α. 



 

FIG. 19 THE EFFECT OF THE THICKNESS OF GRAIN BOUNDARY PHASE ON THE FRACTURE TOUGHNESS OF A 
TITANIUM ALLOY 

The orientation of crack plane in a fracture toughness test with respect to the rolling direction of the titanium alloy plate 
has a significant effect, due to the preferred orientation of hexagonal close-packed crystal grains having limited slip 
systems, relative to body-centered cubic and face-centered cubic crystals. The effect of orientation on the fracture 
toughness/strength relationship is illustrated in Fig. 20. While a strong inverse relationship between fracture toughness 
and yield strength is seen for the longitudinal orientation, it is less strong in the transverse orientation. The effect of 
orientation on fracture toughness arises due to the relative orientation of slip systems such as {0001} <1120>, {1010} 
<1120> with respect to the crack plane. This is also evident from the variation of elastic modulus with orientation, 
presented in Table 8. 

TABLE 8 EFFECT OF TEXTURE ON THE FRACTURE TOUGHNESS OF TI-6AL-2SN-4ZR-6MO ALLOY 

ORIENTATION  0.2% YIELD 
STRENGTH, MPA  

E, MPA  KIC, 
MPA m   

LONGITUDINAL  953  107,000  75  
TRANSVERSE  1198  134,000  91  
SHORT TRANSVERSE  926  104,000  49   



 

FIG. 20 THE EFFECT OF CRACK PLANE ORIENTATION ON THE FRACTURE TOUGHNESS OF TI-6AL-4V ALLOY 

It is clear that the key to improving the combination of strength and toughness in titanium alloys is to increase β phase 
content, increase the lamellar α volume fraction and the aspect ratio of α phase, and reduce planarity of slip and interface 
embrittlement by reducing the levels of oxygen, hydrogen, carbon, and nitrogen. 
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Fracture Resistance of Composites 

Brittle Matrix-Ductile Phase Composites. Ductile phases have been used to improve the fracture resistance of many 
structural materials, including ceramics, intermetallics, glasses, and other low-toughness materials, such as steels having a 
hard martensitic structure. Table 9 lists some brittle materials and the possible ductile phase reinforcements that can be 
used to improve the fracture toughness levels. Such an alloy design concept generally increases fracture toughness with 
little sacrifice in strength. The ductile phases absorb energy by plastic deformation during crack propagation. Bridging of 
the crack and the constrained deformation of ductile phase contribute to the increase in toughness. In general, the fracture 
toughness increases with an increase in the volume fraction of ductile phase (Fig. 21). For such composites, the critical 
strain energy release rate, Gc, for unstable fracture can be expressed as the sum of fractional energy absorbed in fracturing 
the brittle and ductile phases:  

GC = (1 - VF) GM + VF 0A0  
(MATRIX) (DUCTILE PHASE)  

(EQ 12) 



where σ0 is the flow stress, a0 is the radius of ductile phase, Gm is the energy release rate of the brittle matrix, and is a 
measure of microstructural constraint. A modified form for the above equation for the plane strain fracture toughness, KIc, 
can be written as:  

  
(EQ 13) 

where Ec and νc are respectively the elastic modulus and the Poisson's ratio of the composite, and Km, Em, and m are 
respectively the fracture toughness, elastic modulus, and Poisson's ratio of the matrix material. For the case of plane 

stress, Ec/(1 - ) and Em/(1 - ) are to be replaced by Ec and Em, respectively. The parameter χ(usually in the range of 
2 to 6) is a measure of the constraint experienced by the ductile phase in the elastic matrix during deformation. If χ is 
known, in addition to matrix and particle properties, fracture toughness of the composite can be estimated with reasonable 
accuracy. 

TABLE 9 BRITTLE MATERIALS AND THE POSSIBLE DUCTILE PHASES 

MATERIAL  DUCTILE PHASE  
CERAMICS: AL2O3, GLASS, ZRO2, SIC, SI3N4  TI, NI, PB, AL, FE  
INTERMETALLICS: TIAL, NIAL, COAL, NB5SI3, CR3SI  TI, NB, CO MO, CR  
MARTENSITE  AUSTENITE, FERRITE   

 

FIG. 21 FRACTURE TOUGHNESS TREND FOR GLASS HAVING EMBEDDED DUCTILE ALUMINUM PARTICLES 

Figure 22 shows the correlation between the measured fracture toughness and the calculated toughness, following Eq 13. 
The good agreement suggests that Eq 13 adequately represents the functional dependence of fracture toughness on 
important microstructural parameters of the composite. Increases in the size, volume fraction, and yield strength of the 
ductile phase, together with an increase in composite modulus, should significantly increase the fracture toughness. The 
effect of Young's modulus of matrix on the composite fracture toughness is not significant. A major contribution to 
fracture toughness is the constraint factor, which is a measure of increase in resistance to the in situ plastic deformation of 
ductile phase, as imposed by the surrounding elastic matrix. 



 

FIG. 22 THE CORRELATION BETWEEN MEASURED AND CALCULATED FRACTURE TOUGHNESS LEVELS OF 
SEVERAL BRITTLE MATERIALS HAVING DUCTILE PHASES AS REINFORCEMENTS. 

WC-Co Cermets. The case of WC-Co cermets is similar to that of the above-described ductile phase composites, except 
that the ductile cobalt phase surrounds the brittle WC almost completely. Figure 23 illustrates the fracture path through 
the cermet microstructure. The volume fraction of cobalt in these cermets is usually between 0.1 and 0.3. The cermets are 
made by presintering WC to obtain a skeleton with continuous porosity and then infiltrating the skeleton with molten 
cobalt. In general, a decrease in WC particle size and an increase in cobalt volume fraction increases the fracture 
toughness of cermets (Fig. 24). Because of the thin layer of cobalt present between WC grains, its in situ deformation 
behavior during fracture is similar to the deformation of a thin ductile copper strip sandwiched between hard tool steel 
platens. In order to estimate the fracture toughness of cermets, this deformation analogy can be incorporated in Eq 13 for 
the constraint factor χ, through the relationship  

  
(EQ 14) 

where σ0 is the bulk flow stress of the binder in the absence of any constraint and σeff is the flow stress of the binder in 
situ in the microstructure. The constant k is defined as the maximum shear factor, which is taken as 0.577, and d and h are 
respectively the width of the rigid platen and the thickness of the ductile layer. In the case of cermets, as a first 
approximation, d and h can be considered to represent the mean WC particle diameter and the thickness of the cobalt 
binder, respectively. An increase in cobalt binder thickness and a decrease in WC particle size would therefore increase 
the constraint for deformation and hence the fracture toughness. Figure 25 compares experimental data with the 
theoretically calculated fracture toughness levels using Eq 13 and 14. The good correlation suggests that Eq 13 and 14 
capture the effects of important microstructural parameters on the fracture toughness of cermets and can be used in the 
design of cermet composition and microstructure. 



 

FIG. 23 MECHANISMS OF CRACK GROWTH AND FRACTURE IN WC-CO CERMETS 

 

FIG. 24 THE EFFECT OF DUCTILE COBALT VOLUME FRACTION AND WC PARTICLE SIZE ON THE FRACTURE 
TOUGHNESS OF CERMETS. 



 

FIG. 25 THE CORRELATION BETWEEN THE MEASURED AND CALCULATED FRACTURE TOUGHNESS LEVELS OF 
WC-CO CERMETS HAVING VARYING SIZES AND VOLUME FRACTIONS OF WC AND COBALT 

Metal-Matrix Composites. Light metals such as aluminum and magnesium are reinforced with particulates and 
whiskers based on SiC, Al2O3, TiC, and so on to increase the stiffness and high-temperature strength. These composites 
are made by dispersing reinforcements in liquid metal and casting or by mixing with metal powder and hot pressing. In 
general, the size and spacing of particles, the strength of the interface between the particles, and the aspect ratio of the 
whiskers influence the strength and fracture toughness of composites. Figure 26 illustrates the fracture toughness levels of 
aluminum alloys reinforced with second-phase particles, showing a decrease in fracture toughness at large particle 
volume fractions. 



 

FIG. 26 THE EFFECT OF DISPERSOIDS ON THE FRACTURE TOUGHNESS OF ALUMINUM-BASE METAL-MATRIX 
COMPOSITES 

The fracture toughness of metal-matrix composites can be estimated approximately from:  

  (EQ 15) 

where εf is the fracture strain of the ligament between the crack tip and the closest particle and l* is the size of the process 
zone at the crack tip, usually taken as interparticle spacing. From this equation, it is clear that decreasing the interparticle 
spacing by increasing the volume fraction of dispersions reduces the fracture toughness of composites. 

Figure 26 shows two composites, 6061 Al-Mg-Si alloy reinforced with various amounts of SiC particles and a rapidly 
solidified Al-Fe-V-Si alloy containing intermetallic particles. The trend is similar for both materials. There are two 
mechanisms by which reinforcements can affect fracture toughness. First, plastic flow localization at the interface and 
interface decohesion can significantly reduce the extent of void growth before ultimate failure, thus reducing fracture 
toughness. This is the case for the particulate composites. Alternatively, crack-tip blunting and crack path deviation 
around whiskers can increase fracture toughness by increasing the energy required for crack extension. However, for this 
to occur, the matrix-whisker interface must be strong. In reality, the interface is weaker due to reaction between the 
matrix and the whiskers during processing and the presence of oxides on the surfaces of whiskers. This effect is illustrated 
in Fig. 27, which shows that both orientations (whiskers oriented normal or parallel to crack plane) lead to a decrease in 
fracture toughness due to interface fracture. Figure 28 shows the crack path and whiskers are oriented differently with 
respect to the crack propagation direction in fracture toughness tests. The decrease in fracture toughness in the latter 
orientation is higher, due to increased weak interface area. 



 

FIG. 27 THE EFFECT OF ORIENTATION AND WHISKER VOLUME FRACTION ON THE FRACTURE TOUGHNESS OF 
COMPOSITES BASED ON 7075 ALUMINUM ALLOY. 

 

FIG. 28 EFFECT OF WHISKER ORIENTATION ON CRACK PATH AND FRACTURE IN FRACTURE TOUGHNESS 
TESTS OF 7075 + SIC-WHISKER COMPOSITES 
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Introduction 

FRACTURE TOUGHNESS is defined as a "generic term for measures of resistance to extension of a crack" (Ref 1). The 
term fracture toughness is usually associated with the fracture mechanics methods that deal with the effect of defects on 
the load-bearing capacity of structural components. Fracture toughness is an empirical material property that is 
determined by one or more of a number of standard fracture toughness test methods. In the United States, the standard test 
methods for fracture toughness testing are developed by the American Society for Testing and Materials (ASTM). These 
standards are developed by volunteer committees and are subjected to consensus balloting. This means that all objecting 
points of view to any part of the standard must be accounted for. Other industrial countries have equivalent standards 
writing organizations that develop fracture toughness test standards. In addition, international bodies such as the 
International Organisation for Standardisation (ISO) develop fracture toughness test standards that have an influence on 
products intended for the intentional market. In this review of fracture toughness testing, the ASTM approach will be 
emphasized to give the article a consistent point of view. 

The standard fracture toughness test methods have been written mostly with metals in mind. Toughness testing of 
nonmetals is also an important consideration. For many nonmetals, the equivalent standard for metals is adapted with 
some possible modification. Fracture toughness test methods that are written specifically for a particular nonmetal are 
mostly in preparation. Therefore, this review emphasizes those standards written for metals without intending to make 
them apply exclusively to metals. 

General Fracture Toughness Behavior. As a general background before discussing the details of fracture toughness 
testing and analysis, fracture toughness behavior and the parameters used to describe it are discussed. Fracture toughness 
is defined as resistance to the propagation of a crack. This propagation is often thought to be unstable, resulting in a 
complete separation of the component into two or more pieces. Actually, the fracture event can be stable or unstable. 
With unstable crack extension, often associated with a brittle fracture event, the fracture occurs at a well-defined point 
and the fracture characterization can be given by a single value of the fracture parameter. With stable fracture, often 
associated with a ductile fracture process, the fracture is an ongoing process that cannot be readily described by a point 
(Ref 2). This fracture process is characterized by a crack growth resistance curve or R curve. This is a plot of a fracture 
parameter versus the ductile crack extension, ∆a. An example K-based R curve is shown in Fig. 1. Sometimes a single 
point is chosen on the R curve to describe the entire process; this is mostly done for convenience and does not give a 
complete quantitative description of the fracture process. 



 

FIG. 1 SCHEMATIC OF K-BASED CRACK RESISTANCE (R) CURVE WITH DEFINITION KIC 

Whether the fracture is ductile or brittle does not directly influence the deformation process that a component or specimen 
might undergo during the measurement of toughness (Ref 2). The deformation process is generally described as being 
linear-elastic or nonlinear. This determines which parameter is used in the fracture toughness test characterization. All 
loading begins as linear-elastic. For this, the primary fracture parameter is the well-known crack tip intensity factor, K, 
originally defined by Irwin (Ref 3) and described elsewhere in this Volume. If the toughness is relatively high, the loading 
may progress from linear-elastic to nonlinear during the toughness measurement and a nonlinear parameter is needed. The 
nonlinear parameters that are most often used in toughness testing are the J-integral (Ref 4), labeled J, and the crack tip 
opening displacement (CTOD), labeled δ (Ref 5). Because all loading starts as linear-elastic, the nonlinear parameters are 
all written as a sum of a linear component incorporating K and a nonlinear component. This is illustrated with the 
individual descriptions of the various methods in this article. 

Test Methods Covered. The test methods covered include linear-elastic and nonlinear loading, slow and rapid loading, 
crack initiation, and crack arrest. The development of the test methods followed a chronological pattern; that is, a standard 
was written for a particular technology soon after that technology was developed. Standards written in this matter tend to 
become exclusive to a particular procedure or parameter. Because most fracture toughness tests use the same specimens 
and procedures, this exclusive nature of each new standard did not allow much flexibility in the determination of a 
toughness value. The newer approach is to write standards to encompass all parameters and measures of toughness into a 
single test procedure. This approach is labeled the common method approach and is being developed by ASTM as well as 
by many standards organizations in other countries. The standards for fracture toughness testing are periodically revised, 
and several new ones are often in development. New methods under development are briefly discussed at the end of this 
article, and Volume 3.01 of the ASTM Annual Book of Standards should be consulted for the current version of the tests 
mentioned in this article. 

The fracture toughness test is generally conducted on a test specimen containing a preexisting defect; usually the defect is 
a sharp crack introduced by fatigue loading and called the precrack. The test is conducted on a machine that loads the 
specimen at a prescribed rate. Measurements of load and a displacement value are taken during the test. The data resulting 
from this are subjected to an analysis procedure to evaluate the desired toughness parameters. These toughness results are 
then subjected to qualification procedures (or validity criteria) to see if they meet the conditions for which the toughness 
parameters are accepted. Values meeting these qualification conditions are labeled as acceptable standard measures of 



fracture toughness. The standard fracture toughness test then has these ingredients: test specimens, types, and preparation; 
loading and instrumentation requirements; measurements taken; data analysis; and qualification of results. The following 
sections then discuss the various standard fracture toughness test methods following this format. The fracture toughness 
test methods written as ASTM standards follow a prescribed format. It is not always easy to determine the step-by-step 
procedure required to conduct the test from the standard. The sections below, which describe the various methods, follow 
a format of a step-by-step procedure rather than the format of the actual standards. The application of the fracture 
toughness result to the evaluation of structural components containing defects is not explicitly covered in the ASTM 
standard test methods. Nor is it covered in this article. The description of the fracture toughness test methods follow a 
somewhat chronological outline, beginning with the methods that use the linear-elastic parameter K. After this, the 
methods that use the nonlinear parameters J and δ are discussed. Finally, the methods in development that should be 
completed and in the standards books before the end of the century are also discussed. 
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Linear-Elastic Fracture Toughness Testing 

Fracture mechanics and fracture toughness testing began with a strictly linear-elastic methodology using the crack-tip 
stress-intensity factor, K. Later, nonlinear parameters were developed. However, the first test methods developed used the 
linear-elastic parameters and were based on K. These methods are described first in this article. 

Plane-Strain Fracture Toughness (KIc) Test (ASTM E 399). The first fracture toughness test that was written as a 
standard was the KIc test method, ASTM E 399. This test measures fracture toughness that develops under predominantly 
linear-elastic loading with the crack-tip region subjected to near-plane-strain constraint conditions through the thickness. 
The test was developed for essentially ductile fracture conditions, but can also be used for brittle fracture. As a ductile 
fracture test, a single point to define the fracture toughness is desired. To accomplish this, a point where the ductile crack 
extension equals 2% of the original crack length is identified. This criterion is illustrated schematically with a K-R curve 
in Fig. 1. This criterion gives a somewhat size-dependent measurement, and so validity criteria are chosen to minimize the 
size effects as well as restrict the loading to essentially linear-elastic regime. The various elements of the KIc test are 
discussed in a little more detail than are some of the other tests for fracture toughness measurement. In this way, it can 
serve as a model for the other discussions. The details of this test can be found in Ref 6. 

Test Specimen Selection. The first element of the test is the selection of a test specimen. Five different specimen 
geometries are allowed. These are the single edge-notched bend specimen, SE(B), compact specimen, C(T), arc-shape 
tension specimen, A(T), disk-shape compact specimen, DC(T), and the arc-shape bend specimen, A(B). Many of these 
specimen geometries are used in the other standards as well. They are shown schematically here in Fig. 2(a) through (e). 
The acronyms are standard ASTM nomenclature given in Ref 1. The bend and compact specimens (Fig. 2a and b, 
respectively) are traditional fracture toughness specimens used in nearly every fracture toughness test method. The other 



three are special geometries that represent special component structural forms. Therefore, most fracture toughness tests 
are conducted with either the edge-notched bend or compact specimens. The choice between the bend and compact 
specimen is based on:  

• THE AMOUNT OF MATERIAL AVAILABLE (THE BEND TAKES MORE)  
• MACHINING CAPABILITIES (THE COMPACT HAS MORE DETAIL AND COSTS MORE TO 

MACHINE)  
• THE LOADING EQUIPMENT AVAILABLE FOR TESTING (DISCUSSED NEXT)  

All of the specimens for the KIc test must be precracked in fatigue before testing. Refer to the standard, E 399 (Ref 6), for 
details on precracking. 



 

FIG. 2 SPECIMENS TYPES USED IN THE KIC TEST (ASTM E 399). (A) SINGLE EDGE-NOTCHED BEND, SE(B). (B) 
COMPACT SPECIMEN, C(T). (C) ARC-SHAPE TENSION SPECIMEN, A(T). (D) DISK-SHAPE COMPACT SPECIMEN, 
DC(T). (E) ARC-SHAPED BEND SPECIMEN, A(B) 

The choice of the specimen also requires a choice of the size. Because the validity criteria depend on the size of the 
specimen, it is important to select a sufficient specimen size before conducting the test. However, the validity criteria 
cannot be evaluated until the test is completed; therefore, choosing the correct size is a guess that may turn out to be 
wrong. There are guidelines (Ref 6) for choosing a correct size, but no guarantee that the chosen size will pass the validity 
requirement. The test specimens must also be chosen so that the proper material is sampled. This means that the location 
in the material source and the orientation of the sample must be correct and accounted for. The ASTM standards have a 



letter system to specify orientation (Ref 1). As the specimens are being prepared, requirements for tolerances on such 
things as locations of surfaces, size and location of the notch and pin holes, and surface finishes must be followed. 

Loading Machines and Instrumentation. The next step in the test procedure is the choice of a loading machine and 
the preparation of loading fixtures and instrumentation for recording the test data. Most tests are conducted on either 
closed-loop servo-hydraulic machines or a constant-rate crosshead drive machine. The first allows load, displacement, or 
other transducer control, but is more expensive. It is preferred for precracking, which is usually done at a constant load 
range so load control is desired. The second type of loading machine is less expensive and may give more stability, but 
allows only crosshead control. Because this is required in most of the fracture toughness tests, this type of machine is 
quite satisfactory for the actual fracture toughness testing but is not so good for precracking. 

Loading fixtures must be designed for the test. Two types can be used; choice of loading fixture depends on the test 
specimen chosen. The bend specimens SE(B) and A(B) use a bend fixture. The tension specimens C(T), DC(T), and A(T) 
require a pin-and-clevis loading. These two types of fixtures are illustrated in Fig. 3(a) and 3(b). Note in Fig. 3(a) that the 
bend loading is three point; this is the case for all bend-loaded specimens. Also note in Fig. 3(b) that the clevis has a 
loading flat at the bottom of the pin hole. This allows free rotation of the specimen arms during the test and is essential for 
getting good results. 



 

FIG. 3 TEST FIXTURES FOR THE KIC TEST SPECIMENS. (A) FIXTURES FOR THE BEND TEST. (B) CLEVISES FOR 



THE COMPACT SPECIMEN 

For the KIc test, a continuous measurement of load and displacement is required during the test. The load is measured by a 
load cell, which should be on all loading machines. The measurement of displacement is usually done with a strain-gaged 
clip gage that is positioned over the mouth of the crack in the specimen. An example of a clip gage is shown in Fig. 4. 
Figure 3(a) shows the bend specimen with a clip gage in place. The standards give guidelines for the working 
requirements of the load and displacement gages used in the tests. 

 

FIG. 4 AN EXAMPLE CLIP GAGE FOR DISPLACEMENT MEASUREMENT (ALL DIMENSIONS IN MM) 

The loading of the specimen is done at a prescribed rate. It must be done fast enough so that any environmental or 
temperature interactions are not a problem. On the other hand, it must be done slowly enough so that it is not considered a 
dynamically loaded test. For the KIc test, the load must be applied at a rate so that the increase in K is given by the range 



0.55 to 2.75 MPa m s . The loading is done in displacement control, which usually means test machine crosshead 
control. During the loading, the load and displacement are measured continuously. This can be done autographically or 
digitally. 

Test Data and Analysis. The load-and-displacement record provides the basic data of the test. The data are then 
analyzed to determine a provisional KIc value labeled KQ. This provisional value is determined from a provisional load, 
PQ, and the crack length. The PQ value is determined with a secant slope on the load-and-displacement record (Fig. 5). 
The PQ value is determined by drawing the original loading slope of the load-versus-displacement record. A slope of 5% 
less than the original slope is then drawn from the origin. For a monotonically increasing load, the PQ is taken where the 
5% secant intersects the load-versus-displacement curve; this is illustrated as type I in Fig. 5. For other records in which 
an instability or other maximum load is reached before the 5% secant, the maximum load reached up to and including the 
possible intersection of the 5% secant is the PQ. Type II illustrated in Fig. 5 is an example of one of the other types of 
load-versus-displacement records. The 5% secant corresponds to about 2% ductile crack extension; this may be physical 
crack extension or effective crack extension related to plastic zone development. Unstable failure before reaching the 5% 
offset also marks a measurement point for PQ at the maximum load reached at the point of instability. 

 

FIG. 5 TYPICAL LOAD-VERSUS-DISPLACEMENT RECORD FOR THE KIC TEST, TWO TYPES 

The PQ value is used to determine the corresponding KQ value. This is calculated from the equation:  

K = P F(A/W)/B   (EQ 1) 

where P is load, B and W are specimen thickness and width, and f(a/W) is a calibration function that depends on the ratio 
of crack length to specimen width, a/W, and is given in the standard. For the calculation of K, a crack length value, a, is 
required. This comes from a physical measurement on the fracture surface of a broken specimen half. The specimen must 
be fractured into halves if it is not already that way from the test. The crack length is measured to the tip of the precrack 
using an averaging formula in the test standard. This value of crack length normalized with width, W, is used in the 
calibration function f(a/W) to determine the KQ value. 

The KQ is provisional K value that may be the KIc if it passes the validity requirements. The two major validity 
requirements are to ensure that crack resistance does not increase significantly with crack growth and that linear-elastic 
loading and plane-strain thickness are achieved. The first of these two requirements is quantified as:  



  
(EQ 2) 

which limits the R-curve behavior to an essentially flat trend and ensures some physical crack extension. The second 
requirement is:  

  
(EQ 3) 

which guarantees linear-elastic loading and plane-strain thickness. Pmax is the maximum value of load reached during the 
test. An example of Pmax is shown in Fig. 5; σys is the 0.2% offset yield strength. Values of KQ that pass these validity 
requirements are labeled as valid KIc and are reported as such in a standard prescribed reporting of test results. 

Fatigue precracking should be done in accordance with ASTM E 399. The K level used for precracking each specimen 
should not exceed about two-thirds of the intended starting K-value for a given environmental exposure. This prevents 
fatigue damage or residual compressive stress at the crack tip, which may alter the fracture toughness behavior, 
particularly when testing at a K-level near the KQ value for the specimen. 

Chevron notches are sometimes used to facilitate starting such mechanical precracks (see the Appendix at the end of this 
article). These modifications also may be necessary to control fatigue precracking of some materials. 

Rapid-Load KIc(t). A value of fracture toughness labeled KIc(t) can be determined for a rapid-load test. Details of this 
method are given in a special annex to the method E 399 (Ref 6). For the static loading rate KIc value, the maximum 
loading rate is defined as 2.75 MPa m s . Anything faster than that is labeled as a rapid-load fracture toughness. The 
specimen apparatus and procedure are much the same as for the regular KIc test. Special instructions are given to ensure 
that the instrumentation can handle the rapidly changing signals. The interpretation of results must be based on a dynamic 
value of the yield stress, σYD. An equation for σYD is given in the Annex to E 399. Results are reported as KIc(t), where the 
loading time of the test is written in parentheses after the measured toughness value. 

K-R Curve (ASTM E 561). Ductile fracture toughness behavior is measured by a crack growth resistance curve or "R-
curve," which is defined as "a plot of crack-extension resistance as a function of slow-stable crack extension" (Ref 1). 
Although many ductile fracture processes can be measured as a single point, such as with KIc, the R-curve is a more 
complete description of the fracture toughness. When the R-curve increases significantly, a single-point measurement is 
even less descriptive of the actual fracture toughness. Steeply rising R-curves occur in many metallic materials but 
especially in thin plate or sheet materials. The steeply rising R-curve makes the single-point definition more size- and 
geometry-dependent and does not lend to structural evaluation. 

The K-R curve is a good method for fracture toughness characterization in cases where the R curve is steeply rising but 
the fracture behavior occurs under predominantly linear-elastic loading conditions. The K-R curve procedure is given by 
ASTM E 561 (Ref 7). The objective of the method is to develop a plot of K, the resistance parameter, versus effective 
crack extension, ∆ae. The method allows three different test specimens, the compact, C(T), the center-cracked tension 
panel, M(T), and the crack-line-wedge-loaded specimen, C(W). The compact specimen is shown in Fig. 2(b). The center-
cracked tension panel and the crack-line-wedge-loaded specimens are shown in Fig. 6(a) and 6(b), respectively. The first 
two specimens use a conventional loading machine with fixtures that are specified in the test method. The C(W) specimen 
is wedge loaded to provide a stiff, displacement-controlled loading system (Fig. 6b). This can prevent rapid, unstable 
failure of the specimen under conditions where the R curve toughness is low so that the R curve can be measured to larger 
values of ∆ae. All specimens must be precracked in fatigue. 



 

FIG. 6 (A) CENTER-CRACKED TENSION SPECIMEN, M(T). (B) CRACK-LINE-WEDGE-LOADED COMPACT 
SPECIMEN, C(W), IN LOADING FIXTURE. 

The instrumentation required on the specimens is similar to that for the KIc test, except for the case of the C(W) specimen. 
The basic test result is a plot of load versus a displacement measured across the specimen mouth. From this, an effective 
crack length is determined from secant offset slopes to the load-versus-displacement record (Fig. 7). An effective crack 
extension is the difference between the original and effective crack lengths. Effective crack length is determined from the 
slope of the secant offset using the appropriate compliance function, which relates this slope to crack length. The K is 
determined as a function of the load and corresponding effective crack length. This is given by:  



K = P F(AE/W)/B   (EQ 4) 

The resulting plot of K versus effective crack length is the desired K-R curve fracture toughness. The result is subjected to 
a validity requirement that limits the amount of plasticity. For the C(T) and C(W) specimens  

B = (W - A) ･(4/ ) (KMAX/ YS)2  (EQ 5) 

where b is the uncracked ligament length, σys is the 0.2% offset yield strength, and Kmax is the maximum level of K 
reached in the test. For the M(T) specimen the net section stress based on the physical crack size must be less than the 
yield strength. 

 

FIG. 7 SECANT OFFSET MEASUREMENT OF EFFECTIVE CRACK LENGTH. 

For the C(W) specimen, a load is not measured. The data collected are a series of displacement values taken at two 
different points along the crack line, one near the crack mouth and one nearer the crack tip. From the two different 
displacement values, an effective crack length can be determined from the ratio of the two displacement values and from 
calibration values given in a table in E 561. From the crack length and displacement a K value can be determined and the 
K-R curve constructed. The toughness result is then a curve of K versus ∆ae, somewhat similar to the one in Fig. 1. 

Crack Arrest, KIa (ASTM 1221). This procedure allows a toughness value to be determined based on the arrest of a 
rapidly growing crack, which may be lower than the initiation value. The specimen and procedure are somewhat different 
from the previously discussed toughness test methods that determine initiation toughness values only. The specimen for 
crack arrest testing is called the compact-crack-arrest compact specimen (Fig. 8). It is similar to the crack-line-wedge-
loaded specimen, C(W), of the K-R curve method and requires wedge loading in order to provide a very stiff loading 
system to arrest the crack. The notch preparation is different from the other standards in that the specimen has a notch 
with no precrack. Generally, a brittle weld bead is placed at the notch tip to start the running crack, although other 
methods are allowed. The running crack advances rapidly into the test material and must be arrested by the test material to 
produce a KIa result. The only instrumentation on the specimen is a displacement gage. A load cell is placed on the 
loading wedge, but it does measure the load on the specimen. The displacements at the beginning of the unstable crack 
extension and at the crack arrest position are measured and converted to K values. To eliminate effects of nonlinear 
deformation, which cannot be directly measured with only a displacement gage, a series of loads and unloads are 
conducted on the specimen until the unstable cracking occurs. When the specimen is unloaded, the crack tip can be 
marked by a procedure called "heat tinting." Heat tinting consists of marking the physical crack extension by heating the 



specimen until oxidation occurs on the crack. The specimen is then broken open, and the crack extension measured on the 
fracture surface. 

 

FIG. 8 CRACK-LINE-WEDGE-LOADED COMPACT-CRACK-ARREST SPECIMEN 

The value of KIa is determined from a displacement value and the crack length at the arrest point. Validity is determined 
from the size criterion:  

W - A ･1.25 (K/ YD)2  (EQ 6) 

where σYD is a dynamic yield strength. To complete a successful KIa test, careful attention must be paid to the instruction 
in E 1221 (Ref 8). 

 
References cited in this section 

1. "STANDARD TERMINOLOGY RELATING TO FRACTURE TESTING," E 616, ANNUAL BOOK OF 
ASTM STANDARDS, VOL 03.01, ASTM 

6. "STANDARD METHOD FOR PLANE-STRAIN FRACTURE TOUGHNESS OF METALLIC 
MATERIALS," E 399, ANNUAL BOOK OF ASTM STANDARDS, VOL 03.01, ASTM 

7. "STANDARD PRACTICE FOR R-CURVE DETERMINATIONS," E561, ANNUAL BOOK OF ASTM 
STANDARDS, VOL 03.01, ASTM 

8. "STANDARD METHOD FOR DETERMINING PLANE-STRAIN CRACK ARREST TOUGHNESS, KIA, 
OF FERRITIC STEELS," E 1221, ANNUAL BOOK OF ASTM STANDARDS, VOL 03.01, ASTM 

 

 

 



Fracture Toughness Testing 

John D. Landes, University of Tennessee, Knoxville 

 

Nonlinear Fracture Toughness Testing 

Linear-elastic parameters are used to measure fracture toughness for relatively low toughness materials that fracture under 
or near the linear loading portion of the test. For many materials used in structures it is desirable to have high toughness, a 
value at least high enough so that the structure would not reach fracture toughness before significant yielding occurs. For 
these materials, it is necessary to use the nonlinear fracture parameters to measure fracture toughness properties. The two 
leading nonlinear fracture parameters are J and δ. For high toughness materials, fracture is often by a ductile mechanism, 
but this is not necessarily the case for all materials. 

JIc Testing (ASTM E 813). One of the first tests developed using the J parameter is the JIc test per ASTM E 813 (Ref 9). 
In this test, an R curve is developed using J versus ∆a pairs and a point near the beginning of the R curve is defined as JIc 
"a value of J near the onset of stable crack extension" (Ref 9). The specimens for the JIc test are the bend SE(B) and 
compact C(T). These specimens are similar to the ones used for KIc testing in Fig. 2(a) and 2(b); however, the compact 
specimen for J testing has a cutout on the front face so that a displacement gage can be mounted directly on the load line; 
that is, in the line of the applied loads (Fig. 9). The loading fixtures required are the bend fixture for the bend (Fig. 3a) 
and the pin-and-clevis for the compact (Fig. 3b). Again, a clevis with a loading flat at the bottom of the pin hole in the 
clevis is essential to get free rotation of the specimen. The instrumentation required is the load cell and a displacement 
measuring clip gage. If the electrical potential system is used additional instrumentation is required. The clip gage for the 
JIc test requires more resolution than that for the KIc test if a single specimen test method is used. For the bend specimen, a 
loadline clip gage is needed to measure J. Additionally, a second clip gage can be used over the crack mouth if a single 
specimen method is used. 

 

FIG. 9 JIC COMPACT SPECIMEN WITH LOADING CUTOUT 

JIc Test Procedures. The basic output of the test is a plot of J versus physical crack extension (∆a). (Unlike the K-R 
curve method, which uses effective crack extension, the JIc test uses physical crack extension.) To obtain the required J 
versus ∆a data measurements of load, displacement and physical crack length are required during the test. There are two 
techniques used to develop these data. The first is the multiple-specimen test method, in which each specimen develops a 
single value of J and ∆a but no special crack monitoring equipment is needed during the test. Crack extension is measured 
on the fracture surface at the conclusion of the test. However, for this technique a number of specimens are required to 
develop the plot of J versus ∆a values needed for the result. The other method is the single specimen test from which all 
the J versus ∆a values are developed from one test. To accomplish this, a method of crack length monitoring is needed 



during the test. The primary method for crack length monitoring during the test is called the elastic unloading compliance 
method, in which crack length is measured from an elastic slope. The measurement of the elastic slope requires only a 
clip gage that measures displacement. The compact specimen uses the gage mounted on the load line. The bend specimen 
could use two gages: one on the loadline to measure J and one over the crack mouth to measure slope. The second single-
specimen method is the electrical potential crack monitoring system, in which the electrical resistivity of the specimen is 
measured and correlated with crack length during the test. This is a secondary method to measure crack length and is not 
described in detail in the E 813. It requires some additional expertise on the part of the tester to use. 

The test procedure depends on the method of crack length monitoring. For the multiple-specimen test, five or more 
specimens are loaded to prescribed displacement values that are thought to give some physical crack extension but not 
complete separation of the specimen. This results in a number of individual load-versus-displacement records, as shown 
in Fig. 10. When the prescribed displacement is reached, the specimen is unloaded and the crack tip is marked by heat 
tinting. 

 

FIG. 10 LOAD VERSUS DISPLACEMENT FOR MULTIPLE-SPECIMEN TESTS 

The single-specimen method using elastic compliance is initially loaded in the same way; however, during the test partial 
unloadings are taken to develop elastic slopes from which crack length can be evaluated using compliance relationships 
(Fig. 11). The compliance relationships are given in E 813 (Ref 9). For the electrical potential method, the load, 
displacement, and potential change are measured simultaneously. Potential changes are related to crack length through 
either an analytical or empirical correlation. 

 



FIG. 11 LOAD VERSUS DISPLACEMENT WITH UNLOADING SLOPES 

Data Evaluation. From these test results, J is evaluated from the load-versus-loadline displacement record. The J is 
calculated from a linear combination of an elastic term and a plastic term given as:  

  
(EQ 7) 

where K is the stress-intensity factor, E is elastic modulus, v is Poisson's ratio, P is load,vpl is plastic displacement, B is 
specimen thickness, b is specimen uncracked ligament (W - a, where W is specimen width) and ηpl is a coefficient that has 
values of ηpl = 2 for the SE(B) specimen of Fig. 2(a) and ηpl = 2 + 0.522b/W for the compact specimen of Fig. 9. Equation 
7 is the basic J formula for the case of a nongrowing crack. It is based on a K equivalence for the elastic component of J 
and an area term for the plastic component of J. Alternate J formulas are given in E 813 (Ref 9) for the growing crack. 

The crack length is used to determine ∆a = a - ao, where ao is the original crack length at the beginning of the test. For the 
multiple specimen method, all ∆a values are determined from measurements taken from the broken surface of the test 
specimen. For some metals, heat tinting does not oxidize the crack surfaces and another method of marking the crack 
extension, for example post-test fatiguing, can be used. The specimen is broken in two after the heat-tint procedure, 
usually at a low temperature to induce brittle fracture for easy reading of the ductile crack extension and to otherwise 
minimize plastic deformation during this procedure. Crack lengths ao and af, original and final, are measured on the 
fracture surface. A nine-point measurement and averaging method is used because the crack front is usually not straight 
and regular. This procedure is described in E 813 (Ref 9). For the single-specimen methods for which crack length 
monitoring systems are used, the crack length is evaluated at prescribed points during the test. For example, in the elastic 
unloading compliance method, a crack length can be determined at each unload. Typically, about 15 of 30 data pairs, P, v, 
and a are evaluated for each test. For single-specimen tests, a physical measurement of the final crack length is made at 
the end of the test using the same procedure that is followed for the multiple-specimen test, so that this value can be used 
to compare with the final crack length evaluated by the crack monitoring system. 

The J versus ∆a results form a part of the J-R curve and are the basic data of the JIc method. The objective is to get J 
versus ∆a values in a certain restricted range. These data are then subjected to a prescribed evaluation scheme to choose a 
point on the J-R curve that is near the initiation of stable cracking. The method for developing the JIc is somewhat 
complicated, and the details are given in E 813 (Ref 9). Basically, the J versus ∆a pairs are evaluated to see which fall in a 
prescribed range. The pairs falling in the correct range are fitted with a power-law equation:  

J = C1   
(EQ 8) 

where C1 and C2 are constants. A construction line is drawn, and the intersection of this with the fitted line, Eq 8, is the 
evaluation point for a candidate JIc value. This candidate value is labeled JQ. A schematic of the process of JIc evaluation 
is shown in Fig. 12. 



 

FIG. 12 JIC EVALUATION SCHEME 

The candidate JQ value is subjected to qualification criteria to see if it comprises an acceptable value. The basic one is to 
guarantee a sufficient specimen size:  

B, B ･25(JQ/ Y)  (EQ 9) 

where σY is an effective yield strength and  

Y = ( YS + UTS)/2  (EQ 10) 

where σys and σuts are the yield strength and ultimate tensile strength, respectively. 

If the qualification requirements are met, the JQ is JIc and the results are reported following the prescribed format in E 813 
(Ref 9). 

J-R Curve Evaluation (ASTM E 1152). A more complete evaluation of fracture toughness for ductile fracture based on 
J is the J-R curve procedure in ASTM E 1152 (Ref 10). This standard uses the same specimens, instrumentation, and test 
procedures as the JIc test. The J-R curve test cannot be conducted with the multiple-specimen test procedure; it must use a 
single-specimen procedure. The purpose of the J-R curve is to develop points of J versus ∆a; these comprise the fracture 
toughness value, a single value of J is not required. The single-specimen methods are again the elastic unloading 
compliance method and the electrical potential method. Qualification criteria are given in the E 1152 (Ref 10). The JIc and 
J-R curve methods are very similar, hence a combined J standard is being prepared. 

Crack Tip Opening Displacement (CTOD) (ASTM E 1290). The crack tip opening displacement method of fracture 
toughness measurement was the first one that used a nonlinear fracture parameter to evaluate toughness (Ref 5). The first 



CTOD standard was written by the British Standards Institution (Ref 11). Subsequently, ASTM E 1290 was written as the 
U.S. version of this test method (Ref 12). The basic idea of the test method is to evaluate a fracture toughness point for 
brittle fracture or to evaluate a safe point for the case of ductile fracture. The primary measurements of toughness are at 
unstable fracture before significant ductile crack extension, labeled δc, unstable fracture after significant crack extension, 
δu, or the point of maximum load in the test, δm. The method originally had a point near the beginning of stable crack 
extension, δi, that was measured as a point on an R curve in a similar manner to JIc. This point was subsequently removed 
from the test method. 

The CTOD standard uses the same bend and compact specimens that are used in the JIc test; thus the same loading 
fixtures are used. The method requires measurement of load and displacement during the test. The formulas for 
δcalculation use a combination of an elastic and a plastic component for δ:  

= K2 (1 - V2)/2 YSE 
+ RP (W - AO)VP/[RP(W - A) + AO +Z]  

(EQ 11) 

In this equation, the elastic component of δ is based on an equivalent K and the plastic component is based on a rigid 
plastic rotation of the specimen about a neutral stress point at rp (W - ao) from the crack tip. In Eq 11, v is Poisson's ratio, 
σys is the yield strength, rp is a rotation factor, vp is a plastic component of displacement, W - ao is the uncracked ligament 
length, and z is the position of the clip gage from the crack measurement position. 

For many years the CTOD test was the only one that measured toughness for a brittle, unstable fracture event using a 
nonlinear fracture parameter. In addition, the method allows the measurement of toughness after a "popin," which is 
described as a discontinuity in the load-versus-displacement record usually caused by a sudden, unstable advance of the 
crack that is subsequently arrested. 
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Test Methods in Preparation 

The development of standard fracture toughness test methods is not completed. By the end of 1995, four new test methods 
were being prepared for fracture toughness testing. They are:  

• THE COMBINED J STANDARD  
• THE COMMON TEST METHOD  
• THE TRANSITION FRACTURE TOUGHNESS STANDARD  



• THE STANDARD FOR TESTING OF WELDMENTS  

Because these methods will likely become test standards in the next few years, it is important to describe them briefly 
here as a likely reference in the future. 

Combined J Standard (E1737-96). Because the JIc and J-R curve test standards are very similar in many respects, 
they are in the process of being combined into a single test standard for the ASTM standard books as ASTM E1737-96. 
The combined J standard will allow the measurement of both the J-R curve and the JIc point. Whereas the traditional J-
based standards only allowed measurements of fracture toughness for ductile fracture (where stable cracking occurs with 
no unstable cracking and an R curve is used to measure toughness), the combined standard will have a single-point 
evaluation of unstable, brittle fracture based on J. The specimens and procedures for brittle fracture are the same as for 
the JIc and J-R curve tests; however, the test would end with sudden unstable crack advance. The parameter J is evaluated 
at the point of unstable cracking and labeled Jc if the unstable fracture is before significant stable cracking occurred and 
labeled Ju if it is after significant stable cracking. 

The combined J test will use the same techniques as E 813 and E 1152. The single-specimen elastic unloading 
compliance method is the standard procedure. Electrical potential measurement of crack advance is allowed, and a 
detailed description of the technique is given in the standard. In addition, the multiple-specimen method is allowed, but 
only for measurement of a JIc point. 

An additional feature of the new combined J standard is an initialization procedure to ensure that the initial portion of the 
J-R curve is aligned properly with the initial measured crack length. The E 813 method of JIc measurement did not 
specifically align the initial portion of the curve and could give artificially raised or lowered values of JIc reflecting the 
offset in the initial J-R curve alignment. 

Common Fracture Toughness Test Method (E1820-96). The most universal of the test methods for fracture 
toughness will be the common test method approach. This allows a measurement of fracture toughness using the linear-
elastic parameter, K, or the nonlinear parameters J or δ, whichever is appropriate to the result of the test. The idea of the 
method is that most of the fracture toughness tests use the same specimens, instrumentation, and test procedures. The 
exclusive nature of each test method described above was derived from the historical development of the fracture 
mechanics methodology. However, the way individual methods are written gives a good chance that a test can give an 
invalid or unqualified result with no way to use the analysis procedure of another test method to try to obtain an 
acceptable result. The common method approach is designed so that nearly every test can deliver some acceptable 
measurement of fracture toughness. 

The common method will use the same specimens and loading fixtures as KIc, but will allow measurement of toughness 
for both brittle and ductile fracture mechanisms. The method allows the option of a single-specimen or a multiple-
specimen procedure when crack extension must be measured for the development of an R curve. The common test 
method concept of combining all measurements of fracture toughness into a single standard rather than having many 
specialized standards has become popular around the world, and most of the standards writing organizations have either 
recently developed a version of the common test standard or are in the process of developing one. The ASTM common 
method for fracture toughness testing is in preparation as ASTM E1820-96. 

Transition Fracture Toughness Testing (1997-1998). The transition fracture toughness has long been a problem 
area for fracture toughness testing. The transition fracture behavior is usually brittle, sometimes after an initial period of 
ductile crack extension. The toughness values show extensive scatter and size dependency that cause difficulty in the 
characterization of toughness for the evaluation of structures. The scatter and size dependency has been attributed to 
statistical influences and constraint differences (Ref 13). The characterization of toughness relies mainly on the statistical 
handling of the data. The test method in preparation concentrates mainly on these aspects. The specimens, fixtures, 
instrumentation, test procedures, and calculation of toughness parameters will follow existing standards. The evaluation 
of the statistical aspects are handled with a Weibull statistical distribution (Ref 13). From this, a median value of 
toughness is identified from the scatter; that median value of toughness is aligned on a master curve. From the master 
curve, the toughness distribution at other temperatures can be identified. Also from the statistical distribution, a 
percentage lower bound confidence level of toughness can be identified. For example, a 95% lower bound confidence 
level can be determined from the statistical distribution as a function of temperature in the transition. The transition 
fracture toughness standard is in development and should be available in 1997 or 1998. There are presently no documents 
to reference for this method, but it would be in the same Volume as all of the other fracture toughness test standards. 



Fracture Testing of Weldments (year of issue uncertain). The final test method in preparation is the fracture of 
weldments test method. Weldments do not require a different set of parameters, specimens, or equipment for toughness 
testing; however, there are special problems for the testing of weldments that are not contained in the other standards. 
Weldments have a composite of materials starting in the base metal, going through the heat-affected zone and into the 
weld metal. Such things as the placement of the notch for the sampling of the correct material, the precracking procedure 
to get the crack to grow in an acceptable manner, and handling of such things as distortion and residual stresses will be 
covered in the standard. The parts that are common with the other standards will not be covered in this method, but the 
tester will be referred to the other standards to complete the testing and analysis after the special problems inherent to the 
testing of weldments have been taken care of. This standard presently needs additional verification before it is proposed 
for standards balloting. 
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Appendix 1: Chevron Notched Specimens 

Chevron-notched specimens can be used to determine the fracture toughness of materials that are difficult to precrack, 
materials unavailable in large section sizes, and materials that are economically prohibitive to test using other specimen 
configurations. A natural crack initiates at the notch tip and extends in a stable manner as the load increases during 
testing. This eliminates fatigue precracking and simplifies interpretation of results. 

As previously mentioned in this article, ASTM E 399 centers attention on the start of crack extension from a fatigue 
precrack. In contrast the chevron-notched specimen method makes use of a steady-state propagating crack or a crack at 
the initiation of a crack jump. Although both methods are based on the principles of linear elastic fracture mechanics, this 
distinction, coupled with differences in test procedures, causes fracture toughness values measured by the chevron-
notched specimen method to be somewhat higher than those obtained using ASTM E 399. 

Chevron-notched specimens were originally used for determining the fracture toughness of brittle materials that were 
difficult to fatigue precrack. These materials exhibited nearly ideal linear-elastic behavior and required only maximum 
load to failure for calculating fracture toughness. Use of chevron-notched specimens was extended to ductile materials 
that required impractically large specimens for determination of fracture toughness by other methods. The thin chevron 
slots provide good plane-strain constraint at the crack ends, resulting in smaller specimen sizes for valid fracture 
toughness values from a given material. Thus, chevron-notched specimens have gained acceptance due to some economic 
advantages over other specimen configurations for determining fracture toughness of metallic engineering alloys and 
other engineered materials, such as ceramics and glass. 

Specimen Description 

Chevron-notched specimen geometries (Fig. 13) can be divided into two broad categories: specimens with rectangular 
cross sections (short bar) and those with round cross sections (short rod). Both straight and curved chevron slots are used 
with either specimen cross section, depending on the side-slot machining equipment available. A curved slot is made by 
plunge cutting with a circular blade, whereas a straight slot is cut by using an electrical discharge wire or by feeding a 
circular cutter through the specimen. 



 

FIG. 13 CHEVRON NOTCH TEST CONFIGURATION FOR BOTH BAR AND ROD 

The very thin chevron slot significantly reduces the size of the nonplane-strain zone at the flank ends of the crack. This 
increased triaxial constraint allows valid fracture toughness determinations for a given metallic alloy to be made using 
much smaller specimens than required by ASTM E 399. For example, a 12-mm by 12-mm by 19-mm (0.5-in. by 0.5-in. 
by 0.75-in.) chevron-notched specimen of SAE 15B35 steel, quenched and tempered to 50 HRC with a yield strength of 
1120 MPa (162 ksi) and K 80 MPa m  (72.8 ksi in ), would weigh about 0.02 kg (0.05 lb). An ASTM E 399 
compact tension specimen of the same material would be 25 mm by 64 mm by 61 mm (1.0 in. by 2.5 in. by 2.4 in.) and 
weigh 0.73 kg (1.62 lb). 

Besides smaller specimen sizes, the chevron slot serves three additional critical functions. First, the slot defines the crack 
plane and propagation direction, providing a simple method for orienting the fracture with respect to the bulk material. 
Second, the slot forces crack initiation at the point of the "V" when the load is applied. Finally, the chevron slot 
configuration produces stable crack initiation and growth, because the crack front widens as it advances. This is 
advantageous when testing brittle alloys that are difficult to fatigue precrack. 

Common specimen geometries are shown in Fig. 14 and 15. Slot thickness and slot configurations (Table 1) have been 
extensively tested and analyzed for various specimen geometries and accurate determination of fracture toughness (Ref 
14, 15, 16, 17, 18, 19, 20, 21, 22, 23). Figure 15 shows a curved chevron notch pattern for fracture toughness testing 
under development for aluminum alloys. Tests on aluminum alloys have shown that these parameters correlate closely 
with KIc (Ref 24) and that useful plane-strain fracture toughnesses can be measured with a specimen that is smaller than 
that used in the ASTM E 399 test. More recent references on the use of chevron-notched specimens are listed in the 
"Selected References" at the end of this article. 

 

 



TABLE 1 RESULTS OF SLOT GEOMETRY STUDY OF CHEVRON NOTCHES 

SLOT THICKNESS  
MM  IN.  

EFFECT ON 
SPECIMEN 
CALIBRATION, %  

PLANE-STRAIN 
CONSTRAINT(A)  

SLOT 
CONFIGURATION  

0.38  0.015  0   EXCELLENT  SHARP TIP  
0.8  0.031  -1  EXCELLENT  SHARP TIP  
1.6  0.063  -3  EXCELLENT  SHARP TIP  
0.38  0.015  0   EXCELLENT  ROUND TIP  
0.8  0.031  -1  GOOD  ROUND TIP  
1.6  0.063  -3  POOR  ROUND TIP  
0.38  0.015  0   GOOD  SQUARE TIP  
0.8  0.031  -1  POOR  SQUARE TIP  
1.6  0.063  -3  POOR  SQUARE TIP   

(A) EXCELLENT, LESS THAN +2% EFFECT ON THE MEASUREMENT; GOOD, LESS THAN +5% 
EFFECT ON THE MEASUREMENT; POOR, MORE THAN +5% EFFECT ON THE MEASUREMENT  



 



 

FIG. 14 TYPICAL SPECIMEN GEOMETRIES WITH STRAIGHT CHEVRON SLOTS. THE LOAD LINE IS THE LINE 
ALONG WHICH THE OPENING LOAD IS APPLIED IN THE MOUTH OF THE SPECIMEN. COMMON SIZES HAVE B 
EQUAL TO 12.7 MM (0.5 IN.), 19.08 MM (0.75 IN.), AND 25.4 MM (1.0 IN.). 

 

FIG. 15 SHORT BAR TOUGHNESS ALUMINUM-ALLOY SPECIMENS WITH CURVED CHEVRON NOTCHES 

The Society of Automotive Engineers has adopted aerospace recommended procedure ARP 1704 for determination of 
fracture toughness using chevron-notched specimens, and the ASTM chevron-notched test method is specified in ASTM 
E 1304. Although the SAE recommended test practice exists for these specimen geometries, the SAE test has not been 
included in any aircraft company specifications to date. Further information in alternate geometries for chevron-notched 
specimens is described in Mechanical Testing, Vol 8 of ASM Handbook, formerly 9th Edition Metals Handbook. 

Brittle Materials 

Chevron-notched specimens made from very hard, brittle materials, such as glass, ceramics, and carbides, exhibit nearly 
ideal linear elastic behavior. Crack initiation occurs at I, where the loading first deviates from linearity (Fig. 16a). The 
crack then extends in a stable manner throughout the test. The load required to advance the crack increases to a smooth 
maximum at the critical crack length. This maximum load is used to calculate fracture toughness. The critical crack length 
is dependent only on specimen geometry and is independent of material. Therefore, there is no need to measure crack 
length when determining fracture toughness. 



 

FIG. 16 SCHEMATIC OF (A) ELASTIC SPECIMEN BEHAVIOR, AND (B) ELASTIC-PLASTIC SPECIMEN BEHAVIOR. 
FOR THE ELASTIC-PLASTIC BEHAVIOR SHOWN IN (B) F IS THE AVERAGE LOAD BETWEEN POINTS R AND S ON 
THE CURVE AND LOCATES BOTH A' AND B' ON THE UNLOADING LINES. 



The rationale for using linear elastic fracture mechanics principles for calculating fracture toughness of an ideal elastic 
material is illustrated in Fig. 16(a). Unloading from either R or S is linear to 0. Therefore, the shaded area represents the 
irrecoverable work to form the fracture surface (i.e., the fracture toughness of the material). The following equation is 
used to calculate the fracture toughness of the specimens shown in Fig. 14 (Ref 18, 19, 20, 21, 22, 23):  

  

where K is the fracture toughness obtained from chevron-notched specimens, F is maximum load, B is specimen diameter 
for short rods or thickness for short bars, and A is a dimensionless calibration constant dependent only on specimen 
geometry. 

The currently recommended calibration constant for the specimens shown in Fig. 14 and 3 is 22.0. The equations and 
calibration constants for the specimens shown in Fig. 4 are given in Ref 14, 15, 16, 17 and Ref 19. 

Metal Alloys 

Most chevron-notched specimens made from practical engineering alloys exhibit elastic-plastic behavior when tested. A 
plot of load versus mouth opening displacement for ideal elastic-plastic behavior is shown in Fig. 16(b). Unloading from 
R and S is offset from 0 to C and D, respectively. This offset is the result of yielding in two plastic zones in the specimen: 
the plane-stress plastic zone and the plane-strain plastic zone. 

The plane-stress plastic zone occurs at the crack tip where the crack intersects the bottom of the chevron notch. The size 
of this zone is dependent on chevron-notch acuity. Sufficient constraint usually is generated to adequately minimize the 
plane-stress plastic zone size when one of the following criteria is met:  

• THE CHEVRON SLOT THICKNESS IS LESS THAN 1.5% OF THE SHORT ROD DIAMETER OR 
SHORT BAR THICKNESS.  

• THE CHEVRON SLOT BOTTOMS ARE SHARP POINTED, AS WITH A 60° INCLUDED ANGLE 
AT THE BOTTOM OF THE SLOTS.  

• THE PLASTIC ZONE SIZE IS LESS THAN 0.2% OF THE SPECIMEN DIAMETER OR 
THICKNESS.  

However, the plane-strain plastic zone is located at the crack tip within the bulk of the specimen. Yielding in the plane-
strain plastic zone partially relieves the stress at the crack tip. Therefore, the crack is apparently longer than is the actual 
case and thus the measured fracture toughness values are too low. 

A plasticity factor, P, is used to adjust the fracture toughness to the proper value. The plasticity factor is measured 
experimentally from the load versus mouth opening displacement plot in Fig. 13 as follows:  

  

Note that the plasticity determination requires a plot of load versus displacement and two specimen unloadings and 
reloadings. Useful fracture toughness values are obtained when -0.05 < P < 0.1. When too large, P is reduced for a given 
material with sharper chevron slot acuity and/or larger specimen size. 

There is no assurance that the peak load will occur at the critical crack length in elastic-plastic tests. However, for both 
linear elastic and elastic-plastic tests, the critical crack length occurs at a critical unloading slope ratio, rc, which is a 
constant for any particular specimen configuration. The unloading slope ratio is defined as the unloading slope divided by 
the slope of the initial elastic loading path. Therefore, the correct load, Fc, to use for calculating fracture toughness is 
located where an unloading line having the critical unloading slope intersects the load displacement curve. This line is 
found from vertical interpolation between two actual unloading lines. This interpolation is done either graphically on the 
load versus displacement plot or automatically with a computer. 



Fracture toughness for elastic-plastic behavior for the specimens shown in Fig. 14 is then calculated using the following 
equation:  

  

where A is a dimensionless calibration constant dependent only on specimen geometry (the currently recommended 
calibration constant for the specimens shown in Fig. 14 is 22.0), Fc is the load at the critical unloading slope ratio, B is 
specimen diameter for a short rod or thickness for a short bar, and P is the plasticity factor. 
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Appendix 2: Dynamic Fracture Toughness Testing 

A rapid loading rate can influence the value of the measured fracture toughness. Usually the effect is to make toughness 
lower and the transition occur at a higher temperature when the fracture mode is brittle and to do just the opposite, that is, 
raise the toughness when the fracture mode is ductile. Many structural components can experience a high loading rate in 
service; therefore, it is often important to measure the toughness under high loading rates, a condition generally labeled 
dynamic. In the past, many requirements for fracture toughness data specified dynamic loading conditions. Before the 
quantitative approach to fracture toughness testing with the nonlinear parameters J and δ were developed, and fracture 
toughness measurement was limited to that characterized with the linear-elastic K, qualitative dynamic fracture testing 
had to be used whenever the linear-elastic K, qualitative dynamic fracture testing had to be used whenever the linear-
elastic requirements could not be met. The Charpy V-notch impact test was one of the first of these types of tests and 
proved to give extremely valuable, though qualitative information about the toughness of a material. With the further 
development of the fracture mechanics methods, these qualitative tests could be replaced by more quantitative types of 
tests. However, new quantitative fracture toughness tests are slow to develop. 

Appendix A7 of method E399 allows a measurement of KIc(t) which is a KIc test at a higher loading rate than the 
traditional quasi-static KIc test. Dynamic testing using the nonlinear J and δ parameters are under consideration but are not 
near to completion at this point. Therefore, the more qualitative dynamic tests are still being used for dynamic loading 
conditions. Two of these test methods are presented here in Appendix 2 to supply additional information about dynamic 
loading fracture testing. They are the dynamic tear test with its related application to fracture control analysis called the 
ratio-analysis diagram and the instrumented impact test. These tests do not provide direct fracture toughness results in 
terms of a fracture parameter that can be used to analyze structural safety and reliability. Rather they give information that 
can be used in a qualitative way. For example, to make material comparisons or to establish safe ranges of temperature for 
operation of a component. In most cases the information gathered with these tests can be used with empirical correlations 
to estimate actual fracture toughness values. For the dynamic tear test the ratio-analysis diagram can be sued to make the 
application to fracture control directly from these correlative graphs without a need to use the fracture mechanics 
calculations. The correlative approach has an appeal to the nonexpert in that fracture control information can be directly 
inferred without need for a special fracture mechanics education. For the more expert person the direct fracture mechanics 
approach may be more desirable because analysis is done following well known procedures. Therefore, assumptions, 
limitations, and conservatisms involved in the fracture prediction are all well known to the analysts. 

To serve the needs of all fracture control analyses both the direct fracture mechanics approach to measuring fracture 
toughness and applying it with fracture parameters and the correlative approach of using qualitative fracture data and 
empirical correlation graphs plays an important role in designing for safety and reliability. 

Dynamic Tear Tests 

Many metals and alloys, especially at lower strength levels are too tough and too ductile to fracture under plane-strain 
conditions in the sizes normally used in structures. In an effort to obtain reliable values of fracture toughness of ductile 
metals and alloys, the Naval Research Laboratory introduced the dynamic tear (DT) test. This test is intended to evaluate 
metals and alloys over a wider range of fracture toughness than can other fracture-toughness tests. Correlation of DT 
toughness and KIc toughness has been published (Ref 25). 

The standard DT-test specimen is similar to the Charpy specimen, but has greater depth and has a proportionately deeper 
notch, which is sharpened by a pressed knife edge. The DT-test specimen is broken by impact opposite the notch in a 
manner similar to the Charpy specimen, and the energy not absorbed is measured by the swing of the pendulum, if this 
type of machine is used, or by deformation of lead or aluminum plates if a drop-weight machine is used. Details on DT 
testing of metallic materials can be found in ASTM E 604 (Ref 26) and in Ref 27. 

The DT test is a 1964 modification of the NRL drop-weight tear test (DWTT), which originally had a deep, sharp crack 
introduced by an electron-beam weld, rather than a notch. A different modification of the DWTT was introduced in 1963 
by Battelle Memorial Institute. The Battelle DWTT, described in ASTM E 436 (Ref 28), uses a shallow notch pressed by 



a sharp chisel edge, rather than a deep crack or notch. In the Battelle DWTT, only the fracture appearance is recorded, 
while in the DT test, the energy to fracture the specimen is recorded. 

Ratio-Analysis Diagram (RAD). From consideration of fracture mechanics and plastic-flow properties, and from 
numerous measurements, a RAD can be constructed to represent many of the conditions relating to material selection for 
fracture control. The conception and development of this tool has been discussed (Ref 29). Simplified versions of RADs 
for steels, aluminum alloys, and titanium alloys originally presented in Ref 29 are given here in Fig. 17, 18, and 19. On 
the ordinate scales are values of DT energy and values of KIc that correspond to the DT values. The KIc scale is extended 
to the point corresponding to a 1-to-1 ratio of KIc to σYS (yield strength) for the best alloy of those to be considered. 
Sloping lines representing various ratios of KIc to σYS are drawn. By the equations of fracture mechanics, these ratios can 
be related to the critical flaw (crack) depth expected to initiate fracture in a plate of a particular thickness. Each sloping 
line is applicable to a certain critical thickness. Such a line can be constructed by plotting values of toughness versus yield 
strength for each alloy being considered for a design. If the thickness in the design is less than the critical thickness 
denoted by the sloping line, crack tips in the part will not be stressed under plane-strain conditions and either elastic-
plastic or gross-yielding behavior can be expected. If design thickness is greater than critical thickness, the part can 
sustain even greater crack-tip stress intensity before crack extension will begin. 

 

FIG. 17 RAD FOR STEELS, AS PREPARED FOR TRADE-OFF ANALYSES FOR COMPONENTS 25 MM (1.0 IN.) 
THICK. DATA WERE DETERMINED USING SPECIMENS 12.5 TO 75 MM (0.5 TO 3.0 IN.) THICK. SOURCE: REF 29 



 

FIG. 18 RAD FOR ALUMINUM ALLOYS, AS PREPARED FOR TRADE-OFF ANALYSES FOR COMPONENTS 25 MM 
(1.0 IN.) THICK. DATA WERE DETERMINED USING SPECIMENS 25 TO 100 MM (1.0 TO 4.0 IN.) THICK. 
SOURCE: REF 29 

 

FIG. 19 RAD FOR TITANIUM ALLOYS, AS PREPARED FOR TRADE-OFF ANALYSES FOR COMPONENTS 25 MM (1.0 
IN.) THICK. DATA WERE DETERMINED USING SPECIMENS 25 TO 100 MM (1.0 TO 4.0 IN.) THICK. SOURCE: 
REF 29 

Because the modulus of elasticity is implicit in the relations between KIc and crack size, different diagrams are required 
for steel, aluminum alloys, and titanium alloys. Furthermore, at a given yield strength, different alloys have different 
fracture-toughness toughness levels. Consequently, the diagrams may be divided into quality corridors based on test 
results for alloys with high, intermediate, and low toughness. With a RAD, it is then possible to guide the selection of 
alloys and working yield strengths so as to place the metal in either the ductile regime or the fracture mechanics regime, 
as may be appropriate for the cost or risk involved. Results obtained in DT tests extend fracture analysis beyond the 
linear-elastic fracture mechanics range. 

Charpy and Dynamic Toughness 

Correlations of Charpy Toughness with Fracture Toughness. Several empirical attempts have tried to correlate the 
Charpy impact energy with KIc to allow a quantitative assessment of critical flaw size and permissible stress levels. Most 



of these correlations are dimensionally incompatible, ignore differences between the two measures of toughness (in 
particular, loading rate and notch acuity), and are valid only for limited types of materials and ranges of data. 
Additionally, these correlations can be widely scattered. However, some correlations can provide a useful guide to 
estimating fracture toughness; for example, some design criteria for nuclear pressure vessel and bridge steels are partially 
based on such correlative procedures (Ref 30, 31). 

Some of the more common correlations are listed in Table 2 with appropriate units. Note that some of the correlations 
attempt to eliminate the effects of loading rate; the dynamic fracture toughness, KId, is correlated with Charpy energy. 

TABLE 2 TYPICAL CHARPY/KIC CORRELATIONS FOR STEELS 

CORRELATION  TRANSITION TEMPERATURE REGIME  
BARSON (REF 31)  

/E = 5 (CVN)  
BARSOM-ROLFE (REF 32)  

/E = 2 (CVN)3/2  
SAILORS-CORTEN (REF 33)  

/E = 8 (CVN)  

KIC, KID = PSI in  
E = PSI 
CVN = FT · LB  

= 15.873 (CVN)   KID = KSI in  
CVN = FT · LB  

BEGLEY-LOGSDON--THREE POINTS (REF 34)  
(KIC)1 = 0.45 Y AT 0% SHEAR FRACTURE 
TEMPERATURE  
(KIC)2 FROM ROLFE-NOVAK 
CORRELATION AT 100% SHEAR FRACTURE 
TEMPERATURE  
(KIC)3 = ½[(KIC)1 + (KIC)2] AT 50% SHEAR 
FRACTURE TEMPERATURE  

KIC = KSI in  
Y = KSI  

MARANDET-SANZ--THREE STEPS (REF 35)  
T100 = 9 + 1.37 T28J 
 
KIC = 19 (CVN)  
 
SHIFT KIC CURVE THROUGH T100 POINT  

T100 = °C, FOR WHICH KIC = 100 MPA m  
T28 = °C, FOR WHICH CVN = 28 J 
KIC = MPA m  
CVN = J  

WULLAERT-SERVER (REF 36)  
KIC,D = 2.1 ( Y CVN)1/2  KIC,D = KSI in  

CVN = FT · LB 
Y = KSI CORRESPONDING TO 

APPROXIMATE LOADING RATE  
UPPER SHELF REGION  
ROLFE-NOVAK-- Y> 100 KSI (REF 37)  
(KIC/ Y)2 = 5 (CVN/ Y - 0.05)  KIC = KSI in  

CVN = FT · LB 
Y = KSI  

AULT-WALD-BERTOLO--ULTRAHIGH-STRENGTH STEELS (REF 38)  
(KIC/ Y)2 = 1.37 (CVN/ Y)-0.045  KIC = KSI in  

CVN = FT · LB 
Y = KSI  

1.0 ksi = 6.8948 MPa; 1.0 ksi in  = 1.099 MPa m ; 1.0 ft · lbf = 1.356 J. Note: CVN is the designation for Charpy impact energy; 



y is the yield stress; and E is the Young's modulus. 

Other attempts have been made to improve and explain some of the correlations (see, for example, Ref 39). A study has 
also been conducted using a portion of the Charpy energy to separate initiation and propagation components in the 
Charpy test (Ref 40). The results from this study for an upper shelf JIc correlation for pressure vessel steels were not 
significantly better than the Rolfe-Novak correlation listed in Table 2. A statistically based correlation for lower bound 
toughness has been developed for pressure vessel steels (Ref 41, 42), which may eventually replace the ASME KIR curve 
described previously. Thus, simple and empirical correlations can be used as general guidelines for estimating KIc or KId 
within the limits of the specific correlation. Correlations using sharp-notch Charpy specimens have also been made and 
are discussed in ASM Handbook, Volume 8, Mechanical Testing (1985). 

Instrumented Impact Testing 

An instrumented-impact test is a modification of the Charpy test (and other impact tests) that allows recording of load and 
energy versus time, which correlates with deflection. From the record of load versus deflection, it is possible to determine 
the elastic portion of the stress-strain curve, the onset of crack extension, the energy for crack initiation, and the energy 
for crack propagation. With use of the instrumented impact test on precracked specimens, values of KId may be obtained 
under the same restrictions and in a similar manner as valid KIc values. 

Instrumented Charpy Impact Test. The use of additional instrumentation with a standard Charpy impact machine 
allows augmented monitoring of the analog load/time response of Charpy V-notch specimen deformation and fracturing. 
The primary advantage of instrumenting the Charpy test is the additional information obtained while maintaining low 
cost, small specimens, and simple operation. The most commonly used approach is application of strain gages to the 
striker to sense the load-time behavior of the test specimen. 

One of the primary reasons for the development of the instrumented Charpy test was to apply existing notch bend theories 
(slow bend) to the dynamic three-point bend Charpy impact test. Obtaining load information during the standard Charpy 
V-notch impact test establishes a relationship between metallurgical fracture parameters and the transition temperature 
approach for assessing fracture behavior (Ref 43). 

Interest in instrumented impact testing has expanded to include testing of different types of specimens (precracked, large 
bend), variations in test techniques (low blow, full-size components), and testing of many different materials (plastics, 
composites, aerospace materials, ceramics, etc.). The rapid growth in the application of instrumented impact testing has 
produced a correspondingly large demand for standardized test methods. However, no standard currently exists for 
instrumented Charpy testing. Typical dynamic fracture toughness of a structural steel is shown in Fig. 20. 

 

FIG. 20 COMPARISON OF STATIC (KIC), DYNAMIC (KID), AND DYNAMIC-INSTRUMENTED (KIDI) IMPACT 
FRACTURE TOUGHNESS OF PRECRACKED SPECIMENS OF ASTM A533, GRADE B, STEEL, AS A FUNCTION OF 
TEST TEMPERATURE. THE STRESS-INTENSITY RATE WAS ABOUT 1.098 × 104 MPA m  · S-1 (104 KSI in  · S-1) 

FOR THE DYNAMIC TESTS AND ABOUT 1.098 × 106 MPA m  · S-1 (106 KSI in  · S-1) FOR THE DYNAMIC-
INSTRUMENTED TESTS. SOURCE: FRACTURE CONTROL AND PREVENTION, USE OF PRECRACKED CHARPY 



SPECIMENS, AMERICAN SOCIETY FOR METALS, 1974, P 255-282 

General Test Requirements. The International Institute of Welding first attempted to standardize the instrumented 
Charpy test, but concluded that the test was not sufficiently documented, and the effort was discontinued (Ref 44). A few 
years later, two significant events prompted serious consideration of standardization. The development of the KIR curve by 
the Pressure Vessel Research Committee and its inclusion in the ASME Code, Section III, created the need for dynamic 
initiation toughness, KId, data. The formation of an ASTM Task Group (E24.03.03) to standardize precracked Charpy 
testing also encouraged standardization. 

Simultaneously, two other related groups began formulating procedures and conducting interlaboratory round robins. A 
Pressure Vessel Research Committee/Metals Property Council Task Group on Fracture Toughness Properties for Nuclear 
Components developed procedures for measuring KId values from precracked Charpy specimens (Ref 45). Also, the 
Electric Power Research Institute (EPRI) funded work to develop the "EPRI Procedures" (Ref 46). Currently, only subtle 
differences exist between the two sets of procedures (Ref 47). 

Precracked Charpy Test. By inducing a fatigue precrack in the Charpy specimen, the notch acuity and depth 
restrictions are eliminated. Early work concentrated on correlations with fracture toughness using only the total absorbed 
energy (i.e., uninstrumented testing). These energy values usually are normalized per unit area below the fatigue crack; 
the normalized energy values are designated as W/A. 

Most of the correlations of W/A with fracture toughness have been conducted using slow-bend specimens. The basic 
problem in reaching an impact correlation is the difference in loading rates between the Charpy impact and the static KIc 

tests, particularly for loading rate sensitive materials (Ref 48). A general trend exists for a correlation between /E 
and W/A, but the limited data and scatter make this difficult to utilize (Ref 38). A better correlation with KId may be 

possible. The reason for using /E as the basis is the approximate proportionality between /E and W/A, based on 
a presumed fracture mechanics relationship (Ref 48). 

The precracked Charpy W/A values can also be used to estimate the nil-ductility transition temperature. The typical 
technique defines an inflection point between lower shelf and transition region behavior as the estimated nil-ductility 
transition temperature (Ref 49). Some exceptions have been noted to this approach (Ref 50). 

The types of data and test techniques used for instrumented precracked Charpy testing are the same as those for 
instrumented Charpy impact testing. The greatest advantage of precracking is the transformation of the Charpy V-notch 
specimen into a dynamic fracture mechanics test piece. The direct calculation of fracture toughness (within certain 
limitations) is now possible using the instrumented load-time information. See, for example, the calculation of fracture 
toughness of ferritic steels from precracked Charpy specimens (Ref 51). 

Time-to-Fracture Tests 

Interpretation of load-time records obtained in instrumented impact tests with precracked Charpy specimens can be 
difficult, particularly when the early time range is considered. This difficulty and the use of a quasi-static evaluation 
procedure for determining the dynamic impact fracture toughness KId restricts the range of applicability of the test. To 
achieve sufficiently small times-to-fracture, the impact velocity must be limited. The maximum allowable velocity 
depends on the toughness of the material to be tested. These difficulties and restrictions are overcome by applying the 
concept of impact response curves for measurement of the impact fracture toughness KId (Ref 52, 53, 54). 

The technique of measuring impact fracture toughness, KId with impact response curves and time-to-fracture 
measurements has several advantages over the conventional quasi-static technique described previously in this article in 
the section on precracked Charpy testing. The impact response curve technique represents a fully dynamic evaluation. 
Kinetic effects are correctly accounted for during the entire impact event. The method can thus be applied to all 
experimental test conditions, particularly in the short time-to-fracture range, i.e., when high impact velocities are used or 
brittle materials are tested. 

This method does not require a calibrated instrumentation of the hammer, which is usually a prerequisite in impact 
experiments designed to determine the load at crack initiation. The data-measuring procedure consists of two separate 



tasks: determination of the impact response curve and the measurement of the time-to-fracture. The more complicated 
determination of the impact response curve need only be carried out once. 

The time-to-fracture of a precracked Charpy specimen subjected to impact loading can be obtained from signals of two 
uncalibrated strain gages, one of which is located on the tup of the striking hammer and the other on the specimen to the 
side of the crack tip. The leading edge of the signal from the hammer strain gage marks the beginning of the impact event. 
The onset of crack propagation, on the other hand, is indicated by the rapid drop in load registered by the crack tip strain 
gage. The time-to-fracture, tf, is the interval between the two signals. Typical oscillograms of time-to-fracture 
measurements are shown in Fig. 21. Typical data results are shown in Fig. 22. 

 

FIG. 21 TIME-TO-FRACTURE MEASUREMENT OF A PRECRACKED CHARPY SPECIMEN 



 

FIG. 22 MEASURED IMPACT FRACTURE TOUGHNESS DATA FOR LOW-ALLOY STEELS TESTED AT AN IMPACT 
VELOCITY OF 5 M/S (16. 4FT/S). (A) ALLOY 30CRNIMO8. (B) ALLOY STE 460. DATA POINTS IN PARENTHESES 
ARE INVALID ACCORDING TO ASTM STANDARDS. SOURCE: METALS HANDBOOK, 9TH ED., VOL 8, P 272 
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Introduction 

FRACTURE CONTROL is the concerted effort to ensure safe operations without catastrophic failure by fracture. Very 
seldom does a fracture occur due to an unforeseen overload on the undamaged structure. Fractures are usually the end 
result of crack growth from a small defect or flaw. Due to repeated or sustained "normal" service loads, a crack may 
develop (starting from a flaw or stress concentration) and slowly grow in size. Cracks and defects impair the strength of 
the component. Thus, during the continuing development of the crack, the structural strength decreases until it becomes 
so low that the service loads cannot be carried any more, and fracture ensues. 

If fracture is to be prevented, the strength should not drop below a certain safe value. This means that cracks must be 
prevented from growing to a size at which the strength would drop below an acceptable limit. In order to determine which 
size of crack is admissible, one must be able to calculate how the structural strength is affected by cracks (as a function of 
their size), and in order to determine the safe operational life, one must be able to calculate the time in which a crack 
grows to the permissible size. Damage tolerance analysis is used to obtain this information. 



Damage tolerance is the property of a structure to sustain defects or cracks safely, until such time that action is (or can be) 
taken to eliminate the cracks by repair or by replacing the cracked structure or component. In the design stage, one still 
has the options to select a more crack-resistant material or improve the structural design to ensure that cracks will not 
become dangerous during the projected economic service life. Alternatively, periodic inspections may be scheduled, so 
that cracks can be repaired or components replaced when cracks are detected. Either the time to retirement (replacement) 
or the inspection interval and type of inspection must follow from the crack growth time calculated in the damage 
tolerance analysis. 

Inspections can be performed by means of any nondestructive inspection technique, but destructive techniques such as 
proof testing are essentially inspections. If a burst occurs during hydrostatic testing of a pipe line, for example, then there 
was apparently a crack of sufficient size to cause the burst. The proof test detects defects above a certain size under 
controlled circumstances (e.g., with water pressure) to prevent catastrophic failure during operation when the line is filled 
with oil or gas. 

Fracture control is a systematic process to prevent fracture during operation. The extent of the fracture control measures 
depends on the criticality of the component, the economic consequences of the structure's being out of service, and the 
damage that would be caused by a fracture failure. Fracture control of a hammer may be as simple as selecting a material 
with sufficient fracture resistance. Fracture control of an airplane includes damage tolerance analysis, tests, and 
subsequent inspection and repair/replacement plans. Inspections, repairs, and replacements must be scheduled rationally 
using the information from the damage tolerance analysis. 

The mathematical tool employed in damage tolerance analysis is fracture mechanics; it provides the concepts and 
equations used to determine how cracks grow and affect the strength of a structure. Acclaimed inaccuracies are due to 
inaccurate inputs much more often than to inadequacy of the concepts. Although further improvements of fracture 
mechanics concepts may well be desirable from a fundamental point of view, it is unlikely that damage tolerance analysis 
can be much improved, as its accuracy is determined mostly by assumptions and (predicted) loads and stresses. Therefore, 
the accuracy of all assumptions and input data must be clearly understood and identified, and the results of damage 
tolerance analysis must be used judiciously by engineers. In this context, damage tolerance analysis can give useful 
answers to questions that hitherto could not be answered at all. The answers may only be preliminary, but a reasonable 
answer is better than none. This and the following article describe the key principles and practical guidelines to obtain 
useful and reasonable answers from damage tolerance analysis. 
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Principles of Fracture Control 

Establishment of a fracture control plan requires knowledge of the structural strength as it is affected by cracks, and 
knowledge of the time involved for cracks to grow to the permissible size. Thus, damage tolerance analysis has two 
objectives, namely, to determine:  

• THE EFFECT OF CRACKS ON STRENGTH (MARGIN AGAINST FRACTURE)  
• THE CRACK GROWTH AS A FUNCTION OF TIME  

Figure 1 shows the effect of crack size on strength, where the strength is expressed in terms of the load, P, the structure 
can carry before fracture occurs (fracture load). Supposing that a new structure has no significant defects (a = 0), then the 
strength of the structure is the design strength (Pu). 



 

FIG. 1 RESIDUAL STRENGTH DIAGRAM IN TERMS OF LOAD (OR FORCE). J, DESIGN SAFETY FACTOR; G, 
SAFETY FACTOR BASED ON RESIDUAL STRENGTH 

In every design a safety factor is used. This factor may be applied in different ways. Usually the safety factor is applied to 
load. For example, if the maximum anticipated service load is Ps, the structure is actually designed to sustain j · Ps = Pu, 
where j is the safety factor. The designer sizes the structure in such a manner that the stress is equal to, or slightly less 
than, the tensile strength when the load is Pu. Alternatively, the safety factor can be applied to the allowable stress: if the 
actual material strength (tensile strength) is Ftu, the structure is sized in such a way that the stress at the highest service 
load, Ps, is less than or equal to Ftu/j. Because load and stress are usually proportional, the structural part is actually 
capable of carrying j · Ps = Pu. The value of j is between 3 (many civil engineering structures) and 1.5 (aircraft). 

It is emphasized that Ps is the highest service load. If the service load varies, the load may well be much less than Ps most 
of the time. For example, the loads on cranes, bridges, off-shore structures, ships, and airplanes are usually much less than 
Ps. Only in exceptional circumstances does the load reach Ps. At other times the load is only a fraction of Ps, so that the 
margin against failure is much larger than j, except in extreme situations. 

The new structure has a strength Pu. If the load should reach Pu the structure fails. The probability of this occurring is not 
zero, but experience has shown that it is acceptably low if the prescribed safety factor is adhered to. If cracks are present, 
the strength is less than Pu. This remaining strength under the presence of cracks is generally referred to as the residual 
strength (Pres). Therefore, the diagram in Fig. 1 is called the residual strength diagram. With a residual strength Pres < Pu 
the safety factor has decreased to j = Pres/Ps, which is less than j = Pu/Ps. In concert, the probability of fracture failure has 
become higher. 

With a crack of size a, the residual strength is Pres. Should a load P = Pres occur, then fracture takes place. If a load Pres 
does not occur and service loading continues at lower loads, the crack may continue to grow by fatigue. If continued 
crack growth occurs, then the residual strength decreases further. If nothing is done, fracture will eventually occur under 
normal service loads. This is what must be prevented. 

The above discussion implies that the limit should be set somewhat above Ps. For example, one may require that the 
residual strength never be less than Pp = g · Ps, where g is the remaining safety factor and Pp is the minimum permissible 
residual strength. The design engineer (or user) does not usually decide what should be the initial safety factor j. The 
factor is prescribed by rules and regulations issued by engineering societies (e.g., ASME) or government authorities (e.g., 
FAA, DoD). These rules or requirements should also prescribe g. This has not been done for all types of structures yet, 
and the ASME code, for example, approaches the problem somewhat differently (see the section "Damage Tolerance 
Requirements" in this article). 



Provided that the shape of the residual strength diagram is known and Pp has been prescribed, the maximum permissible 
crack size follows from the diagram. In order for damage tolerance analysis to determine the largest permissible crack, the 
first objective must be the calculation of the residual strength diagram of Fig. 1. If ap can be calculated directly from Pp it 
may not be necessary to calculate the entire residual strength diagram, but only the point (ap, Pp). However, this is seldom 
possible and rarely time saving. In general, calculation of the entire diagram is preferable. The residual strength diagram 
will be different for different components of a structure and for different crack locations; permissible crack sizes will be 
different as well. 

Knowing that the crack may not exceed ap is of little help, unless it is known when the crack may reach ap. The second 
objective of the damage tolerance analysis is then the calculation of the crack growth curve, shown diagrammatically in 
Fig. 2. Under the action of normal service loading the cracks grow by fatigue at an ever faster rate, leading to the convex 
curve shown in Fig. 2. 

 

FIG. 2 GENERAL CRACK GROWTH CURVE SHOWING TIME INTERVAL, H, TO REACH MAXIMUM PERMISSIBLE 
CRACK SIZE, AP 

Starting at some crack size a0 the crack grows to ap. Provided that one can calculate the curve in Fig. 2, one obtains the 
time H of safe operation (until ap is reached). If a0 is for example an (assumed or real) initial defect, then the component 
or structure must be repaired or replaced after a time H. Alternatively, a0 may be the limit of crack detection by 
inspection. This crack a0 will grow to ap within a time of H. Because crack growth is not allowed beyond ap, the crack 
must be detected and repaired or otherwise eliminated before the time H has expired. Therefore, the time between 
inspections must be less than H; it is often taken as H/2. In any case, the time of safe operation by whatever means of 
fracture control follows from H. 
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Concepts of Damage Tolerance Analysis 

Before any fracture control can be exercised, the residual strength diagram of Fig. 1 and the crack growth curve of Fig. 2 
must be calculated. Although crack growth may occur by other mechanisms than fatigue (e.g., stress corrosion, creep, 
etc.), the discussion in this section will be limited to fatigue crack growth. 



The first step in damage tolerance analysis is the calculation of ap, or rather, of the residual strength diagram. Usually, the 
residual strength diagram is expressed in terms of stress rather than load, as in Fig. 3(a). Different fracture criteria may 
apply (K, J, or others), depending on the material used for the structure, so the calculations of the residual strength 
diagram are dealt with in detail in a separate article, "Residual Strength of Metal Structures." For the purpose of this 
discussion, an analysis based on K is sufficient. 

 

FIG. 3 KEY PARAMETERS FOR FRACTURE CONTROL. (A) RESIDUAL STRENGTH IN TERMS OF STRESS. (B) 
CRACK GROWTH AND TIME PERIOD WHEN INSPECTION CAN BE PERFORMED 

Using K, the residual strength, c, follows from:  

C = KC/   (EQ 1) 

where Kc is the toughness of the material, β is the geometry factor defined by the details of the structure, and a is the 
crack size. Given the toughness, Kc, a residual strength diagram can be calculated easily by taking different values of a 
and calculating σc. This calculation is adequate if σ c is sufficiently below yield stresses. For high stresses (as a 
approaches zero), the criterion of plastic collapse must be introduced (see "Residual Strength of Metal Structures"). Once 
the diagram is established, the permissible crack size ap can be read from the resulting diagram (plot) for the required σp 
(Fig. 3a). 

The second step is to calculate the crack growth curve (discussed in detail in the article "The Practice of Damage 
Tolerance Analysis" in this Volume). The rate of crack growth is a function (f) of ΔK and R (the stress ratio) such that:  

DA/DN = F (ΔK,R)  (EQ 2) 

The precise nature of f (such as the Paris law or the Forman equation) is discussed elsewhere in this Volume. The 
problem is to obtain the crack growth curve (a vs. N) by integration of Eq 2, fatigue crack growth rates as follows:  

N = DA/F(ΔK,R)  
(EQ 3) 

where ΔK = βΔσ , and where β reflects the geometry of the particular structural detail. In the general case, solution 
of Eq 3 can be accomplished only by numerical integration performed by a computer. (Details are provided in the article 



"The Practice of Damage Tolerance Analysis" in this Volume.) For the purpose of the present discussion we shall assume 
that the resulting crack growth curve (Fig. 3b) can be so obtained. 

Once the two curves are known, decisions on how to exercise fracture control can be made in accordance with the 
foregoing. The residual strength analysis provides the permissible crack size, ap, and the crack growth analysis provides 
the value of H, the time available to exercise fracture control. 
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Fracture Control Measures 

When the residual strength diagram has been calculated (Fig. 3a), the maximum permissible crack size ap follows from 
the minimum permissible residual strength. The other information from analysis is the crack propagation curve. It shows 
how a crack develops by fatigue as a function of time. The maximum permissible crack ap, following from the residual 
strength analysis of Fig. 3(a), can be plotted on the calculated crack growth curve as in Fig. 3(b). 

There are several ways in which this information can be used to exercise fracture control. In all cases, the time period H is 
the essential information needed. The following options are available for the implementation of fracture control:  

• PERIODIC INSPECTION  
• FAIL-SAFE FEATURES  
• DURABILITY DESIGN OR MANDATED RETIREMENT (SAFE-LIFE APPROACH)  
• PERIODIC (DESTRUCTIVE) INSPECTION BY PROOF TESTING; REPAIR AFTER FAILURE IN 

PROOF TEST (IF FEASIBLE)  

Damage tolerance requirements sometimes prescribe the fracture control procedure. For example, commercial aircraft 
requirements prescribe nondestructive periodic inspection. 

Periodic Inspection. Safety is ensured when cracks are eliminated before reaching ap. Therefore, cracks must be 
discovered before that point by means of periodic inspection. Whatever the inspection method, there is a certain size of 
crack, a0, that is not likely to be detected. This implies that discovery and repair must occur in between a0 and ap as shown 
in Fig. 3(b). For any inspection done before or at time t1, the crack will be missed; should the next inspection be at t2, the 
crack would already be too long (having reached ap). Hence, the inspection interval, I, must be shorter than H (inspection) 
= t2 - t1. It is often taken as I = H/2, but a more rational procedure to determine inspection intervals can be employed. 
Naturally, a crack once discovered must be repaired at the operator's earliest convenience. Because ap is a permissible and 
not a critical crack, and because detection commonly occurs at sizes less than ap, immediate repair may not be necessary, 
but any complacency will defy all analysis and inspection efforts. 

Regardless of how long or short the inspection interval, safety is maintained with some reservation. Whether inspections 
must be performed every day (i.e., I = 1 and H = 2 days) or every year (i.e., I = 1 and H = 2 years), there would always be 
two inspections between a0 and ap. Although a daily inspection may be cumbersome, the achieved safety is not really 
different in the cases of daily or yearly inspections. If a crack is missed in daily inspections, a potential fracture will occur 
sooner, but if a crack is missed in yearly inspections, fracture will occur nonetheless before the year is over. If short 
inspection intervals are undesirable, one has the option of selecting a more refined inspection procedure with a smaller a0. 
Then H, and hence the inspection intervals, will be longer. 

It does not matter either at which time the crack initiates (Fig. 4). Inspections scheduled at an H/2 interval will always 
give two opportunities for detection, regardless of when crack growth begins, provided that inspections are scheduled at 
H/2 intervals starting from hour zero (even if initially the chance of a crack is small). Similarly, if the interval is chosen as 
H/3, there will always be three inspections between a0 and ap. 



 

FIG. 4 TWO POSSIBILITIES FOR CRACK DETECTION WITH H/2, REGARDLESS OF WHEN CRACK STARTS 

Fail safety (in the context of fracture control and damage tolerance) is essentially a variation of fracture control by 
periodic inspection: cracks or failed members must be detected and repaired. The only difference is that the structure is 
designed to tolerate more damage than that which is observed. Fail safety can be achieved by means of crack arresters or 
multiple load paths. 

For example, crack arresters are designed specifically to prevent an advancing crack from reaching critical crack size. 
Alternatively, a pipeline or pressure vessel can be designed so that cracks will cause leaks rather than breaks (see "Leak-
Before Break" in the article "Operating Stress Maps for Failure Control"). Because a leak is presumably obvious, no 
special inspections are necessary other than frequent checks for leaks. The same can be accomplished by providing 
multiple load paths (e.g., parallel redundant members). When properly designed, the structure can still sustain p when 
one member fails. Inspection for cracks would not be required, but regular checks for failed members would be. Of 
course, member failure must be obvious, because a second member will soon develop cracks when it must carry 
additional load. 

Durability (or Safe-Life) Fracture Control. A safe-life approach to fracture control is applied to structures with hard-
to-detect cracks (e.g., inaccessible locations) or when "initial" crack size limits are below inspectability thresholds. If no 
inspections can or will be done, a small initial crack (ai) could be assumed to exist initially in the new structure. The time, 
H, for the crack to grow from ai to ap is then the available safe life. In that case the structure or component must be retired 
or replaced after, for example, H/2 hours. This is called the durability approach. 

A durability analysis (based on S-N data) and/or tests are used to establish a "design life." To account for scatter or 

uncertainties in the operating conditions, retirement or replacement are then mandated at fraction (e.g., to ) of that 
design life. Crack growth and inspection intervals are not involved. The drawbacks of this approach are:  

• THE CRITICAL DEPENDENCE ON THE DURABILITY ANALYSIS AND SAFETY FACTOR 
(WHICH MAY BE INADEQUATE)  

• THE HIGH COSTS OF RETIRING COMPONENTS WITHOUT AN OBVIOUS "CAUSE"  

Nonetheless, some components (such as landing gear) are designed to safe-life criteria, because cracks are noninspectable 
(the materials have low toughness) and proof tests are not practical. 



Another problem with the durability approach is how the size of ai is assumed. The assumption of an initial crack size 
may be difficult or unclear for high-quality components (that may be essentially defect free). In welded structures the 
assumption of an initial flaw is more realistic. Welds often contain defects such as porosity or lack of fusion. In particular, 
the latter is a sharp defect equivalent to a crack of about equal size. 

Destructive Inspection by Proof Testing. If the toughness is very low, the maximum permissible flaw, ap, may be 
smaller than the detectable crack, ad (Fig. 5). This can also be the case when the structure is so large that inspections for 
cracks are impractical (e.g., a 1000 mile pipeline), so that the "detectable" crack size is effectively infinite. In such 
situations, proof testing may be another fracture control option. 

 

FIG. 5 DESTRUCTIVE INSPECTION WITH PROOF TEST. (A) CRACK GROWTH. (B) DETECTION OF CRACKS 
EQUAL TO OR GREATER THAN PROOF SIZE. (C) LOWER PROOF LOAD WITH COOLING 

As an example, consider a component that is subjected to a proof stress, σproof. Fracture will occur if a crack aproof is 
present, as shown in Fig. 5(b). Conversely, if no fracture occurs, the maximum possible crack is aproof, so that a safe 
operational period H (for growth from aproof to ap) is ensured. If the proof test is repeated every H hours, a period of at 
least H hours of safe operation is available after each successful proof test. Should failure occur during the proof test (i.e., 
a crack of size aproof is detected), then a repair or replacement is made. The life can be extended forever, provided that 
proof tests are always conducted at the proper interval, H. 

Pipelines and pressure vessels are eminently suitable for the proof test approach. A line or vessel normally filled with 
gas or dangerous chemicals can be proof tested (hydrotested) with water. A failure during the proof test would happen 
under controlled circumstances, causing a water leak only. In many cases, hydrotests are already performed anyway. 
Selecting the proof stress level and interval on the basis of fracture mechanics analysis, to calculate H, would give these a 
rational foundation. 

Proof tests on structures other than pressurized containers are often hard to perform. However, if the component 
can be easily loaded (or easily removed), the option is available and has been exercised (on wing hinges of F-111 
aircraft). Cooling the structure or component during the proof test causes a drop in toughness, which permits the use of 



lower proof stress to "detect" the same aproof (as shown in Fig. 5c). After the test and warmup, the original toughness and 
residual strength are restored. 

The Probability of Missing the Crack. All information needed to determine H and the inspection interval can be 
calculated, except for the detectable crack size. The latter must be obtained from inspection experience, which may be 
difficult to quantify. The length of the inspection interval (or the time period available for inspection, H) also is very 
sensitive to the (choice of) detectable crack size, because the slope of the crack growth curve is small for small cracks 
(Fig. 3b). Consequently, an assumption with regard to the detectable crack size may have more weight in determining the 
inspection interval than the painstaking and costly damage tolerance analysis. This is unsatisfactory. A more rational 
procedure for establishing inspection intervals is desirable. 

Detection of cracks larger than the "detectable size" is not a certainty. It is affected by many factors: the skill of the 
inspector; the specificity of the assignment (e.g., one specific location, as opposed to a whole wing or bridge); the 
accessibility and viewing angles; exposure (e.g., part of a crack may be hidden behind other structural elements), possible 
corrosion products inside the crack; and so on. In general, discrimination of flaws depends on detection response levels 
(or crack size) and the level of the application noise (Fig. 6). Analysis of signal and signal plus noise are common in 
electronic devices, optics, and other discrimination processes. However, it is important to recognize that the dominant 
noise source in a nondestructive evaluation (NDE) process is not electronic noise that may be reduced by filtering, 
multiple sampling, and averaging techniques, but is instead the noise due to nonrelevant signals generated in applying the 
NDE procedure to a specific hardware element. 

 

FIG. 6 SIGNAL/NOISE DENSITY DISTRIBUTION FOR (A) LARGE, (B) MEDIUM, AND (C) SMALL FLAW SIZE 

The outcome from an NDE measurement/decision process needs to be understood as a problem in conditional probability. 
When an NDE assessment is performed for the purpose of crack detection, the outcome is not a simple accept/reject 
(binary) process, as is frequently envisioned. It is actually the product of conditional acceptance due to the 
interdependence of the measurement and decision responses. In general, the four possible outcomes from an inspection 
process are:  

• TRUE POSITIVE: A CRACK EXISTS AND IS DETECTED.  
• FALSE POSITIVE: NO CRACK EXISTS BUT ONE IS IDENTIFIED.  
• FALSE NEGATIVE: A CRACK EXISTS BUT IS NOT DETECTED.  
• TRUE NEGATIVE: NO CRACK EXISTS AND NONE IS DETECTED.  

Typically, the probability of crack detection depends on crack size in the manner shown in Fig. 7. There is a certain crack 
size, a0, below which detection is physically impossible. For example, for visual inspection this would be determined by 
the resolution of the eye, or for ultrasonic inspection by the wavelength. In reality, a0 is larger than these physical limits. 
The probability of detection is never equal to 1, even for large cracks; any crack may be missed. It follows that the 
probability curve must have the general form shown in Fig. 7. 



 

FIG. 7 PROBABILITY OF CRACK DETECTION IN ONE INSPECTION. (A) BASIC CURVE. (B) EFFECT OF 
ACCESSIBILITY, AND SPECIFICITY, OR OTHER DIFFICULTY FACTOR 

A crack is subject to inspection several times before it reaches the permissible size. At successive inspections, the crack 
will be longer, and the probability of detection higher, but there is still a chance that it will go undetected. Consider 100 
cracks growing at equal rate (same population), all in the same stage of growth (same size). Let the probability of 
detection at a certain inspection be p = 0.2. The probability that a crack will be missed is then q = 1 - p = 0.8. That means 
that 80 cracks will go undetected. At the next inspection the cracks are longer; let the probability of detection then be p = 
0.6, so that q = 0.4. Thus of the remaining 80 cracks, 0.4 × 80 = 32 cracks will go undetected. Apparently the cumulative 
probability that a crack will be missed in successive inspection is Q = q1 * q2 * . . . * qn. In the above example, Q = 0.8 × 
0.4 = 0.32. Of the 100 cracks, 32 cracks remain undetected after two inspections. The cumulative probability of detection 
is P = 1 - Q. In the above example, P = 0.68. Of the 100 cracks, 68 were detected after two inspections, but 32 were 
missed. 

Figure 8 shows what happens if inspection intervals are determined as I = H/2, where H is the time required for crack 
growth from ad to ap. The detectable crack size, ad, might be selected as a crack with a certain probability of detection. 
For example, the detectable crack size could be defined as a50, a crack with 50% probability of detection. Such a criterion 
certainly has appeal, because it seems consistent, yet it still leads to inconsistencies. 

 

FIG. 8 INSPECTION INTERVALS BASED ON H/2. (A) PROBABILITY OF DETECTION FOR TWO INSPECTION 
METHODS. (B) INSPECTION TIMES ON CRACK GROWTH CURVE 



For the case of Fig. 8 either method I or method II could be prescribed. The detectable crack sizes, a50, lead to different 
inspection intervals, HI/2 and HII/2. Inspections would take place as indicated by arrows in Fig. 8(b). The two methods 
would be equivalent but certainly do not provide equal probability of detection, which is unsatisfactory. The probability-
of-detection curves are different for the two procedures in Fig. 8. The cracks would be inspected for the first time when 
they still have a size smaller than a50. At this first inspection, the probability of detection is not zero (unless a < a0). There 
is a distinct probability, p1, that the crack is already detected during that first inspection; the probability that it is missed is 
q1 = 1 - p1. At the next inspection the crack is larger, and the probability of detection is q2, and so forth. By the time the 
crack reaches ap, it has been inspected n times. The cumulative probability of the crack having been detected at any one of 
these inspections can be calculated as in the example above. 

The length of the inspection interval can be established so as to provide a consistent safety level (cumulative probability 
of detection), independent of the shape of the crack growth curve, the accessibility, and the specificity of the inspection. 
The target cumulative probability of detection could be set, for example, at 95 or 98% and be specified in damage 
tolerance requirements. Given the calculated crack growth curve, the permissible crack size, and the probability of 
detection for the relevant specificity and accessibility, the cumulative probability of detection can be calculated for 
different lengths of the inspection interval. When the results are plotted, the interval for the desirable probability of 
detection can be obtained from the curve (Fig. 9). The interval will be different for different inspection methods, crack 
growth curves, accessibility, and specificity, but the cumulative probability of detection is always the same (equal safety). 
The problems with H/2 are then eliminated automatically (Ref 1, 2, 3, 4). 

 

FIG. 9 CUMULATIVE PROBABILITY OF CRACK DETECTION AS A FUNCTION OF THE LENGTH OF THE 
INSPECTION INTERVAL. (A) CASE 1 OF FIG. 10. (B) CASE 2 OF FIG. 10 

A computer can perform the calculation for different interval lengths (Ref 5), provided that the crack growth curve 
calculated in the damage tolerance analysis and the applicable inspection parameters to the probability of detection curve 
are provided as input. Typical computer results are shown in Fig. 9(a) and 9(b) for the two crack propagation curves in 
Fig. 10. The criterion I = H/2 would assign the same inspection interval to both cracks. This would lead to different 
cumulative probabilities of detection for case 1 and case 2. In order to ensure the same probability in both cases, the 
intervals must be shorter in case 2. Although refinements can be made, the above provides a rational procedure to 
establish inspection intervals for which the probability of detection is independent of the inspection technique, the crack 
growth curve, and the assignment. The procedure is finding acceptance in the aircraft industry. 



 

FIG. 10 TWO HYPOTHETICAL CRACK GROWTH CURVES USED IN FIG. 9 

 
References cited in this section 

1. D. BROEK, FRACTURE CONTROL BY PERIODIC INSPECTION WITH FIXED CUMULATIVE 
PROBABILITY OF CRACK DETECTION, STRUCTURAL FAILURE, PRODUCT LIABILITY AND 
TECHNICAL INSURANCE, INTERSCIENCE ENTERPRISES LTD., 1987, P 238-258 

2. W.H. LEWIS ET AL., RELIABILITY OF NON-DESTRUCTIVE INSPECTIONS, SA-ALC/MME 76-6-38-1, 
1978 

3. E. KNORR, RELIABILITY OF DETECTION OF FLAWS AND OF THE DETERMINATION OF FLAW 
SIZE, AGARDOGRAPH 176, 1974, P 396-412 

4. U. GORANSON, PAPER PRESENTED AT ICAF MEETING, TOULOUSE, 1983 
5. D. BROEK, DAMAGE TOLERANCE ANALYSIS SOFTWARE, FRACTURE RESEARCH INC., 1995 

Concepts of Fracture Control and Damage Tolerance Analysis 

David Broek, FractuREsearch 

 

Fracture Control Plans 

The optimum fracture control plan depends on the consequences of a fracture. If the number of fractures experienced is 
considered to be an acceptable level with a certain fracture control plan at acceptable costs, the plan is close to optimum. 
Before implementation of a fracture control program, the objectives must be identified. If a structure can sustain assumed 
damage under an assumed loading condition, it is not necessarily safe, despite all analysis. Before defining the 
permissible residual strength or permissible crack size, the desired level of safety should be established, even if only 
qualitatively. It will appear that every component and structure calls for different fracture control requirements. 

Fracture control measures must be in accordance with the acceptable risk. On the basis of rules and regulations issued by 
governments or engineering societies, the designer or manufacturer prescribes the details of the fracture control plan and 
the operator implements this plan through maintenance, inspection, repair, or replacement. The plan must be suitable for a 
particular structure and for the potential operators. Professional operators of pressure vessels, airplanes, and the like can 
implement more complex fracture control measures than the general public operating automobiles. Here the concern is 
with those cases where materials selection alone does not provide adequate safeguards against fractures. Table 1 provides 
conceptual control plans for a variety of circumstances. 



TABLE 1 FRACTURE CONTROL PLANS 

PLAN  CONDITION  FRACTURE CONTROL METHODS  
PLANS FOR ANTICIPATED CRACKS DETECTABLE BY INSPECTION  
PLAN 
I  

FOR INITIAL DEFECT NOT 
EXPECTED TO GROW BY 
FATIGUE  

• CALCULATE PERMISSIBLE SIZE OF DEFECT. 
• IF STRESS CORROSION CAN OCCUR, 

CALCULATE WHICH SIZE OF DEFECT CAN 
BE SUSTAINED INDEFINITELY GIVEN THE 
KISCC OF THE MATERIAL.  

• INSPECT ONCE USING A TECHNIQUE THAT 
CAN RELIABLY DETECT DEFECTS OF THE 
CALCULATED SIZES.  

• ELIMINATE ALL DETECTED DEFECTS 
LARGER THAN THOSE OF THE 
CALCULATED SIZES.  

 
PLAN 
II  

FOR ALL DEFECTS (INITIAL OR 
INITIATING LATER) THAT WILL 
GROW DURING SERVICE--
THESE WILL REACH CRITICAL 
SIZE  

• IF POSSIBLE, SHOW BY ANALYSIS (OR 
TESTS) THAT THE STRUCTURE CAN 
SUSTAIN WITHOUT FAILURE SUCH LARGE 
DEFECTS THAT THE DAMAGE WILL BE 
OBVIOUS (E.G., READILY APPARENT LEAK 
OR FAILED COMPONENT; FAIL SAFETY). 
REPAIR WHEN DAMAGE IS DISCOVERED.  

• IF THE ABOVE CANNOT BE SHOWN, 
CALCULATE PERMISSIBLE CRACK SIZE.  

• ESTABLISH CRACK SIZE THAT CAN BE 
DETECTED RELIABLY.  

• CALCULATE TIME FOR CRACK GROWTH.  
• IMPLEMENT PERIODIC INSPECTION BASED 

ON CRACK GROWTH CALCULATION.  
• START INSPECTION IMMEDIATELY 

BECAUSE TIME OF CRACK INITIATION IS 
NOT KNOWN.  

• REPAIR OR REPLACE WHEN CRACK IS 
DETECTED.  

 
PLAN FOR ANTICIPATED CRACKS NOT DETECTABLE BY INSPECTION  
PLAN 
III  

FOR PARTS WHERE A IS SO 
SMALL THAT IT DEFIES 
INSPECTION  

• MAKE BEST ESTIMATE OF POSSIBLE 
INITIAL DEFECTS.  

• CALCULATE PERMISSIBLE CRACK SIZE AP.  
• CALCULATE CRACK GROWTH LIFE FROM 

INITIAL DEFECT SIZE TO AP.  
• REPLACE/RETIRE AFTER CALCULATED 

LIFE EXPIRES (USING ADEQUATE FACTOR).  
 

PLAN FOR STRUCTURES FOR WHICH INSPECTION IS NOT FEASIBLE, BUT PROOF TESTING IS 
POSSIBLE  
PLAN 
IV  

FOR COMPONENTS OR 
STRUCTURES THAT CAN BE 
PROOF TESTED AND WHERE 
FAILURE DURING PROOF 

• DETERMINE FEASIBLE PROOF TEST 
PRESSURE OR LOAD.  

• CALCULATE MAXIMUM CRACK SIZE APROOF 
THAT COULD BE PRESENT AFTER PROOF 



TESTING IS NOT A 
CATASTROPHE (E.G., LEAK 
BEFORE BREAK)  

TEST.  
• CALCULATE MAXIMUM PERMISSIBLE 

CRACK AP.  
• CALCULATE CRACK GROWTH TIME, H, 

FROM APROOF TO AP.  
• REPEAT PROOF TEST BEFORE H HAS 

EXPIRED (USING ADEQUATE FACTOR).  
 

PLANS FOR CRACKS DISCOVERED IN SERVICE  
PLAN 
V  

FOR DETECTED CRACKS FOR 
WHICH NO ANALYSIS IS DONE  

• REPAIR OR REPLACE UNCONDITIONALLY.  
 

PLAN 
VI  

FOR DETECTED CRACKS FOR 
WHICH ANALYSIS IS DONE (IF 
IMMEDIATE REPLACEMENT IS 
IMPRACTICAL)  

• SHOW BY ANALYSIS THAT A LARGER 
DEFECT CAN BE SUSTAINED.  

• CHECK GROWTH DAILY; DRILL STOP HOLE 
IF PERMISSIBLE (AS AN INTERIM 
MEASURE).  

• PREPARE FOR REPAIR OR REPLACEMENT 
AT EARLIEST CONVENIENCE.  

• DETERMINE EXACT SIZE AND SHAPE OF 
CRACK.  

• FIND MATERIALS DATA; IF POSSIBLE, CUT 
TEST SPECIMENS FROM STRUCTURE.  

• OBTAIN RELIABLE LOAD AND STRESS 
INFORMATION.  

• CALCULATE AP.  
• CALCULATE TIME, H, FOR GROWTH TO AP.  
• PREPARE FOR REPAIR OR REPLACEMENT 

BEFORE H (WITH ADEQUATE FACTOR) 
EXPIRES.  

• IF CRACK GROWS FASTER THAN 
CALCULATED, UPDATE PROGNOSIS AND 
SPEED UP REPLACEMENT OR REPAIR 
ACTIONS. IF POSSIBLE, REDUCE 
OPERATIONAL LOADS. REPAIR OR 
REPLACE AS SOON AS POSSIBLE.  

 
PLAN 
VII  

FOR STRUCTURES 
IDENTICAL TO THOSE IN 
WHICH A CRACK WAS 
PREVIOUSLY DETECTED  

• USE PARTS OF CRACKED OR FAILED 
STRUCTURE TO OBTAIN MATERIAL 
PROPERTIES.  

• IMPLEMENT PLAN II, III, OR VI.  
  

Detectable Cracks. Table 1 shows the ingredients of fracture control plans for structures in which cracks are detectable 
by inspection. If initial defects will not grow during service, plan I is applicable. If defects, whether initial or developing 
later, may grow under service loading, a crack eventually will become critical, unless it is readily discovered and repaired. 
Inspections should be scheduled in accordance with plan II. 

Cracks Not Detectable by Inspection. Cracks may not be detectable, either because their permissible size is so small 
that it defies inspection, the location is not accessible, or the structure is so large that inspections are not feasible. Plan III 
is applicable in such cases. Plan IV involves destructive inspection by proof testing to show that no cracks larger than 
aproof are present. If larger cracks are present, a failure will occur during the proof test, but this failure must not be 
catastrophic in its consequences. 



After Crack Detection. Although fracture control calls for immediate repair or replacement when a crack is discovered, 
this is not always convenient. Large savings may be realized if remedial action can be scheduled for the next major 
overhaul or shutdown, or if operations can continue until a new part or component has been manufactured and received. 
Whether this is possible depends upon the fracture control plan in force. A well-conceived plan II already contains 
information on crack growth and residual strength. Using this information as an initial safeguard, operation can be 
continued, but the analysis should be updated and plan VI should be put into action. A crack may be discovered 
accidentally in a structure not subject to a fracture control plan. When no analysis is to be done, plan V is the only 
possible course, but it is recommended that analysis be done and that plan VI be followed. Recurrence of the incident can 
be prevented using plan VII. 
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Damage Tolerance Requirements 

Requirements for Commercial Airplanes. The U.S. Federal Aviation Requirements [FAR.25b], enforced in a similar 
way in other countries, stipulate that the residual strength with damage present must not fall below the so-called limit load 
PL, so that Pp = PL. The limit load is, generally speaking, the load anticipated to occur once in the aircraft life. Given Pp, 
the residual strength diagram provides the maximum permissible crack size ap. 

In essence, the above is the complete requirement; little more is necessary. To satisfy the requirement, the manufacturer is 
obliged to design in such a manner that cracks can be detected before they reach ap and to prescribe to the operator where 
and how often to inspect. Similarly, the operator is obliged to follow the manufacturer inspection instructions. Fracture 
control by these rules must be exercised by inspection. The excuse that some cracks are noninspectable is not justifiable 
(except, of course, if components are designed by safe-life criteria as in the case of landing gear). Every crack will 
become detectable if large enough. Thus, the requirement forces structural designs that are tolerant of damage large 
enough for detection, which promotes fail-safe design with multiple load path and crack arrest features. 

Although there is a problem in the definition of detectable cracks, an (arbitrary) specification of detectable size would not 
improve the requirement, because detectability depends on the type of structure, its location, and its accessibility. The best 
way to determine inspection intervals is based on the cumulative probability of detection, as discussed. A useful 
improvement of the requirements would specify the desirable cumulative probability of inspection. 

The U.S. Air Force requirements (adopted by some other forces as well but usually in a modified form) make a distinction 
between non-fail-safe and fail-safe structures (crack arrest or multiple load path). More stringent requirements apply to 
non-fail-safe structures. The military requirements (MIL-A-87221, MIL-A-83444, and MIL-STD-1530) go into great 
detail with regard to the assumptions to be made in the analysis for initial crack size and crack development. Otherwise 
they are very similar to those for commercial aircraft. 

ASME and Other Requirements. Other damage tolerance requirements exist for ships and offshore structures and for 
nuclear pressure vessels. Requirements for ships and offshore structures are issued by shipping bureaus, such as Lloyds of 
London, Veritas (Norway), and American Bureau of Shipping. Similar requirements exist for military ships. Those for 
ships are essentially preventive requirements; no analysis is necessary. Ships of a certain size and over must be equipped 
with so-called arrest strakes, which are located at the gunwale, at the bilge, and sometimes at mid-decks. They are 
longitudinal strakes of a higher-toughness material than the normal hull plating. 

The damage tolerance requirements for nuclear pressure vessels are contained in the ASME boiler and pressure vessel 
code, section XI and its appendix A. The requirements essentially provide acceptance limits for cracks detected in service. 
A variety of possible crack configurations and locations are identified. The requirements then provide the crack sizes for 
each case that may be left unattended. Should a detected crack exceed the prescribed limits, one has two options: repair 
weld or perform analysis. 

If the option to perform analysis is selected, the following damage tolerance requirements apply: K < Arrest 

toughness/  for upset conditions, and K < Toughness/  for emergency and faulty conditions, where K is the stress 
intensity at these conditions. Strangely enough, these requirements are expressed in terms of the stress intensity and 



toughness. However, with the fracture condition of K = Toughness (in the upset condition, at the stress cu) fracture 

would occur if p p  = Toughness. If the actual stress intensity must be smaller by a factor , it follows that 

cu/ p = 3.16, assuming p cu. This means that a safety factor of 3.16 must remain with regard to upset 
conditions. Thus, the requirement can be stated in terms of the minimum permissible residual strength p. It follows that 

p = cu/3.16, in accordance with the previous discussions. This case is displayed in Fig. 11(a) using the same 
nomenclature as before. 

 

FIG. 11 ASME REQUIREMENTS FOR: (A) PERMISSIBLE CRACK SIZE (AP) FOR UPSET CONDITION (WHERE KAR 
IS ARREST TOUGHNESS). (B) CRACK GROWTH FOR UPSET CONDITION. (C) PERMISSIBLE CRACK SIZE FOR 
EMERGENCY CONDITION (L = INSPECTION INTERVAL). (D) CRACK GROWTH FOR EMERGENCY CONDITION. 
(NOTE: PERMISSIBLE CRACK SIZE, AP, IS ACTUALLY DENOTED AS AF IN THE ASME CODE.) 

At the same time, the stress intensity must be less than the toughness divided by for the emergency conditions (stress 
ce). Using the same arguments as above, the minimum permissible residual strength, p, must provide a safety factor of 

= 1.41 with regard to upset conditions. This is shown in Fig. 11(c). 

Different toughnesses are used in the two cases, the arrest toughness and the regular toughness. Because the former is less 
than the latter, there are effectively two residual strength curves in play, as shown in Fig. 11. This does not change the 
principle of the analysis. In either case the permissible crack size ap follows from the residual strength diagram as shown. 
Obviously, it is impossible to satisfy both requirements exactly. One is always more severe than the other. If it can be 
foreseen which of the two generally is the severest, the requirement can be simplified. 

The requirement presents an alternative. Instead of the above, one may satisfy the following requirements:  



• AP ACU/10 UPSET AND OPERATING CONDITIONS  
• AP ACE/2 EMERGENCY CONDITIONS  

where acu is the critical crack (causing fracture at upset conditions and ace is the critical crack in emergency conditions. (In 
the ASME code, ap is denoted af.) Thus:  

ACU = 10AP  (EQ 4) 

K = CU CU  = P P   
(EQ 5) 

so that  

P P/ CU CU = = 3.16  (EQ 6) 

This requirement will be identical to the one stated previously if p = cu. Because acu is a longer crack than ap, in 
general cu > p, so that the requirement leads to a safety factor somewhat smaller than 3.16. The same arguments hold 
for ap and ace. Both sets of requirements apparently attempt to set the same conditions, and only one is necessary. 

Once a crack is detected and analysis is preferred instead of immediate repair, crack growth must be analyzed as well. 
Fatigue crack growth must be calculated starting at ad, which is the crack actually present and discovered, and continuing 
over the period until the next inspection (shutdown). Over this period the crack may not grow beyond ap as determined by 
the criteria discussed above. This condition is shown in Fig. 11(b) and 11(d). The requirements fully prescribe the 
analysis procedure as well as the toughness and rate data. (Use of other analysis and data is subject to approval by 
authorities.) The analysis procedure is mostly in agreement with general practice (Ref 6). 

The requirement is specifically for a case where a crack is detected in service. One may then prove by analysis that this 
crack is not dangerous during further operation until the next shutdown. In the ASME requirements, the damage tolerance 
analysis is used to decide whether a structure with a known crack can be left in service without repair. Besides, analysis is 
not used to determine the inspection interval. The approach for aircraft has an important difference, in that cracks must be 
repaired and the analysis is used to ensure detection and repair a potential crack, not to determine whether it is safe to fly 
with a known crack. This statement is not meant as criticism, but rather as a clarification of the difference in approach. 
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Fracture Mechanics and Fatigue Design 

Fracture mechanics does not provide revolutionary new insights for fatigue design. It merely confirms what has been 
known for many years. Probably the most important rule in designing for high-fatigue performance is that stress 
concentrations should be kept at a minimum. Fracture mechanics merely emphasizes the significance of this. Without a 

stress concentration, the stress intensity for a small crack (  1) is K = . For a small crack emanating from a 



notch or fillet, the geometry factor approximately equals the stress concentration factor: kt, putting the stress intensity 

at K = kt . 

Because fatigue crack growth depends roughly on the third power of K, small cracks at stress concentrations grow faster 

by about . Thus, a crack emanating from a simple hole grows about nine times faster than one of equal size starting at 
a smooth surface. Most service cracks start at stress concentrations, and the implications are self-evident. 

The sole objective of damage tolerance analysis is to establish fracture control measures so that cracks can be eliminated 
before they become dangerous, by either repair or replacement of the component. There is no excuse for a fracture that 
results from known cracks, regardless of what analysis predicts. 

If crack discovery demands repair, a new problem arises. Not only must the repair be adequate to restore strength, it must 
also be analyzed for damage tolerance again. 

A repair cannot be treated too casually. A simple cover plate usually does not suffice; such a repair may rather aggravate 
the situation and cause new cracks in due time. Repairs must be designed to cause gradual transfer of loads to reduce the 
stress concentration. Fracture control measures must be reinstated for the repair. 

The time available for fracture control is the time of safe operation, (H), which is governed by the residual strength and 
the crack growth curve. If H is short, frequent inspections must be scheduled, or the component must be replaced soon. 
As long as all fracture control decisions are indeed based on H, safety will be maintained. But long inspection intervals or 
replacement times are desirable from an economic point of view. The question then is which measures can be taken to 
improve the situation when H is too small to be economically acceptable. Possible options (Fig. 12) are summarized 
below. 

 

FIG. 12 WAYS TO INCREASE INSPECTION INTERVAL. (A) BASE CASE. (B) USE OF BETTER MATERIAL. (C) USE 
OF MORE SENSITIVE INSPECTION METHOD. (D) (DETAIL) DESIGN WITH LOWER STRESS. (E) REDUNDANCY 
(FAIL-SAFE) OR CRACK ARRESTERS 

Option (a): Use of a Material with Better Properties (Fig. 12b). A higher toughness will provide a somewhat 
larger ap, but generally speaking it is not of great influence on H; most of the life is in the early phase of crack growth. 
Increasing toughness (ap) affects only the steeper part of the curve, which in general has only a small effect. 

Option (b): Selection of a Better Inspection Procedure (Fig. 12c). Improving the inspection technique, (e.g., by 
selecting a more sophisticated inspection procedure) reduces detectable crack sizes. This usually has a significant effect 
on H because of the small slope of the initial part of the crack growth curve. The penalty will be a more difficult 
inspection, but the inspection interval will be longer, so fewer inspections will be needed. 

Option (c): Redesign or Lower Stress (Fig. 12d). The crack growth curve is governed by the stress intensity. 
Reducing the stress by 15%, for example, will reduce K by 15%. Because crack growth rates are roughly proportional to 
K3, a 15% reduction in stress will increase H by a factor 1.153 = 1.5. Such a stress reduction seldom requires a general 
"beef up" of the structure; cracks occur where the local stresses are high, and the stress reductions are needed only locally. 
Reduction of stress concentrations, larger fillet radii, and less eccentricity will add hardly any material, cost, or weight. 



Redesign may also affect K; a reduction in is just as effective as a reduction in . In the above example of the reduced 
stress concentration, the effect is actually in (kt) instead of in (the nominal stress does not change). The redesign may 
be in the production procedure, so that cracks occur in the cross-grain direction instead of along exposed grain 
boundaries. 

Option (d): Providing Redundance and Arresters (Fig. 12e). Building the structure out of more than one element 
provides multiple load paths. In a well-designed multiple load path structure, only inspections for a failed member may be 
necessary, provided that the fasteners or welds can transfer the load of the failed member by shear. 

All of these options can be exercised during design. It is crucial, therefore, that damage tolerance analysis commence in 
the early design phase when modifications are still possible. Once the design is finalized, the options for improvement are 
drastically reduced. For finalized designs and existing structures, Option (b) (Fig. 12c) is often the only recourse, although 
doublers or arresters sometimes can be added later. 
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(COSMIC/UNIVERSITY OF GEORGIA), AND A CRACK GROWTH PROGRAM BY J. GALLAGHER, 
UNIVERSITY OF DAYTON RESEARCH INSTITUTE  

 
Note cited in this section 

* SUPPLEMENTARY REFERENCES PROVIDED BY ANTONIO RUFIN, BOEING, WITH ASSISTANCE 
FROM FATIGUE TECHNOLOGY INC., SEATTLE. LISTED ARE ADDITIONAL MONOGRAPHS, 
TEXTBOOKS, AND PAPERS ON FRACTURE MECHANICS AND DAMAGE TOLERANCE. THE 
MAIN CONTENTS OF EACH REFERENCE ARE SUMMARIZED IN BRACKETS NEXT TO IT. 
THOUGH NOT MENTIONED HERE, THE PROCEEDINGS FROM ANNUAL OR BIANNUAL 
CONFERENCES SUCH AS ICAF AND ASIP ARE ALSO EXCELLENT INFORMATION SOURCES. 

 

The Practice of Damage Tolerance Analysis 

David Broek, FractuREsearch 

 

Introduction 

DAMAGE TOLERANCE ANALYSIS consists of three parts:  

• CALCULATION OF THE RESIDUAL STRENGTH DIAGRAM TO OBTAIN THE PERMISSIBLE 
CRACK SIZE  

• CALCULATION OF THE CRACK GROWTH CURVE  
• CALCULATION OF THE INSPECTION INTERVAL  

The last item is discussed in the article "Concepts of Fracture Control and Damage Tolerance Analysis" in this Volume. 

In most cases the residual strength analysis is performed with linear elastic fracture mechanics and is based on the stress-
intensity factor, K, and the toughness (the plane strain fracture toughness, KIc, or the plane stress fracture toughness, Kc). 
Linear elastic conditions are assumed for this article. Residual strength analysis on the basis of elastic-plastic fracture 
mechanics and plastic fracture mechanics is discussed in the article "Residual Strength of Metal Structures" in this 
Volume. 

In this article it is assumed that crack growth is predominantly by fatigue rather than by corrosion, creep, or other 
mechanisms. This does not exclude the combination of (mechanical) fatigue and stress corrosion (i.e., corrosion-assisted 
fatigue). After all, fatigue crack growth is almost always corrosion assisted, because at least one corrodent, humid air, is 
usually present. It is the occurrence of cyclic loading, rather than the presence of a corrodent, that puts crack growth in the 
category of fatigue. The response of the material, in terms of the crack growth rate, da/dN, includes the effect of 
corrosion. 
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Input to the Analysis 

Damage tolerance analysis, whether of crack growth or residual strength (with the limitations expressed) is based on the 
stress-intensity factor, K:  

K =   (EQ 1) 

where is the applied stress, a is the crack size, and is the nondimensional geometry factor that incorporates all the 
geometrical complications of the structure at hand. 

For residual strength analysis, the fracture criterion is usually:  

K = KIC (OR KC)  (EQ 2) 

in which KIc is the plane strain fracture toughness and Kc is the plane stress fracture toughness. To obtain the residual 
strength diagram, the following equation must be solved for a number of a values:  

C = KIC(OR KC)/   (EQ 3) 

However, in general the establishment of the residual strength diagram is more complicated than this, as explained in the 
article "Residual Strength of Metal Structures" in this Volume. 

In fatigue, the crack growth data are expressed as a function of the stress-intensity range, K, and the stress ratio, R, as:  

DA/DN = F( K, R)  (EQ 4) 

Calculation of the crack growth curve requires integration of Eq 4 with K expressed per Eq 1. The expression for K 
includes as per Eq 1, where is the stress range in the cycle (or any particular cycle). Few structural parts are 
subjected to constant-amplitude loading. In general, the loading is random or semirandom, so that is different from 
cycle to cycle. Thus, the following input is required for the analysis:  

• MATERIAL DATA IN TERMS OF KIC (OR KC), RATES IN TERMS OF RATE DIAGRAM, DA/DN 
= F( K, R), AND THE YIELD STRENGTH, FTY  

• THE GEOMETRY FACTOR, , AS A FUNCTION OF CRACK SIZE FOR THE STRUCTURE AT 
HAND  

• THE STRESS HISTORY (I.E., THE SEQUENCE OF STRESS VALUES, , TO WHICH THE 
DETAIL IN QUESTION WILL BE SUBJECTED)  

The following discussions briefly consider the crucial aspects of obtaining material data and geometry factors, then turn 
to the problem of crack growth analysis through the integration of Eq 4. This integration can seldom, if ever, be 
performed in closed form; therefore, numerical integration by computer is indicated. Most crack growth analysis 
computer programs contain extensive libraries of material data and geometry factors, which tend to give the user a false 
sense of security. The selections made by the user from these libraries are what make or break the analysis. The damage 
tolerance analyst must be thoroughly familiar with what follows in this article and would do well to become versant with 
other aspects of the problem (Ref 1). 
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Material Data 

Damage tolerance analysis is based on material property data such as fracture toughness, KIc or Kc, and yield strength, Fty. 
Fracture toughness is relevant for the calculation of residual strength, but otherwise it has no effect on the calculated 
crack growth curve (unless crack growth is described from curve-fitting models such as the Forman equation or the 
Collipriest equation). 

Innocuous as it may seem, the yield strength has an overriding effect if the crack growth analysis must account for crack 
retardation after overloads or in low-cycle fatigue. This issue is so complicated that the reader is well advised to consult 
the literature (e.g., Ref 1, 2) before attempting to deal with it. Retardation may well change the result of the crack growth 
analysis by a factor of 2 or more, depending on the yield strength value used. However, most analysts prefer to ignore 
crack retardation because doing so is more conservative. That being the case, the only input of relevance is the rate 
diagram for the material, of which a typical example is shown in Fig. 1. 



 

FIG. 1 FINDING THE BEST REPRESENTATION OF RATE DATA (ASTM A 533B STEEL AT 26 °C, OR 500 °F). (A) 
RE-PREDICTION OF CRACK GROWTH. (B) RATE DATA 

Curve Fitting da/dN Data. Data sets such as that shown in Fig. 1 (b) must be interpreted before they can be used in 
analysis. Clearly, the "scattered" data points cannot be used directly. In some cases a growth rate equation may be 
desirable; in particular, if the data appear to fall on straight lines, the Paris or Walker equation may be convenient (Ref 1, 
2). Most computer programs have options for the use of a number of equations but also permit the use of tabular data. The 
latter eliminates the need for force-fitted (sometimes poorly fitted) equations. 

All equations derive from "curve" fitting and have no physical basis. None of them is fundamentally better than any other, 
and none is more universally useful than any other. The most appropriate equation is the one that gives the best fit for the 
case at hand. Fits are often obtained by using a least squares fit of the da/dN - K data. This is all that can be done if the 
original raw test data (a versus N) are not available (the original crack growth data usually are not reported in handbooks 
or other literature). The best fit through the da/dN - K data must then be used, although the "best" fit may not give the 
best predictions if the analysis is required to cover a wide range of K values. 

A measured crack growth curve is shown in Fig. 1(a) and the da/dN data are shown in Fig. 1(b). In this case a straight line 

is appropriate (Paris equation, da/dN = . A least squares fit of these data provides Cp = 6.496 × 10-11 and 



mp = 3.43. When these parameters are used in a crack growth analysis to re-predict the original crack growth curve, the 
result is as shown in Fig. 1(a), which is certainly not the best fit to the actual crack growth curve. In this case the 
curvature of the predicted curve seems appropriate (the value of mp is correct), but there is a more or less proportional 
error, which can be corrected by adjusting Cp. The predicted life is too long as compared to the test life by a factor of 
1,937,483/1,871,080 = 1.035. Multiplication of Cp by this factor (Cp = 1.035 × 6.496 × 10-11 = 6.72 × 10-11) will result in a 
better prediction, as shown in Fig. 1(a). 

The regression fit of the da/dN data is not necessarily the best fit for analysis. In curve-fitting procedures, every data point 
gets equal weight, yet the points for high da/dN affect only a small portion of the life. The points for low da/dN are the 
relevant data during most of the life and should weigh more in the curve fitting. In the above example, the curvature of 
the predicted curves was appropriate, and only Cp needed adjustment. If the curvature is found to be incorrect, mp must be 
adjusted first by trial and error. This usually causes wild gyrations in the predicted curve, but these can be ignored. The 
objective is to arrive at a line with the proper curvature, which will have the proper mp. Once this mp value is found, the 
curve can be adjusted by adjusting Cp in the manner discussed. 

Clearly, fitting an equation is not trivial; it requires judgment and re-prediction of the original data using a predictive 
computer code. But if the original crack growth curve is not available, there is no other option than to fit the da/dN data as 
well as possible. This can be done by regression, but regression analysis may be a refinement and not necessarily an 
improvement over a hand-drawn best fit line. 

Dealing with Scatter in Fatigue Crack Growth Data. Statistical procedures used to account for scatter are seldom in 
accord with physical reality. Most statistical procedures address data analysis without direct consideration of the physics 
and mechanics of the problem. For example, the 90% confidence curves are commonly determined by using the 
individual da/dN data points as the statistical population sample, yet applying the correct mathematics does not lend 
credence to the physical result. 

The three main sources of scatter are:  

• CONSISTENT DIFFERENCES BETWEEN HEATS A AND B OF THE SAME ALLOY  
• LOCAL DIFFERENCES DUE TO INHOMOGENEITIES AND "WEAK SPOTS"  
• MEASUREMENT ERRORS  

Essentially, only the first source of scatter is relevant; the other two have little bearing on the problem. 

Consistent differences between various heats or batches of materials, and to a certain degree differences from 
location to location in one batch or plate, will be reflected in a more or less consistent difference in crack growth curves. 
As a consequence, the rate also will be consistently different, as shown in Fig. 2. This is true material scatter and must be 
accounted for in an analysis, because the exact properties of the batch used in the structure are not known. 



 

FIG. 2 TYPICAL TRUE SCATTER IN FATIGUE CRACK GROWTH. (A) CRACK GROWTH CURVES. (B) RATES 

Scatter due to inhomogeneities and "weak spots" may occur throughout the material, but only locally. At some 
locations the crack will accelerate, but soon afterward it will resume normal behavior. Another crack (in a different 
specimen) will encounter such "weak" spots at other locations and will speed up locally (at different stages in life than the 
first one), then resume normal growth. Similarly, it will sometimes slow down locally. On the whole, the two crack 
growth curves will be identical, as shown in Fig. 3(a). Also, the rate data will be identical, except that each test will 
provide a few outlying data points due to local higher or lower rates, as indicated in Fig. 3(b). The outlying data points 
occur at different locations in the two tests. If, instead of two tests, many tests are performed on specimens from the same 
plate, more and more outlying data points will appear and the scatter will seem to become well established (Fig. 3c). 



 

FIG. 3 SCATTER DUE TO INHOMOGENEITIES AND MEASUREMENT OF FATIGUE CRACK GROWTH. (A) DATA. (B) 
RATES OF CRACK GROWTH. (C) SCATTERBAND. (D) RE-PREDICTION OF CRACK GROWTH CURVES VERSUS 
CYCLES (N) 

Figure 3(d) results from taking the upper and lower (or 90% confidence) bounds of this scatter (Fig. 3c), then 
reconstructing crack growth curves on this basis. Clearly, the upper and lower bound data lead to unrealistic results, 
because all measured crack growth curves are essentially identical. This is caused by the implicit assumption that in some 
cases, all crack growth could be through a continuous string of weak spots (note that this scatter is caused by local weak 
spots). This is an untenable assumption. Weak spots are local; in each case only a few will be encountered. The entire 
bulk will not be one great weak spot. Hence, the average curve is the relevant one; the "scatter"' is only apparent, not real. 

Measurement errors do occur, but in general, the crack size will not be consistently overmeasured or undermeasured. 
Even if the measurement were always over or under, it would result only in a shift of the crack growth curve. The error in 
the rates would be small:  

[A2 + - (A1 + )] / N = (A2 - A1) / N 
= A / N  

(EQ 5) 

The main reason for the problem is that the differentiation (the procedure for obtaining a) tends to exaggerate 
measurement inaccuracies. For example, consider a measurement that is accurate within 0.005 in., about as high an 
accuracy as can be attained. If a = 0.5 in. nominally, its value is between 0.495 and 0.505 in.; the possible error is only 
1%. Let the next measurement be 0.52 in., indicating a crack size between 0.515 and 0.525, again with an accuracy of 1%. 
The value of a is then between 0.525 - 0.495 = 0.030 and 0.515 - 0.505 = 0.010, with an expected value of 0.52 - 0.50 = 



0.020. Hence, the error in rate will be as large as 50% (0.020 ± 0.010). This problem is not unique for crack growth; it 
always occurs where (numerical) differentiation is performed. 

To counteract this problem, ASTM E647 recommends taking a moving average for the rate determination. Yet the 
differentiation will still exaggerate measurement inaccuracies, which will appear as exaggerated "scatter" in the rate 
diagram. If a sufficient number of such values are accumulated, the scatterband may become impressive, even if the other 
sources of scatter are completely absent. The resulting problem is the same as was discussed on the basis of Fig. 3. Upper 
and lower bounds would give crack growth curves bearing no relation to the tests, because all tests essentially showed the 
same crack growth curves. Determining a 90% confidence band with a statistical treatment that does not account for this 
reality is inappropriate. 

Implications. Most of the scatter observed in data plots can be ignored, because it is apparent scatter only. The line 
representing the average of the data is the only realistic one (Fig. 3). However, it is prudent to account for the batch-to-
batch, heat-to-heat, and manufacturer-to-manufacturer variations, because it is not known a priori which batch of material 
will be used in the structure. As a rule of thumb, these effects can cause a difference of about a factor of 2 between worst 
and best crack growth rates. 

Corrosion-Assisted Fatigue Crack Growth. Should the environmental effect result in data of the form given in Fig. 4, 
none of the common equations is applicable and a tabular representation of the data is indicated. In the case of variable-
amplitude loading, K varies considerably from one cycle to the next. In one cycle, the K may call for rates at the 
"plateau" level of Fig. 4, whereas in the next cycle K may be low and call for rates close to the threshold. The baseline 
data were obtained for gradually increasing K. The environmental effect is time dependent and is measured at 
"chemical equilibrium" at the crack tip, but it is questionable whether the effect is the same in variable-amplitude loading. 
The equilibrium condition for a totally different K cannot be reached immediately in one cycle. Computer codes do not 
consider this problem. 

 



FIG. 4 CRACK GROWTH IN X-65 LINE PIPE STEEL IN 3.5% SALT WATER AT -1.04 V (SATURATED CALOMEL 
ELECTRODE) AND AT FOUR FREQUENCIES. SOURCE: REF 3 

Should the environment change during crack growth, another problem arises. In winter the environment is cold, dry air; in 
summer it is warm, wet air. There may be 100% relative humidity in winter, but cold air contains much less moisture than 
warm air, even if saturated. For example, air with 100% relative humidity at room temperature contains approximately 
30,000 ppm of water, but air with 100% relative humidity at -55 °C (-70 °F) contains only about 200 ppm of water. 
(Relative humidity is the fraction of the possible moisture content.) 

This problem occurs for transport vehicles, bridges, airplanes, and many other structures exposed to weather. While the 
following example is for an airplane, it applies to other structures. A wing full of fuel may warm up considerably when 
the airplane is serviced, standing in the sun. During ascent, when many of the gust loadings are encountered, the material 
is warm, the air is warm, and the moisture content is high. During flying in the stratosphere, the structure and fuel cool to 
-55 °C (-70 °F). Cyclic loading still occurs, but crack growth rates in this environment may be less than those in wet air 
by a factor of 3. Upon descent, the structure is cold but the air is warm with much more water, and the air may contain 
pollutants, which cause much higher growth rates. 

Clearly, such a changing environment defies any theory and any modeling. Only pragmatic engineering is of use. 
Pragmatism can be exercised in many ways, depending on goals, outlook, and the level of conservatism desirable. 
Assumptions must be made, and they can have far-reaching consequences. No categoric recipes can be given, only an 
example. Consider a case where the data set can be represented by a Paris or Walker equation, all with the same 
exponent(s), so that environment changes will affect only the coefficient C. By estimating the relative times spent in each 
environment, one can calculate a weighted average of C. Naturally, this assumption is disputable, but so are all other 
assumptions. Clearly, the time spent in the different environments can only be estimated, so more "refined" assumptions 
are as good as the above estimates. 
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Geometry Factors 

In order to analyze any fracture or crack growth problem, the analyst must know the geometry factors for K or J (the 
crack growth energy release rate), or both, for the structural crack of interest. Geometry factors for many generic 
configurations have been compiled in handbooks (Ref 4, 5, 6). These can be used for generic loading and geometries, but 
actual structural details are unique, and ready-made handbook solutions cannot be expected to be available. 

In such a case a solution can be obtained in principle by means of finite element analysis. However, this type of analysis 
may be too costly because of the complexity of the structural details, or for many other reasons. Fortunately, simple 
procedures can provide geometry factors quickly and with good accuracy (Ref 1):  

• USE HANDBOOK SOLUTIONS COMBINED WITH SUPERPOSITION AND COMPOUNDING.  



• USE GREEN'S FUNCTIONS OR WEIGHT FUNCTIONS, IN COMBINATION WITH FINITE 
ELEMENT STRESS ANALYSIS OF THE UNCRACKED STRUCTURE IF NECESSARY.  

These procedures are included in some general-purpose fracture mechanics computer programs, but they can be done 

easily by hand in a short time using a handbook (Ref 4, 5, 6). The stress-intensity factor is defined as K = , in 
which is the nominal stress away from the crack. The geometry factor accounts for the fact that average stresses in the 
cracked section are higher, as well as for all free boundaries affecting the crack-tip stress as expressed by K. Thus = 
(a/W, a/D, a/S, . . .), where W, D, and S are relevant structural dimensions or in general = (a/L), where L has a 
generalized length. Determining geometry factors requires deriving the function (a/L) for the specific loading and 
geometry details relevant to the crack to be analyzed. The way in which the function is to be used in crack growth and 
fracture analysis depends on the definition of stress as well. Additional information on geometry factors and new 
information not contained in handbooks is in the appendix "Summary of Stress Intensity Factors" in this Volume. 

The Reference Stress. In the case of uniform applied stress, there is no problem in the definition of in the stress-
intensity factor as described above. But if the stress distribution is nonuniform it may not be immediately obvious which 
stress should be used. 

Before turning to the case of nonuniform stress distributions, it may be worthwhile to consider an example. For a central 

crack of size 2a in a plate of width W under uniform tension, it has been shown that = and that K = 

= [sec( a/W)] . Should one insist on using a reference stress different from in this expression, one 
can legitimately do so. For example, one could use the average stress in the cracked section, net, which is given by net = 

W/(W - 2a). Then K would become:  

K = (1 - 2A/W) NET  = NET   
(EQ 6) 

where = (1 - 2a/W) . 

Obviously, the values of K so obtained are identical to those based on . Consistent use of Eq 6 in a residual strength 
analysis would provide as output the fracture stress in terms of net (from which could be obtained). Similarly, cyclic 
stress input in a crack growth analysis should be in terms of net, and the input for should be in accordance with Eq 6. 
In this case a reference stress other than offers no advantage, but the example illustrates the principle. Any reference 
stress can be used, provided that is adjusted such that the product remains unaffected. The -input must be for the 
proper reference stress, and the input of stress ranges, exceedance diagrams, stress histories, and/or stress occurrences 
must be in terms of the reference stress. The output will be in terms of the reference stress as well and may require 
interpretation. 

Compounding. In the general expression for the stress-intensity factor K = , the geometry factor accounts 
for the effect of all boundaries. That is, = f(a/W, a/D, . . .), where W, D, and so on are relevant dimensions of the 
structure. In many cases the individual effects of these boundaries can be found in handbooks. Their composite effect is 
obtained by compounding, which is multiplication of all individual effects. 

Possibly the most prominent example of compounding is demonstrated by the classical solution for the elliptical surface 
flaw (Fig. 5). (Other solutions have since been obtained; see Ref 7 and 8.) The various boundary effects are due to the 
back free surface (BFS), front free surface (FFS), width (W), and crack front curvature (CFC):  

K = BFS FFS W CFC   (EQ 7) 

or simply K = . If W is large, W = 1 and BFS = 1.12. Then the classical solution provides:  



A = 1.12 FFS/Q  (EQ 8) 

where FFS and Q can be found in handbooks (Fig. 5). 

 

FIG. 5 GEOMETRY FACTORS FOR SURFACE FLAW. (A) CONFIGURATION. (B) GEOMETRY FACTORS FOR SHAPE. 
(C) GEOMETRY FACTOR FOR FRONT FREE SURFACE 

In obtaining for a structural crack in a complex geometry, the effect of the individual boundaries can be found in 
handbooks. By compounding these effects the "total" is obtained. Rigorous compounding adheres to slightly different 
rules (Ref 9), but the procedure shown here is generally used and accepted. 

Superposition is addition of stress-intensity factors due to various mode I loadings. For example, in a combination of 
bending (ben) and tension (ten), the total crack-tip stress is:  

  
(EQ 9) 



Because the solution of the crack-tip stress field is universal, the functions fij( ) in both terms are identical, and the total 
stress intensity is:  

KTOTAL = KTEN + KBEN  (EQ 10) 

First the separate values must be obtained by compounding. Then, after the superposition is complete, the final value 

must be obtained for a suitable reference stress, because damage tolerance analysis is based on K = .  

KTOTAL = BEN BEN  + TEN TEN   (EQ 11) 

In order to obtain for the combination, a reference stress must be selected. This can be ten, ben, total = ben + ten, or 
any other suitable stress. Selection of total provides:  

K = ( BEN BEN/ TOTAL + TEN TEN/ TOTAL) TOTAL  
= TOTAL   

(EQ 12) 

Thus, becomes the weighted average (with regard to the stresses) of those for the two loading conditions. In this manner 
geometry factors can be obtained easily, even for complicated geometries and loading conditions (Ref 1). 
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Integration of Crack Growth Rates 

Constant-Amplitude Loading. The crack growth curve for a structural crack is obtained from integration of the rates:  

DA/DN = F( K, R) OR DN = DA/F( K, R)  (EQ 13) 



Integration provides:  

N = DA/F ( K, R)  
(EQ 14) 

Generally, the integration is done numerically. It can seldom be performed in closed form, because of the complexities of 
the function f, in K, and the stress history. 

The for a structural crack is usually a lengthy polynomial in a/W or is known only in tabular form. Numerical 
integration is indicated even if the function f is simple and is constant (independent of a). If is constant (constant 
amplitude), it can be taken out of the integration. The remaining parameters in K all depend on the crack size a, so what 

must be integrated is N = A F' (a) da = F(a). As in any integration, this is the area under the curve F' (a), shown in Fig. 
6. The very definition of integration is that this area is obtained as the sum of the area of many rectangles of height F' (a) 
and width da, the area of each of which is height times width. In closed-form integration, the size of da vanishes to zero, 
which gives the true result. 

 

FIG. 6 INTEGRATION OF FATIGUE CRACK GROWTH 

In a numerical integration, the step size da is not infinitesimally small but finite. However, it is quite obvious from Fig. 6 
that the result is accurate anyway, because the overshoot triangles at the top left of the rectangles very quickly 
compensate for the undershoot triangles at the top right of the rectangles. Indeed, numerical integration is a very 
"forgiving" procedure. Before the computer age, when numerical integrations had to be done by hand, one wanted to 
make large steps to get done quickly. The (small) inaccuracies thus introduced were compensated for by integration rules 
such as the Simpson rule. With the computer, the step size can be made so small that the error becomes negligible. 

Based on Fig. 6, the integration procedure is then:  

AJ = A0; N = 0 
AI = AJ 

I = F(AI/W) 
KI = I  

DA/DN = F( KI, R) 
AI = AI (E.G.  = 0.01) 

(EQ 15) 



NI = AI/(DA/DN)I 
NJ = NI + NI 
AI = AJ + AI 
IF AJ < AP THEN RETURN TO BEGINNING  

The process also involves checks to stop it when the crack reaches the edge of the component, when K = Kc, or when 
changes (e.g., a surface crack becomes a through-thickness crack). 

Cycle-by-Cycle Counting with Variable-Amplitude Loading. When the loading is of variable amplitude, the stress 
in every cycle is different from the previous stress. The integration as shown above is then not possible, because K may 
be very different from that in the previous cycle. We must then resort to cycle-by-cycle integration (i.e., the step size in 
the integration is one cycle only). For this cycle, K is obtained for cycle i using the proper value and the value 
appropriate for that cycle. The crack growth, da, follows from Eq 13. It is added to the existing a value and the process is 
repeated for the next cycle. 

If there is retardation, the crack growth rate in any one cycle depends on that in previous cycles. In that case the history 
must be remembered in order for the growth in the next cycle to be calculable at all. However, justified or not, most users 
prefer to ignore retardation because doing so is conservative. In that case, crack growth in any one cycle is independent of 
that in the previous cycle. 

Hence, without retardation the integration often can be done as a quasiconstant-amplitude computation. This reduces the 
computation time from hours or minutes to a few seconds, depending on the complexity of the stress history. The 
computer applies all cycles in the history at each quasiconstant-amplitude step. It adds the crack growth of all these cycles 
and then determines an effective equivalent cycle that would provide the same crack growth, and it evaluates how many 
of those cycles are needed to extend the crack over an increment of, say, 1% of the current crack size. In essence, 
therefore, a weighted average of crack growth is determined for all cycles in the stress history, recognizing that any one 
cycle in the history may occur at any one time. 
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Sources of Error 

Sources of error in damage tolerance analysis can be classified as:  

• UNCERTAINTY AND ASSUMPTIONS IN DATA INPUT  
• UNCERTAINTY DUE TO ASSUMPTIONS ABOUT FLAWS  
• INTERPRETATIONS OF, AND ASSUMPTIONS IN, STRESS HISTORY  
• INACCURACIES IN STRESS INTENSITY  
• COMPUTER MODELING ERRORS  

In each of these categories, a number of factors contribute to inaccuracies in the analysis. Table 1 provides rough 
estimates of particular errors, given as a factor on life (not as a percentage error). The numbers are from analysis 
experience. 

TABLE 1 ERROR SOURCES IN DAMAGE TOLERANCE ANALYSIS 

CATEGORY  CAUSE 
OF ERROR  

COMMENT  POSSIBLE 
FACTOR 
ON 



CALCULATED 
LIFE  

INTRINSIC 
SHORTCOMINGS OF 
FRACTURE MECHANICS  

LINEAR ELASTIC 
FRACTURE 
MECHANICS  

SMALL ERROR IN AP FOR 
SMALL CRACKS OR 
SMALL PARTS  

1.1-2  

KIC, OR KC, JR  ERROR IN AP  1.1-1.2  
DA/DN DATA  NORMAL SCATTER  1.1-1.5  
ASSUMPTION 90% 
BAND  

APPARENT SCATTER  1-2  

ASSUMPTION 
VARIABLE 
ENVIRONMENT  

E.G., WEIGHTED 
AVERAGES  

1-2  

DATA INPUT  

EQUATIONS FOR 
DA/DN  

UNNECESSARY FORCE 
FITS  

1.5  

DIRECTION (E.G., LT 
VS. SL)  

WRONG DATA APPLIED  1-2  

INITIAL FLAW SIZE  VERY INFLUENTIAL  1-3  
SHAPE  SURFACE FLAWS  1-2  

ASSUMPTIONS  

DEVELOPMENT  E.G., MULTIPLE CRACKS, 
LOAD TRANSFER, ETC.; 
CONTINUING DAMAGE  

1.1-2  

SEQUENCE  SEMIRANDOM VS. 
RANDOM  

1.5  

TRUNCATION  IMPROPER TRUNCATION  1.1-1.3  

INTERPRETATION OF 
STRESS HISTORY  

CLIPPING  ASSUMPTIONS  1.5-2  
MEASUREMENT  1-1.5  STRESS INTENSITY  LOADS/STRESSES  
ANALYSIS 15%  1-1.5  

MODEL  SMALL IF CALIBRATED  1.1-1.3  
STATE OF STRESS  IF NOT ACCOUNTED FOR  1.1-1.5  

RETARDATION  

YIELD STRENGTH  IF, SAY, 10% TOO LOW  1.5-2.0  

Note: If all errors were to work in the same direction, the total life could be miscalculated by a factor of 1-24,000. 

Data Input. Retardation models are not ideal, but calibrated models provide results in which the error in life is generally 
only around 10% (given as a factor of 1.1 in Table 1), and in only a few exceptions does it run as high as 30% (given as a 
factor of 1.3). This is under conditions where β, da/dN, stress history, and calibration factors are known. Misinterpretation 
of scatter and force fitting of unsuitable equations may well introduce a factor of 2, and even careful assumptions may 
cause a factor of 1.5. The situation is worse for mixed environments where the data used are a weighted average for 
separate environments. 

Flaws. By assuming a "conservative" circular flaw instead of an elliptical flaw, one may unwittingly introduce another 
factor of 2 (Ref 1). Moreover, many flaws are not elliptical, so the assumption of ellipticity can also cause errors. 
Assumptions about initial flaw size may introduce errors that are equally large. Assumptions about flaw development, 
continued cracking when cracks run into holes, and so on are also influential. 

Load history is always an approximation. Loads and number of occurrences must be approximated, and decisions have 
to be made about clipping and truncation. The simple clipping of a few loads can have dramatic effects (Ref 1), so the 
decision on clipping should be made by damage tolerance experts, not load experts. Improper sequencing is another error 
driver. Randomizing a load history that in reality was semirandom (mild weather and storms) can cause great differences 
(Ref 1). 

Stress-intensity errors are drivers of intermediate importance. Crack growth is roughly proportional to the third power 

of K. Because K = βσ , all errors in life are proportional to the errors in β and σ to approximately the third power. A 
10% error in stress causes a factor on life of 1.13, or 1.33. Errors in stress stem from errors in loads and stress analysis. 



The stresses may be obtained within 10% for the given load, but the load also contains an error. Hence, the final stress 
may have an error larger than 10%, possibly 15%. This causes a factor on life between 0.853 and 1.153, or 0.61 and 1.5, 
the expected life being 1. The error in is also included in the stress intensity. If this error can be reduced (e.g., from 5 to 
3%), the gain is only from a factor of 1.053 to a factor of 1.033, or from 1.15 to 1.09, a small improvement indeed in 
comparison with other factors. 

Computer modeling errors may be due to the integration scheme and/or rounding. A crack growth calculation is a 
simple numerical integration that does not give rise to large errors, but rounding can sometimes cause significant errors, 
especially in cycle-to-cycle integration where da (one cycle) is very small. This is an intrinsic problem of numerical 
computers. Personal computers provide eight significant figures in single precision and 16 in double precision. Double 
precision may be necessary in adding small numbers to large numbers, as when the small crack growth in one cycle is 
added to a large crack (a + da). 

For example, assume that in a particular cycle da is evaluated as:  

7.45 × 10-8 = 0.000,000,074,500,000  (EQ 16) 

This occurs properly in eight significant figures; leading zeros do not count. If the crack size is 12, the results will be:  

A + DA = 12.000,000 + 0.000,000,0745 
= 12.000,000  

(EQ 17) 

Because 12.000,000 has eight significant figures, da will be rounded off and not be counted. It will appear as if there is no 
growth. This might occur in a similar way in 10 million successive cycles. The total growth would then have been:  

10,000,000 × (7.45 × 10-8) = 0.745  (EQ 18) 

so that a + da = 12.745. However, in each cycle the growth was rounded off, and after the 10 million cycles a is still 12. 
Double precision will mend this problem, but only to a degree:  

A + DA = 12.000,000,000,000,00 
+ 0.000,000,0745 = 12.000,000,074,500,00  

(EQ 19) 

Indeed, after 10 million cycles the size will be 12.745. However, if da appears to be 7.45 × 10-16, this crack growth will 
still be ignored. Fortunately, the above problem seldom arises, but the use of double precision is recommendable at one 
place in the software, namely where a + da is evaluated. 

In the case that all errors discussed are active (which depends on the complexity of the problem), the total life (Table 1) 
could be miscalculated by a factor of 24,000. Naturally, errors generally will not all operate in the same direction, and 
some will compensate for others. However, the reliability of the result is affected much more by assumptions than by the 
shortcomings of fracture mechanics or computer software. It is not worthwhile to improve the strong links in a chain; the 
weak link must be improved. The weak links are the assumptions about rate data, clipping, flaw size, flaw shape, and so 
on, not the geometry factors, fracture mechanics concepts, and calibrated retardation models. 

Implications. The magnitude of the inaccuracies due to assumptions should be assessed by repeating the analysis using 
different assumptions. It should be second nature to a damage tolerance analyst to perform calculations a number of times 
to evaluate the effects of assumptions with regard to stresses, loads, stress history, clipping levels, and so on. The 
common practice of making "conservative" assumptions everywhere assumes that all errors work in the same direction. 
Realism and sound judgment are necessary. Even with the best estimates the answer will be in error, but it will be closer 
to the truth. In the end, a safety factor should be applied as in a conventional design. 
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Introduction 

COMPLETE DAMAGE TOLERANCE ANALYSIS requires calculation of both the fatigue crack growth curve and the 
residual strength diagram. Calculation of the complete residual strength diagram is needed for determining the maximum 
permissible crack size (ap), which may be smaller than the critical crack size (ac). Calculation of the fatigue crack growth 
curve is needed for determining when the crack may reach ap. 

Problems can occur if either step is ignored. For example, often only the crack growth curve is calculated, because many 
computer programs have an automatic cutoff when the stress intensity, K, reaches the plane strain fracture toughness, KIc, 
or the plane stress fracture toughness, Kc (Ref 1, 2). This criterion allows crack growth to ac instead of to the more 
conservative ap. In addition, this criterion more often than not gives false information about ac, even if linear elastic 
fracture mechanics (LEFM) applies to the material in question. This is discussed in more detail below. 

It is also of little use (although it is often done) to calculate only the residual strength diagram and ap. Knowing that a 
crack is smaller than permissible is of little comfort if further growth causes a fracture tomorrow. Hence, the crack growth 
curve must also be calculated. (See the article "The Practice of Damage Tolerance Analysis" in this Volume.) 



The procedure to be followed for LEFM cases is reviewed in this article, along with elastic-plastic fracture mechanics 
(EPFM) and plastic fracture mechanics (PFM) procedures. The problem will be approached generally to show that LEFM 
and PFM are special cases of EPFM. Because the so-called "collapse condition" is crucial to the limitations of both 
LEFM and EPFM, collapse is briefly discussed first. 
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Collapse and Net Section Yield 

Consider two parallel bars of the same size and of the same material, as in Fig. 1(a). Each carries half of the total load; the 
strain in the bars is equal, causing an elongation, ΔL. If the left bar is cut in two, the right bar will have to carry all the 
load. Assuming no bending, the stress, the strain, and the elongation will be twice as high as before. The left bar carries 
no stress at all, and the gap between the two halves of the left bar is 2ΔL. 

 

FIG. 1 EFFECT OF CUTS (CRACKS) ON STRESS AND STRAIN DISTRIBUTION. (A) TWO PARALLEL BARS. (B) 
TWO WELDED BARS OR ONE PIECE 

Next, consider the case where the left and right bar are attached (e.g., welded), as in Fig. 1(b). If the bars are intact, the 
situation is identical to the previous case. However, if the left bar is cut, a different situation develops. When the top half 
of the right bar is strained, the top half of the left bar must necessarily undergo approximately the same strain. Both bars 
being of the same material (same modulus of elasticity, E), equal strain in the bars dictates equal stress. Thus, each bar 
still carries the same stress and each bar carries half the load. However, because the left bar is cut, the right bar alone must 
carry all the load across the cut. Below the cut, the two bars are again attached and must strain equally. Consequently, the 
bottom halves of the bar again share the load equally. 

The attachment sets the condition for approximately equal strain and equal stress in both bars, almost all the way to the 
cut. Close to the cut, the load of the left bar must be transferred to the right bar, which will then carry the total load over a 
short distance. The load from the left bar must be transferred to the right and back over such a small distance that the 
additional load cannot be distributed evenly. Instead, most of the extra load will be carried by a small portion of the right 



half, so that higher stresses occur close to the cut (Fig. 1b): there is a stress concentration at the cut. It does not matter 
whether the bars are welded or are one piece. Transfer of the load from the cut half to the right half takes place by shear. 

It is helpful to consider load path (load flow) lines, imaginary lines that indicate, for example, how one unit of load is 
transferred from one loading point to the other (Fig. 2). For uniform load, the flow lines are straight and evenly spaced, 
indicating that the load is evenly distributed (uniform stress). If the load path is interrupted by a cut, the flow lines must 
go around this cut within a short distance, as shown. At the tip of the cut the flow lines are closely spaced, indicating that 
more load is flowing through a smaller area, which means higher stress. 

 

FIG. 2 "LOAD-FLOW" LINES. (A) NO CRACK. (B) WITH CRACK. (C) AT CRACK. (D) STRESS DISTRIBUTION FOR 
INCREASING LOAD AND PLASTICITY 

Assuming that the material does not exhibit strain hardening (horizontal stress-strain curve beyond yield), the stress 
cannot increase further after yielding occurs. Hence, by the time the entire section is yielding (fracture may occur before 
this can happen), the stress distribution in the section is as shown in Fig. 2(d). Note that even stress distributions may not 
be reached if fracture occurs before the entire ligament yields. Obviously, with the given stress-strain curve without work 
hardening, the cross section with the notch cannot carry any more load once the entire cross section is yielding, because 
the yielding will continue uninhibited until fracture results. This is called plastic collapse. Thus, the maximum load-
carrying capability is:  

PMAX = B (W - A) FTY  (EQ 1) 

where a is the crack depth, W is the total width, and B is the thickness. This failure load is called the collapse load or limit 
load. The nominal stress in the full-width part is = P/BW. Hence, the part fails when the nominal stress is:  

FC = P/W = FTY (W - A)/W  (EQ 2) 

This is the equation of a straight line (as a function of the notch depth a). If fracture occurs as a consequence of collapse, 
the strength, fc, is the residual strength. 

If the material work hardens, the notched cross section can carry a higher load. In general, however, the entire cross 
section cannot carry a stress equal to the tensile strength. Apparently, collapse will occur at an average ligament stress 
somewhat higher than the material yield strength, Fty, but less than the ultimate tensile strength, Ftu. The average ligament 
stress at which collapse occurs is called the collapse strength, Fcol. 

For a non-work-hardening material, Fcol = Fty, and at best Fcol = Ftu. It is not easy to determine Fty and Ftu other than by a 
tensile test, and similarly, it is not easy to determine Fcol other than by a test on a cracked sample. 



For a work-hardening material, Eq 2 changes into:  

FC = FCOL (W - A)/W  (EQ 3) 

which is also the equation of a straight line as a function of notch depth. 

This discussion applies only to the case of uniform applied loading. If there is bending (or other stress gradients in the 
applied stresses), the conditions for collapse are slightly more complicated (Ref 1). 
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The Energy Criterion for Fracture 

The principle of energy conservation applies during every physical process. Whether a certain event can or will occur can 
often be determined by equating the energy available for the event and the energy required to make it happen. 

Fracture requires energy. Experiments show that the energy is not constant but rather increases while fracture is in 
progress. It is possible to account for this rise; the problem becomes somewhat more complicated, but it can still be 
solved rationally (Ref 1, 2). However, in many practical cases, the rise can be ignored because the process cannot be 
stopped. 

We will denote the fracture energy as W. Thus, we are considering the amount of energy W to propagate a crack of size 
a over a small distance a. Mathematically, this is dW/da. 

The available energy, also called the driving energy or released energy, is the energy available to make fracture 
happen. Two sources can deliver the energy required: the work done by the applied loads and the strain energy stored in 
the material. If a crack of size a advances to size a + da, the applied loads may do some work, and the strain energy 
contained in the body will change. The net sum of these two types of energy is the available energy. It can be shown (Ref 
1, 2) that the net result always equals the absolute change in strain energy, U, namely dU/da per unit thickness:  

DU/DA = (DUTOTAL/DA)/T  (EQ 4) 

where the subscript "total" stands for the full thickness and t is the thickness. 

The strain energy per unit volume equals the area under the stress-strain curve. If the stress-strain curve is a straight line 

(linear elastic), this area equals , where is the stress and is the strain. For a nonlinear stress-strain curve, the area 
is C , where the constant C depends on the curvature. The total strain energy in a body of length L, width w, and 
thickness t is Utotal = Lwt, in which may be a complicated function of the geometry and curvature of the stress-
strain curve. Per unit thickness, U = Lw. Because and are dimensionless, while has the dimension of 
force/length-squared and L and w have the dimension of length, the dimension of U is that of force. Differentiation to 
crack size effectively means division by a length, so the units of dU/da are force/length. 

This means that dU/da and dW/da have the dimension of N/m or lb/in., which is equivalent to N · m/m2 or in. · lb/in.2 
Because the unit of energy (work) is length times force, the unit of fracture energy is work per unit area. Thus, dU/da is 



the energy available for fracture per unit thickness and per unit crack extension. Similarly, dW/da is the energy needed for 
fracture, again per unit thickness and per unit crack extension. 

The Stress-Strain Curve and the Available Energy. It is necessary to find a quantitative expression for the available 
energy, dU/da. For uniaxial tension, this is possible with an equation (preferably a simple equation) for the stress-strain 
curve. The Ramberg-Osgood equation is useful:  

= /E + N/F  (EQ 5) 

where N is the so-called strain-hardening exponent. For lack of a better name, F is called the nonlinear modulus. The total 
strain consists of a linear and a nonlinear part:  

= ELASTIC + PLASTIC  (EQ 6) 

Other common forms of the Ramberg-Osgood equations may be used instead. Equation 6 is used here to improve insight 
into the equations that follow. 

The total strain energy in a body (per unit thickness) equals the area under the load-displacement curve (Fig. 3). The 
sample with the larger crack (a + da) has a lower overall stiffness, so its load displacement curve is lower (Fig. 3c, 3d). 
Suppose a sample with a crack of size a is loaded to P1. The strain energy in that sample is equal to the area OAD in Fig. 
3(b). Further suppose that fracture would occur at load P1, at constant displacement 1. After fracture to a + da, the total 
strain energy would equal the area OBD. The released strain energy equals the hatched area between the two curves (Fig. 
3d), this being the available energy if fracture indeed occurs. Also, the fracture energy equals that area. While Fig. 3(d) 
considers the case of fracture at constant displacement, it can be shown (Ref 1, 2) that fracture under constant load would 
deliver energy equal to the absolute change in strain energy (dU/da per unit thickness). 



 

FIG. 3 LOAD DISPLACEMENT AND ENERGY RELEASE. (A) PLATE WITH CRACK. (B) LOAD DISPLACEMENT 
WITHOUT CRACK. (C) LOAD DISPLACEMENT FOR TWO CRACK SIZES. (D) ENERGY RELEASE AT CONSTANT 
DISPLACEMENT. (E) WORK DONE BY THE LOAD AT CONSTANT LOAD 

Were the stress-strain curves to consist of a linear part only, the available energy would equal that shown in Fig. 3(d). In 
the case of nonlinear stress-strain curves, the difference with Fig. 3(d) is often quite small, so that LEFM applies. 

Quantification of Fracture Energy. Fracture occurs when the available energy equals the energy required for fracture. 
Therefore, the criterion for fracture is:  

DU/DA = DW/DA  (EQ 7) 

By implication, fracture will not occur when Eq 7 cannot be satisfied. There is no fracture when the area in Fig. 3(d) is 
smaller than the (required) fracture energy, and if there is no fracture, no energy will be released either. If we increase the 
load, more energy can be delivered, and if this higher deliverable energy equals the required fracture energy, fracture will 
occur. 



The energy criterion can be quantified easily for a linear stress-strain curve. The earliest attempt to incorporate the 
nonlinearity of the stress-strain curve was by Rice in 1968 (Ref 3). He expressed dU/da in terms of a complicated 
integral. (For this reason, J = dU/da is often called the J-integral.) As shown below, an expression for J can be obtained 
without that integral. With hindsight and dimensional analysis, the problem can be solved in a simple way. 

Equation 7 expresses the failure criterion. U contains the product , the strain energy per unit volume, where is a 
dimensionless constant that depends on the shape of the stress-strain curve and the shape of the body. One is at liberty to 
define as the stress at any location. It can be the local stress at any place or the applied stress, as long as one recognizes 
that the dimensionless depends on the choice. It is advantageous, but not necessary, to choose as the applied stress, 
away from the crack. 

Because has units of force/area, and and are dimensionless, while dU/da must have units of energy/unit area (or 
force · length/area), the proper dimension for dU/da can be obtained only if the quantity is multiplied by one that 
has the unit of length. Clearly and unavoidably, dU/da must depend on the size of the crack, a, which has dimensions of 
length. Therefore, the expression for dU/da has to be:  

DU/DA = A  (EQ 8) 

which has unit dimensions of energy/unit area (e.g., N · m/m2 or in. · lb/in.2). While this expression for dU/da is obvious 
from dimensional analysis, it follows from other considerations as well (Ref 1). Consequently, the criterion for fracture of 
Eq 7 becomes:  

A = DW/DA  (EQ 9) 

where depends on the shape of the stress-strain curve and the geometry of the body. In its simplest form, = f (a/w, N). 
With the Ramberg-Osgood equation, we can separate the linear and nonlinear parts of dU/da and arrive at:  

LINEAR A + HNONLINEAR A = DW/DA  (EQ 10) 

Further, when we substitute = /E and = N/F for the elastic and plastic parts (ignoring anisotropy), the final 
expression becomes:  

2 (A/W) 2 A/E + H(A/W, N) N+1 A/F = DW/DA  (EQ 11) 

where the fracture energy dW/da is a measure of toughness. The coefficients have been replaced by = 2 for the 
linear part and by H for the nonlinear part. The first term for the linear part is identical to the second term with N = 1 and 
F = E. 

We have now arrived at a quantifiable expression for the fracture energy. The equation contains two unknown geometry 
factors, and H. (E, F, and N can be obtained from the measured stress-strain curve.) Both and H can be calculated (see 
the appendix to this article, "Computation of Geometry Factors." ) can be easily established (Ref 1) for almost any 
geometry. For example, for a center crack in a rectangular body of width W, the expression for is:  

=   
(EQ 12) 

Determining H is more difficult, but it has been calculated for some cases (Ref 4). Table 1 shows values of H for center 
cracks. 

 



TABLE 1 VALUES FOR H FOR CENTER-CRACKED PANELS IN PLANE STRESS 

H (A)(B)  A/W  
N = 1 ( 2) (C)  N = 2  N = 3  N = 5  N = 7  N = 10  

0.0625  3.20 (3.20)  4.66  5.99  8.71  11.84  17.56  
0.1250  3.38 (3.40)  5.28  7.44  13.48  23.30  50.79  
0.1875  3.74 (3.77)  6.48  10.32  24.64  58.25  214.40  
0.2500  4.42 (4.44)  8.80  16.48  57.92  208.64  1464.32  
0.3125  5.65 (5.63)  13.58  32.05  190.13  1169.88  18365.75  
0.3750  8.28 (8.21)  27.36  93.44  1239.04  17694.72  909115.39  
0.4375  16.64 (16.10)  100.48  670.72  35389.44  . . .  . . .  

Source: Ref 4 

(A) THIS TABLE PROVIDES H FOR CASES ANALYZED IN REF 4. FOR OTHER VALUES OF A/W 
AND N, USE INTERPOLATION. 

(B) THE H VALUES WERE DERIVED FROM SO-CALLED H1 VALUES (REF 4) AFTER SANITIZING 
THE EXPRESSION OF EQ 23 FOR J TO THAT OF EQ 17. 

(C) FOR THE VALUE OF N = 1, H MUST EQUAL 2 = SEC ( A/W).  
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Toughness and Geometry Factors 

Measurement of Toughness. Provided that β and H are known, the toughness of any material can be measured by 
means of two tests. A normal tensile test yields elongation as a function of load, from which the stress-strain curve can be 
obtained. The stress-strain curve is curve fitted to Eq 5 to obtain E, F, and N. The second test is performed on a coupon 
with a crack of any geometry for which β and H are known, although ASTM has standardized certain specimen types. 
The length of this crack, a, is known, and the load to failure of the specimen is measured. Given width and thickness, the 
applied stress at fracture can be obtained from the load. Together the two tests provide all the information needed to 
calculate the toughness: E, F, and N from the tensile test; β, H, and a from the size of the crack, and σ, the fracture stress 
measured in the second test. According to convention, dU/da and dW/da are evaluated per crack tip. The convention 
implies that a central crack is defined as 2a. If one wishes to use established values for β and H, the convention must be 
followed. 

The definition of toughness is provided in Eq 11. Over time, the three terms in Eq 11 have been given a variety of 
shorthand names. For the two terms on the left side of the equation, the most common shorthand names have been G and 
J, respectively. Sometimes J is used for the sum of the two. Many researchers use Jelastic and Jplastic. The shorthand 



expressions for the term on the right side have been R, JR, Jc, and others. Hence, the following equalities all express the 
same thing as Eq 11:  

G + J = JC 
G + J = JR 
JELASTIC + JPLASTIC = JC (OR JIC)  

(EQ 13) 

The most important assumption underlying Eq 11 is that the material is nonlinear elastic (Ref 2). It is assumed that the 
same nonlinear curve is followed during unloading as during loading. Loading presents no problems, because the 
nonlinear curve is certainly followed during loading. However, during unloading much of the deformation of the 
nonlinear part is not retrievable. This means that the associated nonlinear part of the strain energy is not retrievable either 
and is not available to deliver the required fracture energy. The validity of J breaks down after a small amount of 
unloading, even if this is due to crack extension. The point at which this happens is not fixed and can be determined only 
by finite element analysis (Ref 5). For this reason, variations of J have been proposed. 

LEFM and EPFM. Table 2 shows typical results for center-cracked panels where H is known. In many cases the second 
term in Eq 11 is very small compared to the first. Under this condition (LEFM), it is justifiable to neglect the second 
(plastic) term:  

2 2 A/E = DW/DA  (EQ 14) 

This can be reduced to:  

= KIC 
K = KIC  

(EQ 15) 

where K is the stress-intensity factor and KIc is the LEFM fracture toughness, defined as KIc = . Hence, in 
LEFM the residual strength can be calculated from:  

RES = KIC/ A  (EQ 16) 

In Eq 16, Kc can be substituted for KIc. 

TABLE 2 EXAMPLES OF LINEAR ELASTIC FRACTURE MECHANICS (LEFM), ELASTIC-PLASTIC 
FRACTURE MECHANICS (EPFM), AND COLLAPSE IN CENTER-CRACKED PANELS 

PARAMETER  CASE 1  CASE 2  CASE 3  
YIELD STRENGTH, N/MM2 = MPA  380  210  380  
E, GPA  69  207  69  

F (= F1/N), MPA  639  660  639  
N  12  5  12  
CRACK SIZE, A, MM  50  50  50  
PANEL SIZE, W, MM  600  600  200  
FAILURE STRESS (TEST), MPA  200  160  190  

 1,017  1,017  1.19  
H (ROUGH APPROXIMATION)  32  10  2000  
TOUGHNESS, KC, EQ 15, MPA  2550  2039  . . .  
JELASTIC, EQ 14, N/MM  94.2  20.1  . . .  
JPLASTIC, EQ 17, N/MM  0.3(A)  67.1  . . .  



JTOTAL = DW/DA, EQ 19, N/MM  94.5  87.2  . . .  
FAILURE CONDITION  LEFM  EPFM  COLLAPSE   

(A) NEGLIGIBLE COMPARED TO 94.2  

In another case in Table 2, the situation is reversed: the first term is negligible with regard to the second. Under this 
condition (PFM), only the plastic term needs to be carried:  

H H+1 A/F = DW/DA  (EQ 17) 

Then the residual strength ( res) can be obtained as:  

RES = (FJC/HA)1/N+1  (EQ 18) 

where Jc = dW/da. 

In the remaining case (EPFM), neither term is negligible and both must be carried. The residual strength is obtained by 
solving the following equation for :  

2 2 A/E + H N+1 A/F = JC  (EQ 19) 

For the LEFM and PFM cases (Eq 16 and 18), the equations can be solved directly for to obtain the residual strength. 
However, no solutions exist for algebraic equations with powers higher than four, so for the EPFM case (Eq 19), the 
residual strength can be obtained only by iteration. Fortunately, fast converging iteration schemes can be employed that 
obtain the solution quickly, especially if a computer is used. 

It is now clear that LEFM and PFM are but limiting cases of the general equation, Eq 19, for EPFM. The use of these 
limiting cases is perfectly legitimate, provided that one term is negligibly small (Table 2). It is also clear that, for the 
purpose of tests and residual strength analysis, there is no need to express J as an integral. Undeniably, the integral has 
been historically useful in the development of EPFM, but it has little significance for practical toughness testing and 
damage tolerance analysis. Its remaining use is in the computation of the geometry factor H, as a convenience and not as a 
fundamental necessity. (See the appendix to this article, "Computation of Geometry Factors." ) 

The Geometry Factors β and H. Only one geometry factor, β, is needed for LEFM, and only one geometry factor, H, 
is needed for PFM, but both are required for EPFM. Values of β have been obtained in abundance (mostly by numerical 
analysis) and have been compiled in handbooks (Ref 6, 7, 8). Using the principles of superposition and compounding (Ref 
1), these solutions can be used to obtain β for almost any conceivable case (see also the article "The Practice of Damage 
Tolerance Analysis" in this Volume). 

So far, however, values for H have been obtained for only a few geometries, again by numerical analysis, and handbooks 
for H are small. The reason is that computation of H is expensive; not only must the analysis be nonlinear, but the 
dependence of H on N requires that H be computed for a range of N values. However, in time, handbooks for H may be 
expected to become as comprehensive as those for β. 

Before this happens it is to be hoped that analysts start using Eq 14, because an unnecessary complication was introduced 
when presently available H values were computed (Ref 9). The developers of the first "H-handbook" (Ref 11, 12) chose 
to use a different expression for the Ramberg-Osgood equations than the one used in Eq 2, namely:  

TOTAL/ 0 = / 0 + ( / 0)N  (EQ 20) 

There is no fundamental objection to this expression, but there is an important practical objection. Equation 5 contains 
three parameters (E, F, N), while Eq 20 contains four ( 0, 0, , N). If only three are needed, the use of four implies that 
one parameter is merely a function of the other three and is expendable. It also means that one of the parameters may be 
chosen freely (e.g., 0). The developers insist that 0 must be chosen because 0 = 0/E, where 0 is the yield strength of 



the material, but that is merely their choice (see pages 102-108 of Ref 1). Any value of 0 is permissible as long as 0 = 
0/E. It would have been preferable if the superfluous parameter had been eliminated for Eq 16 to read:  

TOTAL/ F = / F + ( / F)N  (EQ 21) 

where f = F1/N as in Eq 2 and f = f/E (where f is the stress for which the plastic strain equals unity). This would only 

mean replacing F by in all the above equations, merely for mathematical convenience. Be that as it may, we are left 
with a superfluous parameter, , which obviously depends on the other three (because of the assumptions made), by:  

0 = 0/E 
= 0F  

(EQ 22) 

With the use of Eq 16 the equations for Jplastic (Eq 17, 19) can be written as:  

JPLASTIC = 0 0CH1 (P/P0)N+1  (EQ 23) 

In this equation P is the load and P0 is the load at collapse, supposing that 0 were the collapse strength. Instead of the 
crack size, a, the unbroken ligament, c, is used. Finally, h1 is the geometry factor provided in the handbook (Ref 4). 
Clearly, the load P is related to the stress, P0 is related to 0, and the ligament c is related to the crack size, a:  

P = G  
P0 = K 0 
C = (W/2A - 1) 
A = LA  

(EQ 24) 

where g, k, and l are just functions of the geometry. With this knowledge, the complicated Eq 23 turns into:  

JPLASTIC = ( / 0F) 0 0LAH1 (G/K)N+1 ( / 0)N+1  (EQ 25) 

which reduces to:  

JPLASTIC = H N+1 A/F  (EQ 26) 

where H = lh(g/k)N+1. Equation 26 is the basic form of the equation already presented as Eq 11. Equation 23 is just a 
complicated version of the same. Obviously, , 0, and 0 can be divided out; they are superfluous. This should be 
expected; a collapse load cannot enter into J because the stress-strain equation used has no limit. The elastic energy 
release, G, could be expressed in the same manner by using P = g , P0 = k 0, and 0 = 0E:  

G = 2
0 0 (K/G)2 (P/P0)2  (EQ 27) 

Introducing the collapse load does not make G dependent on same; it merely amounts to multiplying the numerator and 
denominator by the same number, which does not change the basic equation. Collapse does not enter LEFM or EPFM 
equations, and an artificial introduction does not change this fact. Collapse is a competing condition that must be assessed 
separately. 

Two other objections can be raised against Eq 23. Instead of just one geometry parameter, H, one must use the four 
geometry parameters given in Eq 23 and 24: h, g, k, and l. Every time a calculation is performed, double work is 
necessary: parameters must be derived and are subsequently divided out. Naturally, one could, once and for all, calculate 
H from H = lh(g/k)N+1 and from then on use Eq 17 and 19. This was done to obtain the H values in Table 1. The second 
objection is that J is expressed in the load P, while in engineering one works with stress. Therefore Eq 19 is more useful; 



all other fracture mechanics equations are expressed in stress for this very reason. For complicated structures the 
conversion from load to stress is done in the design stage, not at the time of fracture analysis. Once more, it is necessary 
to urge that future computations and compilations of H be based on Eq 19. Practical fracture mechanics has no need for 
unnecessary and irrelevant complications. 
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Calculation of the Residual Strength Diagram 

Depending on the case (LEFM, EPFM, or PFM), the complete residual strength diagram is obtained by solving one of the 
equations (Eq 16, 18, or 19) for a range of a values. (Twelve to 16 values for a are usually sufficient to establish the curve 
for plotting.) If and H are simple functions or available in tabular form, the computations for LEFM and PFM can be 
accomplished quickly with a hand calculator or a spreadsheet computer program. The iterative solution of Eq 19 must be 
programmed, so the use of a dedicated software program for residual strength analysis is advisable. Some damage 
tolerance software is equipped with these capabilities. 

First, consider the use of LEFM and Eq 16. Obviously, solutions can be obtained for any geometry (any ), but for the 
purpose of this discussion assume that is given by Eq 12 for a center-cracked plate. Then if a = W/2 (the whole plate is 
already cracked), becomes infinite, so that Eq 19 provides res = 0, as it should (Fig. 4a). Imagine for a moment that 
is universally equal to 1. Then Eq 16 represents the equation for an orthogonal hyperbola with the two axes as 
asymptotes. For = 1 the resulting curve is therefore the modified hyperbola shown in Fig. 4(a). 



 

FIG. 4 EFFECT OF PANEL SIZE ON RESIDUAL STRENGTH WITH MATERIAL YIELD STRENGTH (FTY) OF 415 MPA 
(6 KSI). (A) PANELS 300 MM (12 IN.) WIDE. (B) PANELS 1525 MM (60 IN.) WIDE 

For very small a the value of is indeed equal to unity, so that the left-hand part of the curve tends to infinity (vertical 
dashed lines in Fig. 4b). Substitution of a = 0 in Eq 14 gives = . Naturally, an infinite strength is impossible, because 
the (residual) strength of an uncracked plate or structure is equal to Ftu. 

As discussed above, if the predicted fracture stress is higher than the stress causing failure by collapse, then collapse will 
prevail. This is the case when the result of Eq 3 is less than the result of Eq 16. The lower of the two is the actual residual 
strength discussed. It appears that there are three situations in which a collapse failure could prevail:  

• THE TOUGHNESS IS VERY HIGH.  
• THE CRACK IS VERY SMALL.  
• THE WIDTH W IS VERY SMALL.  

These situations are illustrated in Fig. 4 and 5. For the material with KIc = 175 MPa  (160 ksi ), a panel that is 
300 mm (12 in.) wide always fails by collapse, but a panel of the same material that is 1500 mm (60 in.) wide fails by Eq 
16. Apparently, for a particular structural configuration, failure may occur by collapse (unconditionally leading to 
fracture) in certain instances and by fracture in other instances. Collapse always prevails if the cracks are small. At any 



toughness, Eq 16 puts the fracture stress at infinity when the crack size approaches zero. Thus, the residual strength curve 
will always rise asymptotically to infinity for small a. This means that there will always be a point at a certain small a 
where collapse failures will prevail, regardless of how low the toughness is. 

 

FIG. 5 EFFECT OF PLATE SIZE ON FAILURE AND COLLAPSE. RESIDUAL STRENGTH (SOLID LINES) IS THE 
LOWEST VALUE OF THE SUPERIMPOSED CURVES FOR FR, T, AND FC. 

Thus, the left part of the curve will always be in error, whether the toughness is high or low. For a = 0, the strength is Ftu 
(or less), while for large a, Eq 16 applies (the curve in Fig. 4). Obviously, the behavior between a = 0, Fty, and the 
curve for large a cannot be as A or B in Fig. 4(a). Hence, if one assumes curve C (tangent to the curve), the assumption 
cannot be far from the truth; it certainly will be adequate for engineering analysis. 

It is important to understand that two plates of different sizes, but of the same material, can fail differently: one by 
collapse, the other by fracture. This is depicted in Fig. 4 and 5. If, as in the case of Fig. 5, a plate of the smaller size W3 is 
used in a test, the failure occurs by collapse. Hence, the value of the stress intensity at the time of failure would still be 
lower than the toughness, because K has not yet reached the toughness. 

In the case of EPFM and PFM, the residual strength diagram is calculated in the same manner, through the use of Eq 18 
and 19 instead of Eq 16. Some general damage tolerance software provides all options, includes libraries for and H, and 
performs the necessary compounding and superposition. (See the article "The Practice of Damage Tolerance Analysis" in 
this Volume.) 

Contrary to common belief, the same problem is encountered in PFM and EPFM, because Eq 18 and 19 also predict an 
infinite strength for a 0. Of course, artificialities, such as those leading to Eq 23 and 27, do not cure this ill. Thus, 
whether one uses LEFM, EPFM, or PFM, the competing condition for collapse must always be evaluated. The actual 
residual strength is the lower of the two. This is one of the reasons that the permissible crack size does not follow simply 
from a cutoff in crack growth analysis. 

The Failure Analysis Diagram. The conditions discussed above are illustrated in a so-called failure analysis diagram 
(Ref 10) that was developed in Great Britain. The failure analysis diagram can be used to represent the whole gamut of 
fractures, from brittle to fully plastic, as shown in Fig. 6. Stress intensity is plotted along the ordinate; stress, along the 
abscissa. The stress is limited by collapse and the stress intensity is limited by the toughness. 



 

FIG. 6 FAILURE ANALYSIS DIAGRAM. (A) REGIMES OF FRACTURE MECHANICS. (B) ELASTIC-PLASTIC REGION. 
(C) NORMALIZED DIAGRAM 

The limits of Kc at one end and collapse at the other end require that there be a limiting line from Kc to fc. The end 
portions of this contour must be straight, so that there is only a relatively small curved part. The top horizontal part is 
governed by LEFM and the vertical portion is governed by collapse. The curved part is the regime of EPFM. For many 
applications it may be permissible to approximate the diagram by two straight lines (Fig. 6b). The failure analysis 
diagram is usually presented in normalized form by plotting K/Kc and / fc so that the intercepts with the axes are at 1 
(Fig. 6c). This normalization makes the diagram universal. 

The use of the failure analysis diagram can best be demonstrated by an example. Consider a material with KIc = 55 

MPa  (50 ksi ) and Fcol = 415 MPa (60 ksi). Assume that the "structure" is a center-cracked panel, 12 in. wide, 
with a crack 2a = 2 in. subjected to a stress of 10 ksi. The nominal stress at collapse according to Eq 2 would be fc = 60 

(12 - 2) = 50 ksi. Thus, / fc = 10/50 = 0.20. The stress intensity is K = , so that with 1 its value is K = 

10  = 17.7 ksi  Thus, K/Kc = 0.35. Now the point / fc = 0.20 with K/Kc = 0.35 can be plotted in the 

diagram as point A in Fig. 7. If the stress is raised to 10 ksi, the stress intensity becomes K = 20  = 35.5 ksi
, and K/Kc = 35.5/50 = 0.71. Further, / fc = 20/50 = 0.40. This produces point B in the diagram. 

 

FIG. 7 FAILURE ANALYSIS DIAGRAM. (A) CONSTRUCTION (SEE TEXT FOR DETAILS). (B) COMPARABLE POINTS 
IN RESIDUAL STRENGTH DIAGRAM (COMPARE FIG. 4) 



Clearly, K/Kc and / fc increase proportionally. Therefore, a straight line through the origin provides all combinations of 
K and . Fracture occurs where this line intersects the fracture locus. Judgment of the proximity of fracture can be made 
from the distance between a point and the contour. Extension of the line will also show whether fracture occurs by LEFM, 
EPFM, or collapse. In the present example, LEFM applies (point C). 

In its normalized form, the failure analysis diagram is the same for all materials and structures, regardless of Kc and Fcol. 
Given the scatter in material behavior, an approximation of the curved part will suffice for many purposes. A more 
precise diagram (curved part) can be drawn based on EPFM. 

The use of the diagram for a particular application requires calculation of the stress at collapse and the stress intensity at a 
given stress and crack length. This permits calculation of K/Kc at that stress, which can be plotted. The diagram presents a 
means for assessing the proximity of fracture, and it shows what kind of fracture to expect, putting the three areas of 
fracture analysis (LEFM, EPFM, and collapse) in perspective. It is useful in conjunction with, not instead of, the residual 
strength diagram, as it can be derived from the latter. Its significance is that it illustrates, from a technical point of view, 
that the EPFM fracture criterion is not very sensitive, and also that in EPFM, collapse must be treated separately, as a 
competing condition. 
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Appendix: Computation of Geometry Factors 

Geometry Factors 

Because the geometry factor, β, that appears in both J and K is for the elastic case, it is independent of the stress-strain 
properties. For a given configuration and crack size, it can be obtained by several kinds of numerical analysis, finite 
element analysis presently being the most prominent. Given a geometry and crack size, a, two analyses are performed 
with an arbitrary load of, say, 1000 N. In one case, the crack size is a and in the second case it is a + Δa. In both cases, the 
strain energy, U, per unit thickness is calculated. From this, dU/da is obtained as (U1 - U2)/Δa. Then βcan be obtained 

from βσ = , where a, σ, and E are known. Alternatively, because J = dU/da, the J-integral can be 
calculated from the finite element analysis result, from which β can be obtained in the same manner as above. 

The above computation needs to be done only once for a range of crack sizes. Many of the resulting geometry factors are 
presented in handbooks (Ref 6). Because the procedure is relatively easy, geometry factors have been obtained for many 
generic configurations. By using these handbook solutions, the geometry factors for many more configurations and 
loading conditions can be obtained by means of compounding and superposition (Ref 1). 

The geometry factor, H, for J can be obtained in the same manner. Indeed, by obtaining two solutions for a and a + Δa, 
one arrives at J = dU/da without the use of the J-integral. But it is more convenient to evaluate the J-integral from the 
results of the finite element analysis, in the same manner as can be done for K and β. For H, however, the computation is 
more expensive because the finite element analysis must be nonlinear, which increases computation time greatly. Besides, 
the computations must be repeated for a range of N values, because H depends on N. For each case, H is obtained from 
H N a/F = J (= dU/da), where σ, a, N, and F are known and J is calculated in the analysis. 

The computation of H for one geometry (and the necessary range of N values) requires on the order of 100 times the 
effort needed to calculate β for the same case, so the "H-handbook" (Ref 4) is small. Besides, H values for other 



configurations cannot be obtained so easily by superposition and compounding, unless one uses estimation schemes (Ref 
1). 

Unfortunately, although the above procedure was used in compiling the H-handbook (Ref 4), it is based on a needlessly 
complicated definition of J (containing three unnecessary parameters, as given in Eq 23). The H values shown in Table 1 
were derived from h1 (the geometry factors presented in the handbook) by sanitizing the expression for J to that of Eq 17. 
The J-integral is useful for the computation of geometry factors, but for fracture mechanics applications, J can be derived 
without the integral. 
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Introduction 

FAILURES in engineering structures are still common today, despite the fact that modern tools for designing structures 
are very sophisticated and readily available. Computer-aided design, finite-element stress analysis, computerized material 
property databases, and an array of process simulation tools are among the many design aids accessible to the engineer. In 
addition, over the past 20 to 30 years national and international codes and standards have been developed for many 
industries, and these provide explicit guidelines on such issues as material selection, design methods, standardized load 
histories, and safety factors (Ref 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16). 

In general, most of today's fabricated components and structures are welded, and invariably the weld joint is the most 
critical area from the performance perspective. An examination of structural and component failures documented in open 
literature over the past 50 years or so clearly indicates that failures predominantly start at connections, and in particular at 
weld joints. Placement of a weld onto a metallic material imparts many detrimental features, which include changes in 
microstructure and mechanical properties, introduction of welding residual stresses, local elevation of the applied stress, 
and introduction of weld imperfections. Depending on the operating environment and loading conditions, one or more of 
these features could lead to failure by a number of different mechanisms. Even though today's engineers are armed with 
good tools, and they comply with specific industry/regulatory codes or standards for design and manufacturing, failures 
are still inevitable. There are many reasons why in-service failures can occur, including:  

• LACK OF KNOWLEDGE OF SERVICE LOADS AND CYCLES  
• LACK OF KNOWLEDGE OF THE OPERATING ENVIRONMENT  
• IMPROPER SPECIFICATION OF THE DESIGN LIFE  
• IMPROPER USE OF THE DESIGN METHOD AND LACK OF CONSIDERATION OF KEY 

FAILURE MODES  
• USE OF INCORRECT MATERIAL PROPERTIES FOR DESIGN  
• IMPROPER SELECTION OF MATERIALS AND WELDING PROCEDURES  
• LACK OF INSPECTION DURING FABRICATION AND VARIABILITY IN FABRICATION 

PRACTICE  
• OPERATION OF EQUIPMENT/COMPONENT BEYOND DESIGN SPECIFICATION  

In welded structures, fatigue cracking is by far the most common failure mechanism, and unstable fracture (although rare) 
is perhaps the most dramatic, occurring without warning and often leading to serious consequences. This article discusses 
the various options for controlling fatigue and fracture in welded steel structures, the factors that influence them the most, 
and some of the leading codes and standards for designing against these failure mechanisms. It excludes high-temperature 
fracture, environmental cracking, and nonferrous materials. 
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Fracture Control Plans for Welded Steel Structures 

Weld Imperfections. All welded structures contain imperfections to some level of examination, and the joint itself is a 
discontinuity in the structure. Welding imperfections (Fig. 1) fall into three broad categories: planar imperfections, 
volumetric imperfections, and geometrical imperfections. 



 

FIG. 1 DEFECTS AND DISCONTINUITIES IN WELDED JOINTS 

Planar imperfections are sharp crack-like features that can substantially reduce the fatigue strength of a welded joint or 
cause initiation of brittle fractures. Examples include hydrogen cracks, lamellar tears, lack of fusion, reheat cracks, 
solidification cracks, and weld toe intrusions. The last group are nonmetallic intrusions at the weld toe region that act as 
crack starters for fatigue. They are present on a microscopic level, and on average they are typically 0.1 mm (0.004 in.) in 
depth and can be as much as 0.4 mm (0.016 in.) deep (Ref 17). These features are the primary reason why fatigue in 
welds is dominated by crack propagation. 

Volumetric imperfections include porosity and slag inclusions. Because these types of imperfections tend to be nearly 
spherical in form, their notch effect is minor and they usually have little or no influence on the fatigue behavior. However, 
they do reduce the load-bearing area of the weld and hence reduce the static strength of the joint. 

Geometrical imperfections include misalignment, overfill, stop/starts, undercut, and weld ripples. Geometric 
imperfections have the effect of locally elevating the stress over and above the general stress concentration due to the 
joint geometry. Methods for calculating the stress concentration factor due to misalignment are readily available (Ref 18). 
However, unintentional misalignment that occurs during fabrication cannot be allowed for during design, and this can 
only lead to early failures. Guidance is also available on acceptable levels for undercut, overfill, and location of stop/starts 
(Ref 19). Weld ripples become stress concentrators for fatigue only when the weld is loaded axially. 

Failure Modes. Depending on the operating environment and the nature of the applied load, a steel structure or 
component operating under ambient conditions can fail in many different modes. The potential failure modes for welded 
fabrications are:  

• UNSTABLE FRACTURE (BRITTLE OR DUCTILE)  
• DUCTILE FRACTURE  
• PLASTIC COLLAPSE  
• BUCKLING  
• FATIGUE  
• CORROSION FATIGUE  
• CORROSION  
• STRESS-CORROSION CRACKING  
• HYDROGEN-INDUCED CRACKING  



The first four modes of failure occur under static load. While brittle fracture can occur at nominal stresses substantially 
below the yield point and with negligible overall deformation, ductile fracture, plastic collapse, and buckling are often 
preceded by significant plasticity. The remaining five failure modes can be broken down into fatigue and environmental 
cracking. 

Figure 2 summarizes the different loading paths that can result in failure of a statically or cyclically loaded structure 
(assuming environmental effects are not significant). The loading paths range from initiation of fatigue cracks to crack 
propagation under cyclic loading, which could then potentially lead to brittle fracture under nominally elastic conditions 
(applied stresses well below yield) or to plastic collapse (overload of the remaining structure). 

 

FIG. 2 FRACTURE PATHS FOR WELDED STEEL STRUCTURES 

Fracture Control Methods. Figure 3 shows a schematic of a weld joint in a structure subjected to cyclic loading. As 
stated earlier, there are preexisting metallurgical discontinuities in welded joints to some degree. In Fig. 3 these are 
referred to as start-of-life defect size, a0. If the applied loading conditions are favorable, fatigue cracks start from the 
initial starter cracks represented by a0 and propagate into the material. The instantaneous fatigue crack size at any stage 
during its life is referred to as af, and the rate of crack growth is controlled by the material properties and by the applied 
loading conditions. During this stage the crack will continue to grow in a stable manner until critical conditions are 
reached for failure. These critical conditions could be loss in the functionality of the structure/component due to increase 
in compliance of the load-bearing member, or failure of the remaining ligament material ahead of the growing fatigue 
crack by unstable fracture or plastic collapse. The critical flaw dimension, ac, at the onset of this condition is controlled by 
the applied loading conditions and by material properties such as fracture toughness and flow strength. 



 

FIG. 3 SCHEMATIC REPRESENTATION OF A CRACK GROWING IN SERVICE UNDER FATIGUE LOADING. FAILURE 
OCCURS IF AF AC. A0, START-OF-LIFE DEFECT SIZE; AF, DEFECT SIZE DUE TO FATIGUE CRACK GROWTH; AC, 
CRITICAL DEFECT SIZE DUE TO UNSTABLE FRACTURE OR PLASTIC COLLAPSE 

Extension of preexisting cracks or crack-like features in a stable manner (through fatigue cracking or ductile tearing) or in 
an unstable manner (through brittle fracture) depends on three critical parameters: the applied loading conditions, the 
resistance of the material to crack extension, and the size of the crack. This combination represents the classical basis for 
fracture mechanics. For a given crack, the applied loading conditions (primary stresses from application loads) and 
secondary stresses (e.g., welding residual stresses and stress concentration effects) provide the crack driving force, which 
is resisted by the material ahead of the crack to extension, whether this is under stable or unstable conditions. In fracture 
mechanics terms, ΔKth is frequently used as the resistance of the material to crack extension for fatigue. For unstable 
fracture, toughness parameters such as K, J, and crack-tip opening displacement (CTOD) are used. The general principles 
described here are schematically shown in Fig. 4. The concept of arresting a propagating crack is also introduced. In 
certain industries, designing-in the ability to arrest a running crack can prevent serious consequences or reduce the 
amount of damage. 



 

FIG. 4 SCHEMATIC REPRESENTATION OF THE CONDITIONS FOR STABLE AND UNSTABLE FRACTURE AND 
CRACK ARREST 

The above discussion provides a basis for defining the various fatigue and fracture control plans that are used in industry. 
These are schematically shown in Fig. 2, and they can be broken down as: approaches to fatigue control, approaches to 
fracture control, or approaches to crack arrest. 

Approaches to fatigue control include: 1) avoid fatigue crack initiation, 2) avoid fatigue crack growth, and 3) assume 
that fatigue crack growth will occur and design to prevent unstable fracture. In welded joints, initiating a fatigue crack is 
rare. Most of the time is spent in propagating preexisting features in the weld area. Only in certain circumstances, such as 
machined joints or specially treated welds, can designing for crack initiation become an option. 

Approaches to fracture control include: 1) avoid unstable fracture initiation, and 2) assume that unstable fracture may 
occur and design for crack arrest. For most welded fabrications, the second option is not acceptable. Catastrophic failures 
are avoided by specifying adequate "initiation" toughness for both the weld area and the base material at the minimum 
design temperature. However, for applications such as storage vessels and ship structures (particularly oil tankers), it 
should be comforting to know that when a brittle fracture is initiated, the crack will not extend far before coming to rest. 
In this case, the second option is a secondary means to minimize the damage by arresting the brittle fracture close to the 
initiation site. 

Approaches to crack arrest include: 1) crack arrestors built into the structures (e.g., "rat holes,") 2) change in section, 
or addition of stiffeners and 3) materials selection (use of materials with high crack arrest toughness). 

In the next two sections, the above approaches are discussed in the context of fatigue and fracture separately. The 
important factors associated with each of these failure modes are identified. 
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Fatigue in Welded Joints 

It is now commonly accepted that attaching a weld to a cyclically loaded structural member can change the service 
performance of that member significantly. This is often illustrated by comparing the fatigue lives of welded and plain 
components. As shown in Fig. 5, with all things being equal, attaching a weld to a load-carrying member can not only 
reduce the fatigue strength substantially, but also lower the fatigue limit. In this example, the fatigue limit of the welded 
component is one-tenth of that of the plain component. As a consequence of this phenomenon, it is frequently found that 
in cyclically loaded welded components the design stresses are limited by the fatigue strength of the welded joints. 

 



FIG. 5 COMPARISON OF FATIGUE BEHAVIOR OF A WELDED JOINT AND PARENT METAL 

There are several reasons why a weld reduces the fatigue strength of a component. These reasons fall into the following 
categories:  

• STRESS CONCENTRATION DUE TO WELD SHAPE AND JOINT GEOMETRY  
• STRESS CONCENTRATION DUE TO WELD IMPERFECTIONS  
• WELDING RESIDUAL STRESSES  

In order to be able to design against fatigue in welded structures, it is important to understand the influence of these 
factors on the performance of welded joints. 

Stress Concentration due to Weld Shape and Joint Geometry. Making a welded joint either increases or 
decreases the local cross-sectional dimensions where the parent metal meets the weld. Generally, any change in cross-
sectional dimensions in a loaded member will lead to concentration of stress. Thus, it is inevitable that the introduction of 
a weld will produce increase in the local stress. The precise location and the magnitude of stress concentration in welded 
joints depends on the design of the joint and on the direction of the load. Some examples of stress concentrations in butt 
welds and fillet welds are given in Fig. 6. In Fig. 6(b) the weld does not carry any load, but it nevertheless causes 
concentration of stress at the toes of the welds. Indeed, the weld toe is often the primary location for fatigue cracking in 
joints that have good root penetration. In situations where the root penetration is poor or the root gap is excessive, or in 
load-carrying fillet welds where the weld throat is insufficient, the root area can become the region of highest stress 
concentration. Fatigue cracks in these situations start from the root of the weld and generally propagate through the weld 
(Fig. 7). 

 

FIG. 6 EXAMPLES OF STRESS CONCENTRATIONS IN WELDED JOINTS 



 

FIG. 7 FATIGUE CRACKING FROM THE WELD ROOT 

The geometry/shape parameters that influence fatigue of welded joints by affecting the local stress concentration include 
plate thickness (T), attachment toe-to-toe length (L), attachment thickness (t), weld toe radius (r), weld angle (θ), and the 
profile of the weld surface (convex vs. concave). See Fig. 8. It is generally found that the fatigue strength of a welded 
joint decreases with increasing attachment length (Fig. 9a), increasing plate thickness (Fig. 9b), increasing weld angle 
(Fig. 9c, d), decreasing toe radius (Fig. 9e), and misalignment (Fig. 9f). The results given in Fig. 9 are experimental but 
have been confirmed by finite-element stress analysis of the local weld area. Thurlbeck and Burdekin (Ref 20) show that 
decreasing the ratio of attachment length to thickness (L/T) from 2.0 to 0.375 will increase the relative fatigue strength by 
a factor of about 1.2. Similar results are obtained for changing the weld angle from 90° to 22.5°. By far the largest 
influencing parameter is the weld toe radius, which, for example, can increase the fatigue strength over the range r = 1.0 
to 8.0 mm (0.04 to 0.3 in.) by a factor of 1.3, effectively doubling the life. The weld toe stress concentration factor, Kt, is 
a function of all these geometry variables, and a number of formulas are available for butt welds and cruciform joints 
subjected to bending or tensile load (Ref 21, 22). The following formula is for a T-joint subjected to bending load:  

  

(EQ 1) 

with the validity boundaries r/T = 0.02 to 0.2, l/T = 0.5 to 1.2, and θ= 30 to 80°. 



 

FIG. 8 GEOMETRY PARAMETERS THAT AFFECT WELD TOE STRESS CONCENTRATION. R, WELD TOE ROOT 
RADIUS; , WELD ANGLE; L, TOE-TO-TOE WELD LENGTH 



 

FIG. 9 GEOMETRY FACTORS AFFECTING FATIGUE IN WELDED JOINTS. (A) EFFECT OF PLATE THICKNESS. (B) 
EFFECT OF ATTACHMENT LENGTH. (C) EFFECT OF MISALIGNMENT. (D) EFFECT OF WELD PROFILE. (E) EFFECT 
OF WELD TOE ANGLE (REF 49). (F) EFFECT OF WELD TOE RADIUS (REF 49) 

Misalignment is another geometry-related parameter that can influence the fatigue performance of a welded joint. 
Misalignment can manifest itself in several ways, angular and axial misalignments being the most common. Generally 
fatigue strength decreases with increasing misalignment, as shown in Fig. 9(f). Formulas to calculate the local weld stress 
concentration factor due to misalignment are now well established (Ref 18). 

The degree of influence of the geometry parameters cited above can vary significantly with the loading condition (e.g., 
tension vs. bending) and the joint type. 

Stress Concentration due to Weld Discontinuities. It is found from stress analysis of an idealized model of a fillet 
weld loaded in the transverse direction that the stress concentration factor (Kt) at the weld toe is about 3. This is 
comparable to Kt for a hole in a plate. In view of this, it would be reasonable to expect that the fatigue behavior of a fillet 
weld is similar to that of a plate with a hole. However, as shown in Fig. 5, the fatigue performance of the welded joint is 
substantially lower, implying that other factors come into play for welded joints. 



As stated above, weld imperfections are to some extent controllable and can be avoided during fabrication, or their effects 
can be included in the design. The difference observed in Fig. 5 has been attributed by some researchers to the presence of 
microscopic features at the weld toe. These features are small, sharp nonmetallic intrusions and are present in most, if not 
all, welds. The extent and distribution of these features vary with the welding process, and also possibly with the quality 
of the steel plate and its surface condition. The exact source of these intrusions is not precisely known, but it is believed 
that slag, surface scale, and nonmetallic stringers from a dirty steel are the primary causes. An example of a weld toe 
intrusion is given in Fig. 10. The combined effect of these sharp crack-like features and concentration of stress due to the 
weld geometry is that fatigue cracks initiate very early on, and most of the life is spent in crack propagation. 

 

FIG. 10 EXAMPLE OF WELD TOE INTRUSIONS 

Planar weld imperfections (e.g., hydrogen cracks, lack-of-side wall fusion) are clearly to be avoided because they will 
substantially reduce the fatigue life. Volumetric imperfections such as slag inclusions and porosity can be tolerated to 
some extent (Ref 19), because the notch effect of these imperfections is generally lower than that of the weld toe (Fig. 
11). 

 

FIG. 11 EFFECT OF VOLUMETRIC DEFECTS ON FATIGUE. (A) SLAG INCLUSION IN BUTT WELD. CRACKING 
FROM WELD TOE. (B) POROSITY IN BUTT WELD. CRACKING FROM WELD TOE. (C) TRANSVERSE GROOVE 
WELDS CONTAINING POROSITY 

Welding Residual Stresses. In welded structures, it is normally found that residual stresses are present in the weldment 
area, and these can be high and can approach the yield strength of the material. These stresses occur as a result of the 
thermal expansion and contraction during welding, as a result of the constraint provided by the fabrication or by the 
fixtures, and as a result of distortion in the structure during fabrication (often referred to as reaction stresses). These 



stresses are localized to the weld zone and are self-balancing (i.e., both tensile and compressive stresses are present). 
Transverse to the weld toe the residual stress is typically tensile and can approach yield point. When a load cycle is 
applied to the structure, it is superimposed onto the residual stress field, and the effective stresses acting at the weld joint 
can fluctuate down from yield level (Fig. 12). The range of each cycle remains unchanged, but the effective mean stress 
can be significantly different from the applied mean stress. Because of the dominance of crack propagation in welded 
joints and the presence of high tensile residual stresses, the mean stress effect is negligible, and fatigue life is controlled 
by the stress range (Fig. 13). 

 

FIG. 12 SUPERPOSITION EFFECT OF APPLIED AND LOCAL WELDING RESIDUAL STRESSES 



 

FIG. 13 INFLUENCE OF WELDING RESIDUAL STRESS ON FATIGUE. (A) EFFECT OF APPLIED STRESS RATIO ON 
AS-WELDED JOINTS. (B) EFFECT OF STRESS RELIEF AS A FUNCTION OF TENSILE LOAD CYCLE. ALL 
SPECIMENS STRESS RELIEVED. (C) EFFECT OF STRESS RELIEF AS A FUNCTION OF TENSION-COMPRESSION 
LOAD CYCLE. ALL SPECIMENS STRESS RELIEVED 



Reducing residual stresses using postweld heat treatment can improve fatigue life, but only if the applied load cycles are 
partially or fully compressive. For fully tensile applied loads, postweld heat treatment does not improve the fatigue life 
(Fig. 13b). Thus, it is important to know the exact nature of applied loads before a decision is made on the need to heat 
treat a welded structure. Indeed, it should be noted that stress relief of welded joints is never fully effective. Residual 
stresses up to yield point have been measured in stress-relieved pressure vessels and in up to 75% of yield in stress-
relieved nodes in offshore structures. Due consideration has to be given to the complexity of the overall structure when 
stress relieving and to the time and temperature of the process. 

Effect of Material Properties. Because crack propagation dominates the fatigue life of welded joints, material 
properties have no effect on fatigue strength. This is illustrated in Fig. 14, where it can be seen that data points for steels 
with different strengths fall within the same scatter band. Thus, using a high-strength steel to improve fatigue life will not 
be beneficial for welded structures. 

 

FIG. 14 FATIGUE TEST RESULTS FROM FILLET WELDS IN VARIOUS STRENGTHS OF STEEL 

Microstructure. A fatigue crack starting at the weld toe will immediately grow into the heat-affected zone (HAZ) and 
then into the base metal. During this period it will propagate through a variety of microstructures, and as can be seen from 
Fig. 15, its growth rate will not be influenced in any way. Thus, the variety of HAZ microstructures (and hardness levels) 
in the weldment area have little or no effect on the rate at which the crack grows. 



 

FIG. 15 CRACK GROWTH RATE DATA SHOWING NO INFLUENCE OF WELD METAL, HAZ, OR BASE METAL 

Fracture Toughness. As with tensile strength, the fracture toughness of the weld metal, the HAZ, or the base metal 
does not influence the crack growth rate. This can be deduced from Fig. 15, which represents a variety of materials with 
different strength levels and toughness values. The only influence of fracture toughness is the limiting size the fatigue 
crack could reach before the material fails in an unstable manner. Tougher materials are able to tolerate bigger fatigue 
cracks. 

Methods for Improving the Fatigue Life of Welded Joints. Postweld fatigue life improvement techniques are 
becoming popular for increasing the fatigue life of weld joints. From the preceding sections it can be seen that three 
factors influence fatigue of welded joints: stress concentration due to joint and weld geometry, stress concentration due to 
localized defects, and welding residual stresses. Improvement in fatigue life can be obtained by reducing the effects of 
one or more of these parameters. This is particularly true for cracks starting from the weld toe, which is by far the most 
common failure site. In load-carrying fillet welds, however, cracks can start at the weld root and propagate through the 
weld throat until failure occurs. In this case, additional weld metal to increase the weld throat dimension will result in 
reduction in shear stress and, hence, a corresponding increase in fatigue strength. 

Because the most common failure site is the weld toe, many postweld treatments for this region have been developed to 
improve the fatigue life. These techniques largely rely on removing the detrimental intrusions at the weld toe, reducing 
the joint stress concentration, or modifying the residual stress distribution. There are primarily two broad categories of 
postweld techniques: modification of the weld geometry and modification of the residual stress distribution (Ref 23, 24). 
A complete list is given in Fig. 16. Methods that reduce the severity of the stress concentration or removal of weld toe 
intrusions include grinding, machining, or remelting. These techniques essentially focus on altering the local weld 
geometry by removing the intrusions and at the same time on achieving a smooth transition between the weld and the 
plate. Typical profiles of burr ground and tungsten inert gas (TIG) dressed welds are given in Fig. 17. Because weld toe 
intrusions can be up to 0.4 mm (0.016 in.) in depth, the general guideline is that the grinding or machining operation must 
penetrate at least 0.5 mm (0.02 in.) into the parent plate. In these procedures the depth, the diameter of the groove, and the 
direction of the grinding marks become important issues. In TIG and plasma dressing, the weld toe is remelted in order to 



improve the local profile and also to "burn" away or move the intrusions. With these techniques, the position of the arc 
with respect to the weld toe and the depth of the remelt zone are two critical variables. Controlling the shape of the overall 
weld profile has also been recognized as a method of improving the fatigue life. The American Welding Society (AWS) 
weld profile procedure using the "dime" test reduces the weld geometry Kt and hence increases the fatigue life (Ref 25, 
26). 

 

FIG. 16 RANGE OF POSTWELD FATIGUE LIFE IMPROVEMENT TECHNIQUES 



 

FIG. 17 TYPICAL PROFILES FOR (A) BURR GRINDING AND (B) TUNGSTEN INERT GAS DRESSING OF WELD 
TOE 

Methods that modify the residual stress field include heat treatment, hammer and shot peening, and overloading. Postweld 
heat treatment is known to reduce tensile residual stresses but does not eliminate them completely. The benefits of 
postweld heat treatment can be realized only if the applied loads are either partially or fully compressive. Overloading 
techniques rely on reducing the tensile residual stress field and/or introducing compressive stresses at the weld toe. Exact 
loading conditions for a complex structure are difficult to establish, so this technique is rarely used. To obtain significant 
improvement in fatigue strength, it is necessary to introduce compressive stresses in the local area in a consistent and 
repeatable manner. The three peening techniques (shot, needle, and hammer peening) aim to achieve this by cold working 
the surface of the weld toe. As with the grinding methods, it is necessary to penetrate the parent plate and deform to a 
depth of at least 0.5 mm (0.02 in.). Hammer peening is perhaps the best technique to do this, and it has the advantage of 
removing the weld toe intrusions by cold working them out. Peening techniques require special equipment and can 
present safety challenges for noise control. They are very difficult to automate and control in production. 

A comparison of the improvement in fatigue strength obtained by some of these techniques is given in Fig. 18. It can be 
seen that hammer peening is perhaps the best technique, perhaps because it reduces or eliminates intrusions as well as 
introducing compressive stresses. Burr grinding, which is easier to implement, also produces significant improvement in 
fatigue life. Disc grinding and burr grinding are probably the most frequently used methods for improving the fatigue life 
of welded joints. 



 

FIG. 18 COMPARISON OF DIFFERENT IMPROVEMENT TECHNIQUES 
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Fracture Control in Welded Structures 

The brittle fracture of ships during World War II stimulated intensive research into avoiding catastrophic failures in 
fabricated structures. The nature of this type of failure provides no warning, and the aftermath is often spectacular (Fig. 
19). These early failures led to many studies to identify the parameters that need to be controlled in order to avoid brittle 
fractures. Toughness of the material was one parameter that emerged from these studies. Much of the early work focused 
on measuring the toughness of steels used in ship structures, using notched-bar impact specimens. The most widely used 
impact specimen is the Charpy V-notch impact test, and today the test has become one of the necessary means of ensuring 
that the weld metal, the base metal, and the HAZ have sufficient toughness to avoid unstable fractures. 

 

FIG. 19 EXAMPLE OF BRITTLE FRACTURE IN SHIP STRUCTURES 

The Charpy test evaluates both the initiation of brittle fracture as well as its subsequent propagation. The significance 
attached to controlling fracture initiation or propagation has influenced much of the fracture research work since the early 
period, and it has resulted in two philosophies for fracture control. 

U.S. researchers concluded that because of the highly heterogeneous nature of welds, it would be impractical and risky to 
try to control brittle fracture initiation in welded structures. It was argued that "pop-in" of fractures from brittle regions 
was likely and that the steel toughness should be sufficient to prevent a pop-in from propagating into a full-scale fracture. 
Pellini et al. (Ref 27) used this concept to propose the first practical design tool linking the required fracture toughness to 
temperature and design stress. The approach was presented in the form of a fracture analysis diagram (Fig. 20) that has a 
constant shape, where the position of the curve along the temperature axis is indexed to the "nil-ductility temperature" 
(NDT), which is obtained from the drop weight test. This approach has been widely used for fracture control of many 
types of structures, and as far as is known, there have been no brittle fractures in steels that meet the NDT criteria. 



 

FIG. 20 PELLINI'S FRACTURE ANALYSIS DIAGRAM 

The competing approach is to try to control initiation of the fracture. This has been advocated mostly by the Europeans, 
and now more recently by the North Americans. The initiation approach is intimately linked to fracture mechanics 
concepts, and in many codes and standards it has been used to specify toughness requirements for weld and base metals 
and has been valuable in establishing flaw acceptance criteria for inspection. For welded joints it was recognized that 
initiation of fracture took place under the influence of high tensile residual stresses and stress concentration effects, which 
led to the use and advancement of postyield fracture criteria, primarily through the development of fracture mechanics 
approaches for CTOD. The onset of brittle fracture requires the presence of a flaw of critical dimensions, low toughness, 
and stress (primary and secondary) of critical magnitude. Here the discussion focuses only on toughness and on the 
specification of toughness levels for welded regions and parent materials to avoid fracture initiation. The factors that 
influence the initiation of unstable fracture are identified. 

Factors Affecting Fracture Toughness. The toughness of a material can be measured using a standard Charpy V-
notch specimen, as stated above, or by using a fracture mechanics test specimen. The commonly referenced results from 
Charpy impact tests include the impact energy required to fracture the specimen, the lateral expansion, and the percent 
shear fracture appearance at the specified temperature. The latter two are intended as measures of ductility. In contrast to 
the Charpy test, fracture mechanics toughness tests fall into two groups: linear elastic fracture mechanics tests (KIc) and 
elastic-plastic fracture mechanics tests (CTOD, J-curves, and R-curves). The major advantage of using fracture mechanics 
specimens is that the data from these tests can be used directly in fracture mechanics fitness-for-service procedures to 
assess the tolerance of the structure to the presence of defects and cracks. The parameters that affect the toughness of a 
material include:  

• MATERIAL GRADE AND CHEMISTRY  
• STRENGTH AND HARDNESS  
• MICROSTRUCTURE AND LEVEL OF IMPURITIES  
• GRAIN ORIENTATION  
• SIZE OF STRUCTURE OR SPECIMEN (CONSTRAINT)  
• NOTCH/CRACK ACUITY  



• LOADING RATE  
• TEMPERATURE  

Some of these are discussed below in the context of welded regions. 

In conventional structural steels that have a ferritic microstructure, both Charpy and fracture mechanics toughness tests 
show a transition from ductile to brittle behavior with decreasing temperature. Figure 21 shows Charpy energy transition 
curves for a variety of steels and for a number of other materials. At higher temperatures, in the upper-shelf regime, a 
ferritic material behaves in a fully ductile manner and is capable of absorbing considerable amounts of energy when 
deformed. At these temperatures, ferritic materials are generally considered tough. As the temperature is reduced, a 
transition to lower-shelf behavior occurs. In this regime ferritic materials are brittle, and fracture occurs in a cleavage 
mode. The decrease in toughness (energy absorbed) from upper-shelf behavior can be substantial, and for some materials 
the transition temperature range is very small. 

 

FIG. 21 DUCTILE-TO-BRITTLE TRANSITION CURVES FOR A VARIETY OF MATERIALS 

From Fig. 21 it is clearly evident that toughness is a function of the material type and the yield strength. Furthermore, the 
transition behavior is affected by the size and type of the specimen, the loading rate, and the notch acuity. Generally, the 
toughness is reduced with increasing loading rate, increasing specimen size, increasing notch acuity, increasing thickness, 
and increasing crack depth (Fig. 22). Thus, neither the fracture strength nor the toughness is a sole predictor or criterion 
for fracture control. This can present challenges to a design engineer who would like to be able to predict conditions for 
the onset of brittle fracture from some simple specifiable material properties. Also, this indicates that it is important to 
match the test specimen size and test conditions closely with the local region in the actual structure. 



 

FIG. 22 EFFECTS OF LOADING RATE, THICKNESS, SPECIMEN DIMENSIONS, AND CRACK DEPTH ON THE 
DUCTILE-TO-BRITTLE TRANSITION BEHAVIOR 

For welded joints, the challenge of generating toughness information is increased further by the nonhomogeneous nature 
of the region. Variations in notch location and orientation can result in significantly different toughness values. The weld 
HAZ presents particular difficulties in toughness measurements owing to its narrow width. For example, in structural 
steels welded using typical arc energies, the transformed HAZ is usually no more than 3 to 4 mm (0.12 to 0.16 in.) wide. 
Within this distance there are wide ranges of microstructures and properties (Fig. 23), and the critical region of interest 
may be 1 mm (0.04 in.) or less. Despite their small size, brittle regions within the HAZ can have a significant influence on 
the integrity of a structure with respect to failure by brittle fracture. A number of catastrophic brittle fractures of 
engineering structures, including pressure vessels, storage tanks and bridges, in which the fracture started in the HAZ 
testify to this (Ref 28). 



 

FIG. 23 SCHEMATIC DIAGRAM OF THE VARIETY OF MICROSTRUCTURES THAT CAN BE OBTAINED IN THE HAZS 
OF MULTIPASS WELDS. GR, GRAIN REFINED; IC, INTERCRITICAL; SC, SUBCRITICAL; ICGC, INTERCRITICAL 
GRAIN COARSENED; SCGC, SUBCRITICAL GRAIN COARSENED 

Figure 24 shows some examples of notch locations and orientations in the weld metal and the HAZ for measurement of 
fracture toughness. While placement of the notch in the weld metal is simple and straightforward, HAZ notch location can 
be difficult. Some industries have developed specific procedures that simplify Charpy testing of HAZ and ask for 
through-the-thickness notches located at the fusion boundary (FB), FB + 2 mm (0.08 in.), and FB + 5 mm (0.2 in.). 
Although a certain amount of information on the variation in HAZ toughness can be obtained from these tests, their 
primary aim is to ensure that a certain level of quality in workmanship is maintained. Results obtained from Charpy 
testing of the HAZ have to be treated with caution, because it has been shown that the blunt notch of this type of test 
specimen can miss sampling local regions of low toughness (Ref 29). This caution also applies to Charpy testing of 
multipass welds, because it is well known that in the transition regime, depending on the orientation of the Charpy notch, 
bimodal fracture behavior can be obtained at the same test temperature. This is because the notch of one test specimen 
may sample microstructure exhibiting upper-shelf behavior, and a specimen from the adjacent location may sample low-
toughness microstructure (Ref 30). Thus, weldment toughness data can exhibit significant scatter, particularly in the 
transition regime, and care has to be taken in interpreting the results. 



 

FIG. 24 EXAMPLES OF NOTCH LOCATIONS FOR TOUGHNESS TESTING OF WELD METALS (A AND B) AND HAZ 
(C THROUGH G) 

Although both Charpy and fracture mechanics toughness test standards are now well established for parent material (Ref 
31, 32, 33), the complex nature of the weld joint has hindered the development of standardized procedures for measuring 
the toughness. At the time of this writing, both ASTM and BSI were developing draft standards for weldment toughness 
testing, but restricted to weld metal. An essential requirement for tests on welded joints is that the test welds should be 
fully representative of the service structure of interest. This requirement is based on the knowledge that the fracture 
toughness of weld metals and weld HAZs may be critically dependent on such factors as:  

• WELDING PROCESS AND CONSUMABLES  
• BASE METAL COMPOSITION  
• JOINT THICKNESS  
• PREHEAT AND INTERPASS TEMPERATURE  
• HEAT INPUT  
• WELDING POSITION  
• JOINT CONFIGURATION  
• RESTRAINT  
• POSTWELD HEAT TREATMENT  
• TIME BETWEEN WELDING AND TESTING  

Information on the effects of these welding factors can be obtained from Ref 34. 

Embrittlement Mechanisms. Localized embrittlement in welded regions can occur by a number of mechanisms, and 
these can increase the risk of brittle fracture initiation. The three most common mechanisms are hydrogen embrittlement, 
strain aging, and temper embrittlement. Each of these mechanisms can reduce the toughness of the material, either soon 
after welding or during service. There are many catastrophic failures associated with these embrittlement mechanisms 
(Ref 35), and an effective fracture control plan has to include their potential effect. 

Hydrogen Embrittlement. Hydrogen in steels and welded joints can be introduced in several ways. In welding, 
hydrogen from the arc atmosphere can dissolve into the liquid weld pool, and if the weld cools rapidly, a significant 
quantity may be retained in the weldment at low temperatures. Alternatively, in the petrochemical industry, hydrogen can 
be absorbed by the containment vessel during service when the medium in the vessel contains diffuseable hydrogen. 
Sufficient hydrogen levels will cause cracking in the weld metal and the HAZ, but lower levels of hydrogen can cause 
other problems, including the formation of "fish eyes" and embrittlement of the material. Hydrogen embrittlement in weld 
metal often manifests as a loss of ductility and fracture toughness. The susceptibility of a material to hydrogen 



embrittlement is dependent on the chemistry and microstructure, and therefore the different regions of the weldment will 
embrittle differently due to the presence of hydrogen. 

The data given in Fig. 25(a) for a weld in a C-Mn steel shows that the fracture toughness transition curve shifts to the 
right in the presence of hydrogen, and the upper shelf is lowered. Hydrogen embrittlement therefore affects the complete 
transition curve, regardless of the failure mode. However, it should be noted that the effects of hydrogen embrittlement 
are sensitive to the strain rate. The trends observed in Fig. 25(a) may not be apparent with a Charpy test that is conducted 
at high strain rates, compared to a CTOD fracture toughness test. Thus, caution should be observed when attempting to 
measure the hydrogen embrittlement effects using a Charpy V-notch toughness test. 

 

FIG. 25 IMPORTANCE OF TIME AND HYDROGEN RELEASE TREATMENT ON FRACTURE TOUGHNESS. (A) EFFECT 
OF HYDROGEN ON FRACTURE TOUGHNESS IMMEDIATELY AFTER WELDING. (B) EFFECT OF TIME ON AS-
WELDED SPECIMENS 

Earlier it was stated that the toughness of the weld metal or the HAZ is dependent on the time between welding and 
testing. This is largely due to the presence of hydrogen and its diffusion over time. For structures that will not be 
subjected to subsequent hydrogen environment during service, it would be misleading to test the weldment soon after 
fabrication. The presence of the diffuseable hydrogen could lower toughness, as shown in Fig. 25(b). This figure shows 
that a true value of toughness is obtained more than 100 h after welding, but this time is dependent on the size of the weld 
and the amount of hydrogen present. An alternate way to ensure that the hydrogen effects are dispelled is to soak the 
welded sample for a few hours at 150 °C (300 °F) before testing. This is referred to as hydrogen release heat treatment. 



Strain Aging. The thermal and strain cycles that accompany welding can give rise to "dynamic" strain aging 
embrittlement. This is caused by the diffusion of carbides and free nitrogen into dislocations in the steel matrix. These 
dislocations, generated through the straining mechanism, become pinned (their movement is inhibited), thus increasing 
the yield strength (effectively the stress required to move the dislocations). Strain aging may also result in an increase in 
tensile strength, and it is usually accompanied by reduction in toughness. Strain aging in welds is often thought to occur 
in the root regions, which are highly restrained and receive complex thermal cycling. Strain age embrittlement has caused 
many failures in service, one example being the Ashland storage tank failure in January 1988 (Ref 36). An oil tank owned 
by Ashland Petrochemical Company ruptured as it was being filled for the first time after reconstruction, and as a 
consequence, approximately 4 million gallons (15 × 106 liters) of diesel fuel were released. The failure was attributed to a 
small defect left behind from an oxyfuel cutting process close to the circumferential seam. The material ahead of the 
defect had been strain aged by the welding process, thus lowering the local toughness. The material toughness away from 
the defect was found to be high. As a consequence of the presence of the defect, the low toughness at the crack tip (on a 
cold day), and high local weld residual stresses, the oxyfuel cutting defect triggered a brittle fracture that caused the 
complete collapse of the storage tank. 

Temper embrittlement is the loss in toughness of alloy steels on exposure to temperatures in the range 325 to 575 °C 
(620 to 1065 °F). It occurs in coarse austenite grain microstructure (e.g., HAZs and weld metal) in which no ferrite is 
formed on the prior-austenite grain boundaries. It is caused by migration of elements such as Mn, Si, Sb, As, Sn, and P to 
high-angle austenite grain boundaries, which become embrittled. The risk of temper embrittlement can be reduced by 
promoting fine-grained austenite microstructure in weld and HAZ regions. The degree of embrittlement is often specified 
as the temperature shift in the Charpy transition curve (Fig. 26). 

 

FIG. 26 SCHEMATIC DIAGRAM SHOWING THE EFFECT OF TEMPER EMBRITTLEMENT ON TOUGHNESS 

Toughness Requirements for Avoidance of Brittle Fracture. This section does not review the toughness 
requirements in different industries for avoidance of brittle fracture. Reference 37 provides excellent coverage of this 
topic. 

Analysis of early Charpy V-notch data of ship steels indicated that initiation of brittle fracture occurred only in those 
steels showing less than 13.5 J (10 ft · lbf) Charpy energy, and cracks propagated only in those steels showing less than 27 
J (20 ft · lbf). This gave rise to the 20 J (15 ft · lbf) criterion, which, although not universally applicable, has nevertheless 
been widely used. Today, most codes specify fracture toughness requirements that consider the influences of parameters 
such as tensile properties, heat treatment condition, constraint, and material grade. All these factors influence the material 
ductility and the ductile-to-brittle transition temperature. Explicit specification of toughness requirements for weld metal 
and HAZ is rare, although some industry codes and standards assume that the toughness specification for base metal also 
applies to weld metal and HAZ. Material toughness requirements are generally part of comprehensive fracture control 
plans that include quality control, material selection and fabrication, and inspection. Account is taken of the in-service 
environment, degradation of properties during service (e.g., aging), applied loading condition, temperature cycles, and the 
consequences of catastrophic failure. 

Toughness requirements differ widely in the broad spectrum of industries, but they generally reflect the degree of 
conservatism needed for the specific structure and the consequences of failure. An example of a code that embodies all 
the factors and provides a comprehensive fracture control plan, including crack arrest, is the Canadian Offshore Structures 



Standard (Ref 7). In this standard, the problem of fracture control is approached by considering both the susceptibility of a 
structural element to fracture initiation and the consequences of its failure. This leads to the definition of a 3 × 3 matrix 
that corresponds to three levels of failure consequences, based on risk to life and environment. There is a requirement of 
increasing crack arrest capability in the base metal as failure becomes less tolerable, this capability being measured by the 
Pellini drop weight test. Fracture initiation is primarily seen as a weld metal and HAZ problem, and CTOD fracture 
toughness requirements for cases of high initiation susceptibility reflect this. In the Canadian standard the following 
Charpy requirements for fracture initiation are based on correlations with CTOD:  

 

SPECIFIED MINIMUM YIELD STRENGTH 
(SMYS) OF BASE METAL, MPA  

CHARPY 
ENERGY, J  

270  27  
270 < SMYS 410  SMYS/10  
>410  41   

Table 1 shows the risk matrix reproduced from the standard. For each of the boxes in Table 1, the corresponding 
toughness requirements and test temperatures are given, as shown in Table 2, where T is the toughness design temperature 
of the structural element. For crack arrest, no break performance in the drop weight test is required at the specified 
temperature. Note that the standard includes the effects of stress relief. 

TABLE 1 RISK MATRIX OF THE CANADIAN OFFSHORE STRUCTURES STANDARD 

SAFETY CLASS OF STRUCTURAL ELEMENT  
SAFETY CLASS 1  

SUSCEPTIBILITY TO 
FRACTURE INITIATION  SAFETY CLASS 2  

HIGHLY 
REDUNDANT 
STRUCTURE  

LIMITED 
REDUNDANCY 
OF STRUCTURE  

LOW (E.G., ELEMENT IN 
COMPRESSION OR LOW 
TENSION)  

BOX 1 
NO TOUGHNESS 
REQUIREMENTS  

BOX 2 
NOMINAL 
TOUGHNESS  

BOX 3 
SOME INITIATION 
TOUGHNESS; 
MODERATE 
CRACK ARREST 
TOUGHNESS  

MODERATE (E.G., ELEMENT 
IN TENSION; NO HIGH 
STRESS CONCENTRATIONS; 
NO HOT SPOTS; NO PLASTIC 
STRAINING)  

BOX 4 
NOMINAL 
TOUGHNESS  

BOX 5 
MODERATE 
CONTROL OF 
INITIATION; 
MODERATE 
CRACK ARREST 
TOUGHNESS  

BOX 6 
MODERATE 
CONTROL OF 
INITIATION; 
GOOD CRACK 
ARREST 
TOUGHNESS  

HIGH (E.G., ELEMENT IN 
TENSION; HIGH STRESS 
CONCENTRATIONS; HOT 
SPOTS; PLASTIC 
STRAINING)  

BOX 7 
SOME INITIATION 
TOUGHNESS; 
SOME CRACK 
ARREST 
TOUGHNESS  

BOX 8 
GOOD CONTROL 
OF INITIATION; 
MODERATE 
CRACK ARREST 
TOUGHNESS  

BOX 9 
GOOD CONTROL 
OF INITIATION; 
GOOD CRACK 
ARREST 
TOUGHNESS  

Source: Ref 7 

(A) NOTE: BOX NUMBERS CORRESPOND TO BOX NUMBERS IN TABLE 2.  



TABLE 2 TOUGHNESS REQUIREMENTS OF THE CANADIAN OFFSHORE STRUCTURES STANDARD 

BASE METAL  HAZ AND WELD 
METAL  

BASE METAL  HAZ AND WELD 
METAL  

BASE METAL  HAZ AND WELD 
METAL  

TEST 
TEMPERAT
URE  

TEST 
TEMPERAT
URE  

TEST 
TEMPERAT
URE  

WELD 
META
L  

WELD 
META
L  

WELD 
META
L  

THICKN
ESS, 
T, MM  TE

ST  
TEST 
TEMPERAT
URE  

TE
ST  

HA
Z  

A
W  

S
R  

TE
ST  

TEST 
TEMPERAT
URE  

TE
ST  

HA
Z  

A
W  

S
R  

TE
ST  

TEST 
TEMPERAT
URE  

TE
ST  

HA
Z  

A
W  

S
R  

   BOX 1  BOX 2  BOX 3  
T 26  ND

T, 
CV
N  

T  CV
N  

T  T - 
5  

T  

26 < T 
40  

ND
T, 
CV
N  

T  CV
N  

T  T - 
10  

T  

40 < T 
52  

ND
T, 
CV
N  

T - 10  CV
N  

T  T - 
20  

T  

T > 52  

STEEL GRADES 
IN ACCORDANCE 
WITH CLAUSE 
5.1.2  

WELDING 
CONSUMABLES IN 
ACCORDANCE 
WITH CLAUSE 
S7.1.1 OF THE 
SUPPLEMENT TO 
WS9  

BASE METAL 
TOUGHNESS TO 
CAN/CSA-G40.21 
CATEGORY 1 
AND CLAUSE 
6.2.1.4  

WELDING 
CONSUMABLES IN 
ACCORDANCE 
WITH CLAUSE 
S7.1.1 OF THE 
SUPPLEMENT TO 
WS9  

ND
T, 
CV
N  

T - 20  CV
N  

T  T - 
20  

T  

   BOX 4  BOX 5  BOX 6  
T 26  ND

T, 
CV
N  

T  CV
N  

T  T - 
10  

T - 
5  

ND
T, 
CV
N  

T - 10  CV
N  

T  T - 
10  

T 
- 
5  

26 < T 
40  

BASE METAL 
TOUGHNESS TO 
CAN/CSA-G40.21 
CATEGORY 1 
AND CLAUSE 
6.2.1.4  

WELDING 
CONSUMABLES IN 
ACCORDANCE 
WITH CLAUSE 
S7.1.1 OF THE 
SUPPLEMENT TO 

ND
T, 

T  CV
N  

T  T - 
20  

T - 
5  

ND
T, 

T - 20  CV
N  

T  T - 
20  

T 
- 



CV
N  

CV
N  

5  

40 < T 
52  

ND
T, 
CV
N  

T - 10  CV
N  

T - 
10  

T - 
30  

T - 
10  

ND
T, 
CV
N  

T - 30  CV
N  

T - 
10  

T - 
30  

T 
- 
1
0  

T > 52  

  

ND
T, 
CV
N  

T - 20  CV
N  

T - 
10  

T - 
30  

T 
- 
10  

ND
T, 
CV
N  

T - 35  CV
N  

T - 
10  

T - 
30  

T 
- 
1
0  

BASE METAL  HAZ AND WELD 
METAL  

BASE METAL  HAZ AND WELD 
METAL  

BASE METAL  HAZ AND WELD 
METAL  

TEST 
TEMPERAT
URE  

WELD 
META
L  

TEST 
TEMPERAT
URE  

TEST 
TEMPERAT
URE  

THICKN
ESS, T, 
MM  TES

T  
TEST 
TEMPERAT
URE  

TES
T  

HA
Z  

A
W  

S
R  

TES
T  

TEST 
TEMPERAT
URE  

TES
T  

AW  SR  

TES
T  

TEST 
TEMPERAT
URE  

TES
T  

AW  SR  

   BOX 7  BOX 8  BOX 9  
CTO
D  

0.1  0.07  CTO
D  

0.1  0.07  T 26  ND
T, 
CV
N  

T  CV
N  

T  T - 
5  

T  ND
T, 
CV
N  

T  

CV
N  

T  T  

ND
T, 
CV
N  

T - 10  

CV
N  

T  T  

CTO
D  

0.15  0.11  CTO
D  

0.15  0.11  26<T 40  ND
T, 
CV
N  

T  CV
N  

T  T - 
10  

T  ND
T, 
CV
N  

T  

CV
N  

T  T  

ND
T, 
CV
N  

T - 20  

CV
N  

T  T  

CTO
D  

0.2  0.14  CTO
D  

0.2  0.14  40<T 52  ND
T, 
CV
N  

T  CV
N  

T  T - 
20  

T  ND
T, 
CV
N  

T  

CV
N  

T - 10  T - 10  

ND
T, 
CV
N  

T - 30  

CV
N  

T - 
10  

T - 
10  

T>52  CTO
D  

0.2  0.41  CTO
D  

0.2  0.14  

   

ND
T, 
CV
N  

T - 20  CV
N  

T  T - 
20  

T  ND
T, 
CV
N  

T - 20  

CV
N  

T - 10  T - 10  

ND
T, 
CV
N  

T - 35  

CV
N  

T - 
10  

T - 
10  



Note: Box numbers correspond to box numbers in Table 1. For T < -20 °C, steels and welding consumables may not be commercially available to satisfy the requirements. HAZ, heat-
affected zone; AW, as-welded; SR, stress relieved; NDT, nil-ductility transition; CVN, Charpy V-notch; T, toughness design temperature of the structural element in °C; CTOD, crack-tip 
opening displacement in mm at T. 

Source: Ref 7 



For more rigorous fracture toughness specifications, some codes allow the requirements to be specified on the basis of 
fracture mechanics analysis, where the effects of a known or a hypothesized flaw, the applied loading conditions, and the 
heat treatment condition are considered for the specific structure. The toughness specifications are usually based on 
parameters such as K, J, or CTOD, and they are generally required for the full plate or joint thickness (Ref 34). 
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Codes and Standards 

Fitness-for-Service Codes and Standards for Fatigue and Fracture Control. Since the mid-1970s, a number of 
fracture mechanics assessment procedures have been developed that enable the significance of weld discontinuities to be 
assessed on a fitness-for-service basis. Using this concept, a structure is considered fit for the intended service if it can 
operate safely throughout its design life. The adoption of fitness-for-service concepts in several industry standards has 
resulted in the development of rigorous fatigue and fracture control plans. In addition to allowing the integrity of a 
structure to be assessed, a fitness-for-service code enables the remaining life to be computed. 

The use of fitness-for-service technology in design and inspection can result in a number of significant advantages. The 
major benefit undoubtedly is that this technology allows individual flaws to be assessed and allows the operator to decide 
whether or not to repair. Although adoption of a fitness-for-service approach may allow weld discontinuities to remain in 



a structure, it should also lead to a safer structure, because parameters that could potentially cause the crack to become 
unsafe are taken into consideration. 

Given that a flaw or a discontinuity is found in a weld, fracture mechanics analysis can be performed by computing the 
crack driving force (which is a function of the applied stresses, the flaw size, and the geometry) and comparing this with 
the resistance of the material to crack extension (which is the fracture toughness of the material in which the crack 
resides). In the sections that follow, procedures to calculate the crack driving force for fatigue and fracture are briefly 
discussed. 

Fatigue and Fracture Control of Weldments 

Tarsem Jutla, Caterpillar Inc. 

 

Fracture Mechanics 

Fitness-for-Service Codes. A number of different fitness-for-service assessment methodologies for calculating 
allowable or critical flaw sizes are currently in use throughout the world. A comprehensive review can be found in Ref 
38. 

Common methodologies in use today include:  

• BSI 7608:1993 (REF 6)  
• BSI PD 6493:1991 (REF 16)  
• CEGB R6 (REF 39)  
• EPRI/GE J AND CTOD ESTIMATION SCHEME (REF 10)  
• DEFORMATION PLASTICITY FAILURE ASSESSMENT DIAGRAM (REF 40)  
• THE LOCAL APPROACH (REF 41)  
• WES 2805 (REF 42)  
• IIW APPROACH (REF 8)  
• API 579 APPROACH (REF 43)  
• ASMI IX APPROACH (REF 44)  

A survey conducted by Burdekin (Ref 45) under the auspices of Commission X of the International Institute of Welding 
(IIW) found that PD 6493:1980 (Ref 15) was the most widely used assessment method. This document has been revised, 
and the latest version (entitled "Guidance on Methods for Assessing the Acceptability of Flaws in Fusion Welded 
Structures') was released in August 1991. At the time of this writing, the third revision to PD 6493 was in progress. While 
some of the approaches listed above differ, their fundamental basis is the same, and in this article the intention is to point 
the reader to established and validated fracture mechanics procedures. In this context, some of the procedures outlined in 
PD 6493:1991 are briefly described. 

Fracture Mechanics Methods for Fracture Control. BSI PD 6493:1991 includes three different fracture assessment 
routes, to enable structures to be assessed at a level of complexity appropriate to the problem under consideration. The 
Level 1 approach is based on the CTOD design curve method, which forms the basis of the elastic-plastic fracture 
assessment procedure included in BSI PD 6493:1980. This approach has a deliberate safety factor built into the 
calculations, and it results in computation of "tolerable" crack sizes. 

In PD 6493:1991 the Level 1 approach is presented as a method for performing preliminary assessments. The Level 2 
approach is based on a plane-stress plastic collapse modified strip yield model, and there is no inherent safety factor. This 
method is the preferred assessment level for the majority of applications. The Level 3 method is the most sophisticated 
assessment level in the proposed revisions and would normally be used only for the assessment of high-work-hardening 
materials when the Level 2 approach has proved too restrictive or when a tearing instability analysis is required. The 
fracture assessment model adopted in the Level 3 approach is based on the reference stress model proposed by Ainsworth 
(Ref 46). This assessment level requires extensive material characterization data, including details of the stress-strain 
behavior of the material in which the defect is located. This presents a challenge for the HAZ. All three levels can be 



undertaken in terms of the stress-intensity factor, K (or K derived from fracture resistance J) or the CTOD fracture 
mechanics parameters. Level 2 approach is based on procedures similar to CEGB R6 Rev. 2, and the Level 3 approach is 
based on CEGB R6 Rev. 3. These codes have been extensively used in the electric utilities industry in the U.K. 

In all three levels of fracture assessment, the resistance of a structure to failure is determined using a failure assessment 
diagram (FAD). The y-axis of the FAD indicates the resistance of the structure to brittle fracture, while the x-axis assesses 
its resistance to plastic collapse. The failure assessment curve interpolates between these two limiting failure modes. 

The Level 2 assessment procedure, which is recommended as the primary method, has a FAD that is defined by:  

  

(EQ 2) 

where Kr is the ratio of the applied stress-intensity factor to the fracture toughness K, is the ratio of the applied 
CTOD to the material CTOD, and Sr is the stress ratio that is taken as the ratio between the net-section stress and the flow 
strength of the material. 

For a given flaw, both Kr or and Sr are determined using appropriate solutions, and these are plotted as a coordinate 
of a point onto the FAD (Fig. 27). If the point falls within the envelope of the failure locus, the flaw is considered safe. If 
the point falls outside the locus, the flaw is unacceptable. 

 

FIG. 27 FAILURE ASSESSMENT DIAGRAM CONCEPT FOR ASSESSING CRACKED COMPONENTS FOR BRITTLE 
FRACTURE AND PLASTIC COLLAPSE 

The FAD to assess the integrity of a structure assumes that the size of the flaw is known. In order to compute limiting 
flaw size, say for inspection purposes, a point that lies on the failure assessment line and corresponds to the applied 
loading conditions has to be determined. This is achieved using iterative techniques by plotting a series of assessment 
points as a function of flaw size. The point that intersects the failure line gives the limiting size of a flaw. By performing 
these calculations for a series of crack aspect ratios, tolerable flaw size plots of the type given in Fig. 28 can be generated. 
This type of plot can be used either to set inspection levels or to allow known flaws to be assessed. In the same way, an 
iterative process has to be used to generate the critical fracture toughness for some hypothetical (or assumed) flaw size 
and assumed loading conditions. This computed value can then be directly used for material selection. 



 

FIG. 28 EXAMPLE OF A "TOLERABLE" FLAW SIZE PLOT DERIVED USING FRACTURE MECHANICS PRINCIPLES 

Another approach that is sometimes used to ensure that catastrophic failure does not occur is leak-before-break. This 
design philosophy has been developed primarily for applications where the crack extends in a stable manner by such 
mechanisms as stable tearing or fatigue crack growth. This approach can be invoked only if the crack shape at 
breakthrough can be precisely predicted. In most cases it is generally assumed that the defect length at breakthrough is 2 
to 3 times the plate thickness. However, there have been instances where defects up to 10 times the plate thickness have 
been found during inspection of petrochemical plants. Leak-before-break becomes less likely as the defect length 
increases, so it should be invoked with great caution. 
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Fatigue and Fracture Control of Weldments 

Tarsem Jutla, Caterpillar Inc. 

 

Method for Fatigue Control 

The two most widely used approaches for fatigue control in welded joints are the S-N curve approach and fracture 
mechanics assessment methods. Both approaches are used extensively for design and in-service assessment of welded 
fabrications, and they are included in many industry and regulatory codes as standardized procedures. 

The S-N curve approach for fatigue control in "nominally sound" welded joints is the simplest and most widely used in 
a variety of industries. The approach is based on the results of extensive welded joint fatigue tests during the early 1970s. 
It was found that welded joints could be classified into groups, with each group having a specific S-N curve. There are a 
number of design classification approaches in existence, for example AWS D1.1 (Ref 26), AASHTO-Bridge Code (Ref 
6), and BS 7608 (Ref 11), but the fundamental basis for them is the same. In Fig. 29, a typical set of fatigue design 
curves, where BS 7608 is taken as a reference, each joint detail is placed into one of nine classes: A, B, C, D, E, F, F2, G, 
or W. Class A is the parent material S-N curve obtained from uniform, machined, and polished specimens; class W is the 
welded joint S-N curve based on nominal shear stress on the minimum weld throat area; and classes B through G are the 
welded joint S-N curves for joints of decreasing fatigue performance (or increasing joint stress concentration factor and 
notch severity). This approach is based on actual weld joint test data, so the joint classification takes into consideration 
the influence of the local stress concentration created by the weld geometry, effects of local discontinuities (e.g., weld toe 
intrusions), and residual stresses. The design stress, therefore, is the nominal stress adjacent to the weld detail under 
consideration. However, where joints are situated in regions of stress concentration resulting from the gross shape of the 
structure (e.g., adjacent to a hole), then it is necessary to consider the additional concentration of stress when the nominal 
stress range is calculated. S-N curves are used in design either to determine the maximum allowable cyclic stress for a 
given fatigue design life or to estimate the design life for a given set of operating conditions. 



 

FIG. 29 MEAN MINUS TWO STANDARD DEVIATION S-N CURVES FOR WELDED JOINTS. SEE TEXT FOR 
DEFINITIONS OF LETTER SYMBOLS. 

Fracture Mechanics Approach. The second most widely used design approach for welded structures uses fracture 
mechanics as its fundamental basis. As stated earlier, the majority of the fatigue life of a welded joint is spent in 
propagating existing crack-like features. Consequently, the analysis of fatigue cracking in welded joints is well suited to 
fracture mechanics, which can be used to predict the fatigue strength of nominally sound welds by considering the 
propagation of a fatigue crack from the inherent discontinuities that exist at the weld toe and the weld root. Fracture 
mechanics also can be used to predict the life of a joint with a weld discontinuity. 

In documents such as PD 6493:1991, it is recommended that where possible, the fatigue crack growth relationship based 
on the Paris law should be used:  

DA/DN = C( K)M  (EQ 3) 

where K is the applied stress-intensity factor range, a is the crack size, N is the number of cycles, and C and m are 
constants that depend on the material and environment. This crack growth law is bounded by the threshold value for K, 

Kth, and the critical value of Kmax for fracture toughness, Kc, as a maximum. Experience with this crack growth law 
shows that it can be used to make reasonable estimates of the fatigue lives of welded joints, particularly when the initial 
crack size is relatively large. However, the actual sigmoidal shape may need to be represented in case of random loading 
assessments, and assessments for which Kmax is close to Kc in the idealized relationship of Eq 3 can be nonconservative. 

In general, the stress-intensity factor range, K, can be expressed as:  

K = YMK ( )   (EQ 4) 



where is the stress range, Y is a function of geometry and loading, and Mk is a factor incorporating the stress 
concentration effect of the weld. The relationship between and the fatigue life N for an initial crack size a0 and 
maximum crack size ac is obtained by substituting Eq 4 into Eq 3, then integrating and rearranging to give:  

  
(EQ 5) 

Mk factors are normally obtained by finite-element analysis of the type of joint and loading under consideration, and they 
are expressed in a nondimensional form. Mk factors are a function of the weld geometry parameters shown in Fig. 8:  

MK = F (R/T, L/T, )  (EQ 6) 

General expressions for Mk factors have been produced by Thurlbeck and Burdekin (Ref 20), and these can be used with 
standard stress-intensity factor solutions to predict fatigue life. 

Maddox (Ref 47) has carried out a series of fatigue crack propagation tests on various parent steels, weld metals, and 
HAZ microstructures (Fig. 15). He found no significant variation in crack propagation rates among any of the materials 
tested when the growth occurred by the striation mechanism. Based on such information, in BSI PD 6493:1991 firm 
recommendations are given for crack growth rate data. The option is available to use specific crack growth rate data for 
the material of interest, but otherwise the following upper-bound crack growth rate constants for ferritic steels (up to 600 
MPa, or 87 ksi) operating in nonaggressive environments are recommended:  

DA/DN = 3 × 10-13 ( K)3 (N, MM UNITS)  (EQ 7) 

The use of this crack growth relationship represents approximately 97.7% probability of survival. Higher crack growth 
rates may occur in weld metals and HAZs when the normal crack growth (by striation mechanism) is accompanied by 
cleavage or microvoid coalescence. Under such circumstances the value for constant C can be increased to 6 × 10-13. For 
structural ferritic steels operating in marine environments up to 20 °C (68 °F), the following crack growth constants are 
recommended:  

DA/DN = 2.3 × 10-12 ( K)3 (N, MM UNITS)  (EQ 8) 

For design purposes, it is sometimes necessary to estimate the limiting flaw size that will not extend by fatigue during 
service. The limiting crack size below which fatigue crack growth will not occur can be calculated using threshold 
concepts based on Kth. Near threshold da/dN becomes very sensitive to a number of variables including the applied 
stress ratio R (minimum stress/maximum stress). The following threshold stress-intensity factor ranges, representing the 
mean minus two standard deviations, are recommended for ferritic steels operating in air or seawater environments and 
also for austenitic stainless steels:  

KTH = 170 - 214R (N, MM UNITS) FOR 0 R 0.5  (EQ 9) 

KTH = 63 (N, MM UNITS) FOR R > 0.5  (EQ 10) 

Welding residual stresses must be taken into account when calculating the stress ratio. Using the above expressions, it is 
possible to calculate the limiting flaw size that will not extend by fatigue during service. 

Using the fracture mechanics fatigue crack growth procedures described above, the user can determine the number of 
cycles (or time) needed for a crack to extend from an initial size to a final size. This information can be used in a powerful 
way to define inspection criteria, and in particular inspection intervals. Alternatively, it can be used to compute the 
remaining life of a welded component, before failure by unstable fracture or plastic collapse becomes a reality. Another 
important use of this technology is the establishment of flaw acceptance criteria for nondestructive examination (NDE) of 
welded joints. Here the process is reversed by first defining the total design life of the structure and the final flaw size for 
fracture, then computing the initial crack size for that life cycle. This computed value of the flaw size can be used directly 
for specifying NDE flaw acceptance levels. Adoption of this approach should enhance the safety of the structure, because 



all failure modes are considered and the flaw acceptance levels are specifically calculated rather than being based on 
workmanship criteria. 
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Fracture Mechanics in Failure Analysis 

Alan R. Rosenfield 

 

Introduction 

FRACTURE MECHANICS has developed into a useful tool in the design of crack-tolerant structures and in fracture 
control; it also has a place in failure analysis. Fracture mechanics can provide helpful quantitative information on the 
circumstances that led to the failure, and it can be used to prescribe preventive measures to avoid the recurrence of 
failures in similar components. 

This article illustrates the role that fracture mechanics can play in failure analysis. It will be seen that the investigator has 
to draw on several disciplines (materials engineering plus analytical and experimental mechanics) and requires more 
expertise than has been traditionally needed for a failure analysis. This article describes the important failure criteria as 
relations between design (e.g., section geometry) and materials factors (e.g., fracture toughness), which are used to 
correlate fracture mechanics analysis to the observations of a failure analysis. Descriptions include an indication of how 
the factors are typically evaluated. Finally, a group of failure analysis examples illustrate how fracture mechanics 
parameters can be determined and how they may be fitted into an overall failure investigation. 

It should be emphasized at the outset that a full fracture mechanics analysis is usually not required to understand failures 
that have occurred and to prevent similar failures, particularly in cases where the costs are relatively low, people have not 
been injured, and even when litigation is involved (Ref 1). Many failures can be corrected by appropriate specification of 
standard properties, good metallurgical practice, and proper design (see, e.g., three cases of brittle fracture described in 
Ref 2). 

However, there are occasional failures involving large costs, extensive damage, and injuries, where it is not clear whether 
the best fracture control technology was used. Some questions that can be addressed by fracture mechanics are:  

• Was the structure or operating component properly inspected periodically to detect potentially critical 
cracks?  

• If cracks were found, was a proper analysis performed to determine whether continued safe operation 
was possible, and, if so, for how long?  

• What modifications need to be made to similar structures to promote safe operation?  

Approaches to such questions can be aided by the study of the fracture mechanics evaluations of real failures that have 
been investigated in the past. 

Benefits and Limitations. While fracture mechanics is a well-developed approach to the study of failures, there is a gap 
between theory and practice, because it is often difficult to obtain exact values for many of the inputs into the analysis 
when structural failure occurs. If the failure conditions are well understood, the material is uniform, and the geometry is 
relatively simple, fracture mechanics can work well. But, in many situations, conditions are far less than ideal and fracture 
mechanics can only provide a reality check. 

When fracture mechanics analysis indicates that failure should not have occurred based on the measurement of flaw size, 
material properties, and operating conditions, other factors that may have altered any of these conditions at the failure 
region must be investigated more thoroughly. 

The benefits of uncovering the sources of significant differences between calculated and measured stresses are 
improvements in fracture control, such as use of tougher materials, reduced stress concentrations, and selection of better 
inspection procedures. 
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Using Fracture Mechanics in Failure Analysis 

The investigator should first carry out a traditional failure analysis and determine the failure mechanism(s), the nature and 
location of the fracture origin, and the operating conditions. 

The more detailed fracture mechanics evaluation requires numerical evaluation of a relation between mechanical 
properties, loads, and crack geometry. The first objective of this evaluation is to use the input data to determine whether 
the failure could have been predicted. If the occurrence of failure is not consistent with a fracture mechanics analysis, 
certain factors have not been considered and the investigator must search them out. 

Such an analysis should include fractography to reveal whether the failed part contained serious defects and whether final 
failure was preceded by fatigue crack growth or stress-corrosion cracking. The information thus gained may be sufficient 
to explain the failure and to prevent future occurrences. 
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Analysis of Final Fracture Conditions 

To perform the analysis of conditions leading to final fracture, all of the quantitative information must be collected that is 
necessary for the investigator to evaluate the failure condition:  

KI ≥KIC  (EQ 1) 

where KI is the applied stress intensity (the demand placed on the cracked part by loading) and KIc is the fracture 
toughness (the resistance of the metal to fracture). If Eq 1 is satisfied, it can be deduced that a sound analysis has been 
performed. On the other hand, if poor agreement is obtained, some factors have not been properly accounted for (e.g., 
residual stress). There is no well-accepted criterion for reasonable agreement; probably a discrepancy of less than 25% 
between both sides of Eq 1 is acceptable, while a 50% discrepancy would certainly indicate further evaluation of the 
failure. The in-between region is uncertain. 

Because the inputs into Eq 1 are never certain, the best that can be hoped for is approximate agreement between 
calculated and measured stresses. Furthermore, because of these uncertainties, it is not possible to use a structural failure 
to back-calculate an unknown property or stress with any degree of reliability. An additional potential complication is the 
occurrence of extensive local plasticity, which requires the use of elastic-plastic fracture mechanics, characterized by the 
J-integral, but this refinement is rarely necessary for analyzing real failures. 

Evaluation of stress intensity can be done either experimentally (Ref 3, 4), such as by use of photoelasticity, or 
analytically using finite element methods (Ref 5). These techniques are particularly useful for complicated geometries and 
provide the quantity:  



KI/  = G  (EQ 2) 

where σ is the stress on the component, and g is defined as the ratio of stress intensity to stress. Equation 1 then becomes:  

≥KIC/G  (EQ 3) 

and the analysis now becomes a comparison between the stress calculated from Eq 3 and the stress believed to be acting 
on the body. 

Stress intensity factors are discussed in more detail elsewhere in this Volume for simple geometries. As an example, the 
following equation for stress intensity can be used for pressurized pipes:  

KI = F  aπ   (EQ 4) 

so that Eq 1 becomes:  

≥KIC/F  aπ   (EQ 5) 

where a is the crack length and the f factor depends on crack size, crack shape, component size, and loading pattern 
(tension, bending, pressure, etc.). For through-wall cracks, a is conventionally taken to be half the crack length. This is 
equivalent to calling a the total crack length and setting f = 0.707. 

Evaluation of stress can be done using standard strength-of-materials equations if the configuration is simple (Ref 6) or 
by finite element analysis if the configuration is complex. However, errors can arise because the stress to be used in Eq 3 
or 5 is not necessarily limited to the operating stress. Residual stresses and extraneous loads (such as impact) may also 
play an important role in fracture and must be taken into account. 

Fatigue loadings complicate the picture. The stress used in Eq 3 or 5 must be the peak stress, σmax, where the fluctuating 
stress ∆σ= σmax - σmin. 

Evaluation of fracture toughness requires measurements (by appropriate test methods as described in the article 
"Fracture Toughness Testing" in this Volume) using material from the failed part. Unfortunately, this recommended 
practice is not always followed; handbook values of fracture toughness are often used instead of toughness measurements 
on material in the vicinity of the failure. 

The investigator must also compare fracture mechanisms of the part and any test samples. Note that the failure 
mechanism (such as brittle cleavage or ductile rupture) does not enter explicitly into evaluation of Eq 3 and 5. The 
investigator must verify that the fracture mechanics test specimen fails by the same mechanism as that of the actual 
failure. If the specimen fails by dimpled rupture and the component by cleavage, a serious overestimate of the KIc value 
will result. 

Because fracture toughness varies with material orientation, the KIc specimen must be machined to ensure that the crack 
growth plane and direction are the same as those of the failure. The investigator must also recognize that the ASTM 
procedure requires precise control of fatigue precracking and environment. The subcritical crack growth of the failed 
component is unlikely to lie within the ASTM envelope, so the effective KIc value of the failure can be different from the 
ASTM value. Finally, large errors can arise if the failure was in an atypical region (such as a weld, heat-affected zone, or 
a hot spot) and the toughness is measured on base metal. 

An additional toughness error can arise in certain situations where the actual toughness is higher than KIc. This elevation 
is found in thin sections of low-strength alloys and is due to the ability of the metal to deform plastically and partially 
relieve the stresses at the crack tip. Reference 7 gives some examples of such situations. 

Statistical Evaluation. Uncertainty in fracture toughness (Ref 8) can be very significant, particularly for cleavage 
fracture where the standard deviation of KIc values is typically 25% of the mean. 



Ideally, a complete statistical evaluation of the properties of the material is desirable, but it is not generally available. The 
nearest approach to general agreement is for structural steels and weld metals in the ductile-brittle transition region, where 
a three-parameter Weibull distribution is used (Ref 9):  

F = 1 - EXP {-[(KIC - K1)/K0]4}  (EQ 6) 

where F is the cumulative failure probability and K1 and K0 are fitting parameters. Representative coefficients of variation 
(standard deviation/mean, expressed as a percentage) for a variety of plates and weldments are summarized in Table 1. 
Individual data sets for the MIL-HDBK-5E entries in Table 1 are unique combinations of alloy designation, heat 
treatment, product form, and orientation, while the other high-strength alloy entries are less restrictive. It would appear 
that the typical coefficient of variation for handbook values of KIc of these materials is on the order of 10 to 20%, 
depending on how well characterized the materials are. 

TABLE 1 VARIABILITY IN FRACTURE TOUGHNESS 

COEFFICIENT OF VARIATION, %  MATERIAL  
KIC  JIC  CTOD  

UPPER-SHELF TOUGHNESS  
HIGH-STRENGTH ALLOYS(A)           

ALUMINUM-BASE  3-33  . . .  . . .  
ALUMINUM-BASE(B)  8.9-10.4  . . .  . . .  
ALUMINUM-BASE (7075-T6)  32  . . .  . . .  
STEELS  7-23  . . .  . . .  
STEEL (4340)  22  . . .  . . .  

STRUCTURAL STEELS           
BASE PLATE  7  13  . . .  
BASE PLATE     16  . . .  
BASE PLATE  8.8  15  . . .  
BASE PLATES(A)  >13(C)  . . .  . . .  
WELDMENTS(A)     >17  . . .  
WELDMENT  20.5  36  . . .  

LOWER-SHELF AND TRANSITION REGION  
BASE PLATES(A)  . . .  . . .  40 (EST.)  
BASE PLATES & WELDS(A)  18-28(D)  . . .  . . .  
WELDMENTS(A)  25  47  . . .  
WELD HAZ(A)  . . .  . . .  50-75(E)  

Note: CTOD, crack-tip opening displacement; HAZ, heat-affected zone. 

Source: Ref 8 

(A) MULTIPLE LOTS OF MATERIAL. OTHERWISE SINGLE PLATES OR WELDMENTS ARE 
REPORTED. 

(B) DATA SETS WITH MORE THAN 100 ENTRIES. 
(C) VALUES AT 100-150 °C. 
(D) BASED ON THREE-PARAMETER WEIBULL DISTRIBUTION, WITH EXPONENT = 4; 

VARIABILITY ARISES FROM VARIATION IN THE K1:K0 RATIO. 
(E) ESTIMATE BASED ON THE TENTH PERCENTILE OF 485 TESTS.  

An analogous situation holds for upper-shelf toughness values for structural steels. Note that this section of the table 
includes J-integral variability (JIc), which appears to be about twice that for KIc, as would be anticipated from the relation 

KIc . For multiple base-plate data sets, the coefficient of variation of KIc is somewhat larger than 13%, compared 



to about 8% for single plates. Based on all of the upper-shelf data, a working hypothesis is that the coefficient from 
handbook values is also 10 to 20% for both plates and weld metals. 

The first entry for the lower-shelf and transition regions of steel was calculated using Eq 6, which represents a very large 
database (Ref 10, 11). If the coefficient of variation of crack-tip opening displacement, in terms of which much of the 
weld data are reported, is also twice that of KIc, a typical coefficient for KIc data below the upper shelf would be on the 
order of 20% for both base plate and weld metal. The heat-affected zone data exhibit an even larger coefficient of 
variation, and this is a serious concern. 

Estimating Toughness. Several estimation methods for fracture toughness values have been developed. These include 
measurement of the crack-tip profile in the scanning electron microscope (Ref 12), correlations based on Charpy and 
tensile tests and on microstructure (Ref 13), and handbook values of toughness of an alloy nominally the same as that of 
the failed part. Estimates deduced using any of these methods should be treated with great caution, because the magnitude 
of the error is usually unknown and can be large. 

Evaluation of crack size and shape may be done visually, because actual failures often involve catastrophic growth of 
cracks that are several centimeters in size. However, the fracture surface at the origin is often lost or badly damaged and 
crack geometry has to be reliably estimated. In the event that the crack is very small, microscopic measurements may be 
required to reveal crack geometry. Conventionally, the size of a through-thickness crack is taken to be its average length, 
while the size of a surface crack is taken as its maximum depth. 

Evaluation of crack geometry and loading pattern (thef factor) can be made using handbook values (Ref 14, 15, 
16), provided that both the loading pattern and the crack size and shape are known. Finite element calculations are 
required for complicated geometries but are expensive and are not often essential, because f can usually be estimated 
roughly to sufficient accuracy. 

Stress Estimates from Fatigue Striation Spacings. If subcritical crack growth occurred by fatigue, striation 
spacings can be used to estimate the alternating component of stress intensity (Ref 17), designated ∆K = ∆Kmax - ∆Kmin. 
Because ∆K is proportional to (striation spacing) , a large error in spacing measurement leads to a small error in ∆K. 
However, large errors in striation spacings and hence in ∆K are possible in materials such as high-strength steels, where 
striations may not be as distinct as they are for aluminum alloys, for example. Also, surface damage, such as by rubbing, 
can obliterate striations. 

If striation measurements are used, the alternating stress can be calculated as follows:  

∆ = ∆K/G  (EQ 7A) 

∆ = ∆K/F  aπ   (EQ 7B) 

In Eq 7b, the subcritical crack length a is evaluated at the striation location, and is not the final crack size. 
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Subcritical Fracture Mechanics (SCFM) 

The growth of the crack that eventually leads to fracture occurs by mechanisms entirely different from the fracture itself. 
During most of the cracking process, the crack is much smaller than the one that would cause fracture at the prevailing 
stress. Therefore, the crack-tip stress field is less severe, and the size of the plastic zone smaller than at the time of 
fracture. Due to this small plastic zone, SCFM can often be approached using elastic concepts. If the crack size is close to 
critical (fracture), this may no longer be true, but because by far the longest time is spent in the growth of much smaller 
cracks, it is justifiable to use LEFM to obtain the time for crack growth with good accuracy. A notable exception is creep 
crack growth. 

Fatigue. In the case of cyclic loading, crack growth occurs by fatigue. The amount of growth in one cycle depends on the 
crack tip stress field, which is described by K. During a load cycle, K varies from a minimum Kmin = σmin β  aπ  to a 
maximum Kmax = σmax β  aπ , over a range ∆K = ∆σβ  aπ , where σmin is the minimum stress in the cycle, σmax is the 
maximum stress in the cycle, and ∆σ is the stress range ∆σ= σmax - σmin. 

It must be expected that the amount of growth per cycle depends on ∆K and Kmax. If one defines a stress ratio R as R = 
Kmin/Kmax, the above statement is equivalent to the assertion that the amount of growth per cycle depends on ∆K and R. 
Use of ∆K and R is often more convenient because R = Kmin/Kmax = σmin β  aπ /σmax β  aπ = σmin/σmax. Hence, in the case 
of constant-amplitude loading where σmin and σmax do not change from cycle to cycle, K remains constant, while Kmax 
would depend on crack size. 

The amount of growth per cycle is the rate of growth. This means that the above statement is equivalent to:  

  
(EQ 8) 

where N is the number of cycles, and da/dN is the rate of growth. 



It cannot be known a priori how da/dN depends on ∆K and R; this information must be provided by a test of the material. 
By measuring the rate of growth in a test and plotting the growth rates as a function of ∆K (calculated from ∆K = 
β∆σ aπ ), the dependence on ∆K is obtained, and in a similar fashion, tests at different R stress ratios provide the 
dependence on R. Crack size as a function of time (number of cycles) is obtained by integration:  

  

(EQ 9) 

The integration is typically performed numerically using a computer. If data for a fixed value of R fall nearly on a straight 
line on a log-log scale, the rate data can be represented by the Paris equation. Unfortunately, the Paris equation covers 
only one R value. If the lines for different R values are parallel, one could use the modified equation:  

  
(EQ 10) 

where n and C0 are also empirical constants. By noting that R = Kmin/Kmax = (Kmax - ∆K)/ Kmax so that Kmax = ∆K/(1 - R), Eq 
10 becomes:  

  
(EQ 11) 

substituting for R and letting p = (m - n):  

  
(EQ 12) 

Equation 12 is known as the Walker equation. Its advantage over the Paris equation is that it covers all values of R. 

Many other equations are used. It should be pointed out, however, that no equation has any physical meaning: all are 
curve-fitting equations. There is no objection to their use if they fit the data. However, if the numerical integration must 
be done by a computer, use of the original data in tabular form is as convenient as use of a sometimes poor fitting 
equation. 

Stress-Corrosion Cracking. In the case of stress-corrosion cracking, the rate of growth will depend on K, by the same 
arguments used for fatigue. In this case, the rate of growth depends directly on time so that the growth rate da/dt is:  

  

Again, the rates must be obtained from a test. Integration of the rate data for the loading and β of a structure will provide 
the crack size as a funtion of time. 

For combined stress-corrosion and fatigue cracking, one obtains da/dN from a cyclic-loading test in the appropriate 
environment. Again, a numerical integration will provide the crack-growth curve for the structure regardless of the shape 
of the da/dN-∆K data. Complications due to load interaction and load-environment interaction must be considered. 

In the case of stress corrosion at sustained load, the stress intensity must exceed a certain minimum value for crack 
growth to occur. This minimum value is known as the stress-corrosion threshold, denoted by KISCC. The threshold value is 
best determined by performing tests on cracked specimens and by measuring the time to fracture. A plot of the stress 
intensity applied as a function of time to failure will show an asymptote, which is KISCC. If growth does occur, it will 
continue to occur because K increases, and a failure will result. Conversely, if no failure occurs, no crack growth occurs; 
therefore, the stress intensity at the asymptote is indeed the threshold. 



Fatigue-Crack Growth. Fatigue-striation counts (if possible) generally provide a reasonable account of the crack-
growth rates and crack-growth curve. If the crack-growth-rate behavior of the material and the stresses are known, the 
stress intensity can be calculated, and a comparison can be made between actual and anticipated properties for a 
conclusion about the adequacy of the material. Conversely, if the stresses are not known, the measured rates and the rate 
properties can be used to estimate what the acting stresses were. This procedure will at least provide the magnitude of the 
stresses. 

From the amount of crack growth (crack size at fracture), known stresses, and growth-rate properties, a reasonable insight 
can always be obtained regarding the question of misuse, for example, continuous overloading. The time to failure and 
final crack size are determined using fracture mechanics, as discussed above. When the results are not in accordance with 
the observations, the analysis can be repeated to determine how much higher (or lower) the stresses would have had to 
have been to produce the cracking time and extent of cracking as observed. 

Any change of loading or change in environment during the cracking process is likely to leave its mark. Such changes 
produce a change in crack-growth rate, which is usually associated with a change in microfracture topography (surface 
roughness). Because the roughness affects the reflection of light, a change in roughness will appear as a line (beach 
mark). Any beach mark is an indication of a change in circumstances during cracking. The beach marks on fatigue-crack 
surfaces are well known. Similar marks may occur on stress-corrosion-crack surfaces due to changes in loading or 
environment. 

A beach mark is clearly the delineation of the crack front at some point during the cracking process. Thus, the crack size 
at the time of the change is known. If any information on the nature of possible changes is known, the crack size at which 
they occurred can be used to obtain information on rate properties or stresses in the manner discussed above. If there is no 
information about the nature of the changes, such information (when it is a change in loading in particular) can be 
obtained from known growth-rate properties: the time for growth between beach marks can be calculated, and the stress 
required to produce the observed crack sizes estimated. 

Ductile striations are the most commonly observed fatigue features that occur in the microstructurally insensitive 
intermediate ∆K regime. The undulating or ripple-like fatigue striations appear to be correlated to a normalized stress-
intensity range, ∆K. Although there are exceptions, such regular striations have been found to correlate to ∆K/E (stress-
intensity range over Young's modulus), as shown in Fig. 1. A good correlation is:  

  

 



FIG. 1 CORRELATION OF FATIGUE STRIATION SPACING WITH ∆K NORMALIZED BY YOUNG'S MODULUS (E) 

Figure 1 illustrates the application of this equation to many material types. More quantitative relationships have 
interpreted this growth mechanism to be proportional to the crack tip displacement. Such displacements may be changed 
by microstructural variations of either the flow stress or crack path. Thus, within the scatter band of Fig. 1, and in some 
cases outside it, microstructure may play a role. 
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Case Studies of Failure Analyses Using Fracture Mechanics 

 

Reports of a number of fracture-mechanics-based failure analyses have been published. Four examples (from Ref 18) are 
summarized in this section in order to illustrate the state of the art of the approach. Some simplifications and slight 
alterations have been made to the published reports in order to increase clarity. They were chosen to illustrate both typical 
procedures and the departures from ideal textbook procedures that can be encountered in practice. One striking point 
about these case studies is the very frequent need to estimate factors that are unknown or uncertain. 

The "Selected References" at the end of this article also lists collections of case studies, which include examples 
involving fracture mechanics concepts. These collections provide insight into how to perform fracture mechanics analysis 
and also should give the reader insight as to how to decide whether such an analysis would be helpful. 

Some of the collections of case studies discuss common characteristics of failures. For example, Fig. 2 shows that fatigue 
was the dominant mechanism for numerous industrial failures that the author investigated, while Fig. 3 points out that he 
found that errors in production (such as in design, material selection, and fabrication) were much more common than 
errors in operation (Ref 19). Section changes leading to stress concentrations are known to be a particular problem. There 
are three caveats regarding Fig. 2 and 3:  

• BECAUSE SERVICE FAILURES ARE VERY RARE, IT SHOULD NOT BE CONCLUDED THAT 
USE OF DEFECTIVE PARTS IS WIDESPREAD.  

• THE POSSIBILITY OF SERVICE FAILURES DUE TO PRODUCTION DEFICIENCIES IS 
LIMITED BY THE USE OF SAFETY FACTORS AND THE PRACTICE OF PROOF TESTING BY 
OVERSTRESSING.  

• THE DISTRIBUTIONS IN FIG. 2 AND 3 ARE NOT VALID FOR EVERY APPLICATION. FOR 
EXAMPLE, GAS-TRANSMISSION PIPELINE FAILURES ARE MOST COMMONLY CAUSED 
BY ACCIDENTAL DAMAGE DUE TO THIRD-PARTY IMPACT.  



 

FIG. 2 DISTRIBUTION OF FAILURES ACCORDING TO MECHANISM. SOURCE: REF 19 

 

FIG. 3 DISTRIBUTION OF FAILURES ACCORDING TO CAUSE. SOURCE: REF 19 

Some insight has been obtained into the relative importance of fracture mechanics parameters when failure occurs from 
pre-existing cracks. The two criteria deduced from Ref 8 are that failure is most likely to occur when crack size is greater 
than 25 mm (1 in.) and the ratio of fracture toughness (KIc) to yield strength is less than 0.16 m  (1 in ). Because of the 
relatively small number of failures discussed in Ref 8, it cannot be argued that these failures provide general rules as to 
which cracked structures are safe and which are likely to fail. However, they do point out the danger of allowing 
components made from low-toughness materials and containing large cracks to remain in service. 
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Failure of a Cryogenic Pressure Vessel 

Background (Ref 18, p 43). This example is a rather straightforward application of fracture mechanics analysis with a 
satisfactory result, despite some uncertainties in the data. A cryogenic pressure vessel used in petrochemical manufacture 
exploded. The vessel operated at -130 °C (-202 °F) and was made from a special fine-grained low-carbon steel. The 
failure initiated and first propagated in the neck or dome region of the vessel. 

A traditional failure investigation using fractographic examination revealed evidence of fatigue crack growth, possibly 
corrosion assisted, at the origin. Several years after the explosion a more detailed investigation was undertaken to evaluate 
where safe operation could be ensured for similar vessels still in service. A "leak-before-break" philosophy was adopted; 
it assumed that operating vessels are safe if the critical crack length is greater than the wall thickness, under which 
conditions the subcritical crack would penetrate the wall and cause leakage before rupture would occur. Unfortunately, 
only a small piece of the failed vessel was available for examination. 

Fracture Mechanics Analysis. Because of the complex geometry, a finite element calculation of stress was performed. 
The calculation revealed that the highest hoop stress was in the neck region, where the service failure did originate, and 
amounted to 80 MPa (11.6 ksi) at the outer wall and 60 MPa (8.7 ksi) at the inner wall. Fracture toughness is highly 
variable at the failure temperature; measurements on the same grade of steel from a similar vessel indicated a range from 
39 to 67 MPa m  (36 to 61 ksi in ). In the earlier investigation, critical crack length had been estimated to be in the 
range of 40 to 130 mm (1.6 to 5.1 in.). The crack was assumed to be a through-wall crack so that the f factor was 0.707 
(see "Evaluation of Stress Intensity" in this article). 

A range of hoop stress was calculated from Eq 5 by combining the largest estimated crack length with the smallest 
measured fracture toughness and vice versa. Because the result ranged from 87 to 267 MPa (12.6 to 38.8 ksi), the actual 
hoop stress of 80 MPa (11.6 ksi) could lead to failure if the crack was as large as the largest estimate and the fracture 
toughness had its lowest probable value. Moreover, the investigation confirmed that the critical crack size was greater 
than the wall thickness so that leak-before-break could be anticipated. 

Evaluation. The investigators concluded that the failed vessel must have leaked prior to the rupture but that the leakage 
had not been detected. They urged more careful and extensive inspection of similar vessels still in service. 
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Failure of a Liquid Propane Gas Cylinder 

Background (Ref 18, p 75). This is another example of straightforward analysis, but one in which the fracture 
mechanics evaluation did not markedly contribute to resolving the problem. 

Five liquid propane gas (LPG) cylinders ruptured after about one year of service. The breaks were all longitudinal and 
about 400 to 500 mm (16 to 20 in.) long (Fig. 4). Visual observation of one of the failed cylinders revealed that the inner 
surface was scored with deep-drawing flaws of approximately the same length as the through crack. Examination of the 
fracture surface showed that a crack had initiated at one of these flaws and had propagated by cleavage almost to the outer 
surface. Final fracture involved formation of a small shear lip at the outer surface of the cylinder. 

The cylinders were of welded construction and were made 
from a deep-drawn 0.13% C plain carbon steel with a yield 
strength of 326 MPa (47 ksi). Following postweld heat 
treatment, the cylinders were proof tested by pressurization at 
3.1 MPa (450 psi). Operating pressure was 1.38 MPa (200 
psi). 

Fracture Mechanics Analysis. Stress was calculated using 
the simple equation for hoop stress of a pressurized cylinder; 
the result was 78 MPa (11.3 ksi). Fracture toughness was 
measured using a center-cracked panel machined from steel 
close to the location of the actual fracture. Of three specimens 
tested, only one failed by cleavage and its KIc value was 50 
MPa m  (45 ksi in ). The other specimens failed by dimpled 
rupture and could not be used to evaluate the toughness of the 
fractured cylinder. Because the crack propagated in the 
through-thickness direction, the critical crack length was taken 
to be the depth of the deep-drawing flaw, about 1.3 mm (0.05 
in.). The f factor was calculated using a handbook of stress 
intensity values by treating the flaw as a straight-edge crack. 
This estimation is acceptable for a crack that is much wider 
than it is deep and led to a value of f = 2.1. 

Using Eq 5, the predicted failure stress was found to be 372 
MPa (54 ksi), which is about five times as high as the value of 
78 MPa (11 ksi), calculated from the operating pressure. A test 
of the undamaged pressure relief valve demonstrated that it 
would be activated at 2.2 MPa (320 psi), corresponding to a 
hoop stress of 124 MPa (18 ksi), which is still well below the 

calculated failure stress, indicating that accidental overpressure could be eliminated as a primary failure cause. 

 

FIG. 5 FRACTURE SURFACE OF SHROUD PLATE. APPROXIMATELY FULL SCALE 

Evaluation. Because the crack geometry was well established, the large error in predicted stress could not be attributed 
to errors in either crack length or the f factor. A hardness traverse was made around the circumference and it was found 

 

FIG. 4 RUPTURED LIQUID PROPANE GAS CYLINDER 



that there was a strong gradient, with a value of 170 HV in the region of the rupture and 90 HV at a location 180° from 
the rupture. 

The investigators concluded that the cylinder had not been properly heat treated after welding. This error led to two 
contributions to the failure:  

• THE RESIDUAL STRESSES WERE NOT RELIEVED. RESIDUAL STRESSES ADDED TO THE 
PRESSURE STRESS COULD ACCOUNT FOR THE DIFFERENCE IN CALCULATED AND 
OPERATING STRESS.  

• LOCAL EMBRITTLEMENT HAD OCCURRED DUE TO HEATING DURING WELDING. THIS 
SUGGESTS THAT THE REPORTED FRACTURE TOUGHNESS VALUE WAS NOT 
REPRESENTATIVE, BECAUSE THE TIP OF THE CRACK IN THE FRACTURE TOUGHNESS 
SPECIMEN WAS NOT CLOSE ENOUGH TO THE EMBRITTLED REGION.  

While the published report of this investigation does not contain explicit recommendations, it is clear that the ruptures of 
the cylinders were caused by manufacturing deficiencies that could be corrected. 
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Fatigue Failure of a Large Fan 

Background (Ref 18, p 37). This example illustrates analysis of a fatigue failure. A large fan, which provided draft for 
a coal-fired power plant, shattered. The fan had been in service for only ten days following periodic scheduled 
maintenance. The failure originated in a shroud plate, which showed evidence of extensive fatigue crack growth. The 
steel was described as low carbon, medium strength, with no details on manufacture being given. 

The failure origin was close to a weld, but some details were not available because the mating surface to the origin was 
never found. Figure 5 shows the fracture surface with the initiating defect on the bottom side, a surface flaw 1.8 mm (0.07 
in.) deep and 15 mm (0.6 in.) long. Most of the fracture surface exhibited fatigue markings indicating that the critical 
crack size at failure was much larger than the surface flaw. 

Fracture Mechanics Analysis. Both static and alternating components of stress were evaluated using a finite element 
analysis. The static stress was 110 to 120 MPa (16 to 17.5 ksi), and the alternating stress was 10 to 15 MPa (1.5 to 2 ksi). 
Fracture toughness was measured using standard ASTM techniques and was found to be 65 ± 9 MPa m  (59 ± 8 ksi in . 
Critical crack size and crack shape were measured, but not reported, by the investigators. Figure 4 suggests that a good 
approximation for the onset of final failure would be a through crack about 110 mm (4.3 in.) long. The f factor for a 
through crack is 0.707 (see "Evaluating Stress Intensity" in this article). 

Using the above inputs, the failure stress was calculated to be in the range of 135 to 178 MPa (19.6 to 25.8 ksi), averaging 
somewhat greater than the combined steady-state and alternating stresses (120 to 135 MPa, or 17.5 to 19.6 ksi). 

Evaluation. Although there was sufficient information at this point to provide remedies to prevent similar failures, the 
investigators decided to verify their stress evaluation by measuring fatigue striations on the small piece that was left from 
the failure. Using this technique they found that the cyclic stresses were greater than ±50 MPa (±7.25 ksi), which would 
add sufficiently to the steady-state stress to put the total stress firmly within the calculated failure range. However, strain 
gaging of a similar fan never revealed the presence of such unexpectedly high fluctuating stresses. 



In stating their recommendations, the investigators pointed out that the steel was operating on its lower shelf and was 
probably too brittle for the application. In addition, they were troubled by the uncertainty in the magnitude of the 
fluctuating stress. They therefore suggested that similar fans were likely to fail. A number of improvements adopted as a 
result of this failure included use of a tougher steel, design changes, improved welding procedures, and more stringent 
inspections. 
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Failure of a Gas Transmission Pipeline 

Background (Ref 18, p 173). This example illustrates the problem of performing a fracture mechanics analysis in 
failures where there is massive damage to the structure. 

A gas-transmission pipeline ruptured, the gas was ignited, and the resulting fire burned for over one hour before it could 
be extinguished. The pipeline was made from a 0.3 wt% C plain carbon steel and was 760 mm (30 in.) in diameter with 
9.5 mm (0.375 in.) wall thickness. It was buried to a depth of 1 m (40 in.) and had been cathodically protected, with the 
protection adjusted some months before the failure. 

The failure was about 5.5 m (18 ft) long and was confined to a single section of pipe, arresting at a girth weld at one end 
and by tearing off (spiraling) at the other (see Fig. 6). When the fragments had been collected it was found that one face 
of the fracture at the origin in piece 5-1 was covered with dirt. This region had a microstructure of either quenched-and-
tempered martensite or bainite, which would not be anticipated in this steel in the as-rolled condition. The uncovered 
opposite face (piece 4-1) showed metallographic evidence of reaustenization, indicating that the fire had been severe 
enough to generate very high temperatures. More important, the heat treatment caused by the fire had altered the steel in 
the region of the fracture origin so that its properties at the time of the explosion could not be determined experimentally. 
The maximum measured hardness near the origin of piece 5-1 was 300 HK, but the investigator concluded that this piece 
had been tempered and that the hardness was originally higher at the origin. 



 

FIG. 6 FAILURE PATTERN IN PIPE. DOTTED LINES INDICATE SUBSEQUENT TORCH CUTS. SHADED REGION 
WAS PARTIALLY PROTECTED FROM HEAT OF FIRE BY A DIRT COVER. 

Fractographic examination revealed a semielliptical surface flaw at the origin that was 4.4 mm (0.175 in.) deep by 4.2 mm 
(0.165 in.) wide. While some intergranular fracture was observed, most of the fracture was by cleavage. 

Fracture Mechanics Analysis. Using the standard equation for hoop stress in a cylinder pressurized to 3.9 MPa (560 
psi), the operating stress was found to be 152 MPa (22 ksi). No direct estimate of fracture toughness at the origin could 
be made because of the heat treatment caused by the fire. The proper choice of critical crack length for this geometry is its 
depth of 4.4 mm (0.175 in.), while the f factor is 1.8. 

Because fracture toughness was unknown, it had to be calculated from Eq 5, with the result being 32 MPa m  (29 
ksi in ). The investigator concluded that the only way that such a low toughness could be achieved in this pipeline steel 
was if the origin was at a local hard spot, whose hardness might have been as high as 600 HK (55 HRC). 

Evaluation. The data available to the investigator suggested the possibility that either stress-corrosion cracking or 
hydrogen stress cracking was the cause of the failure. Both of these mechanisms require high stress, high strength, and 
hydrogen absorption. 

Existence of a local hard spot could satisfy the strength requirement and contribute to the stress requirement. The 
presence of the hard spot would lead to a local residual stress and a flat region because of its greater resistance to 
deformation during fabrication. The local stress could then be higher than the calculated value because of residual stresses 
associated with nonuniform deformation (out-of-roundness of the pipe) and also because of the geometric irregularity. 

The hardness and the metallographic observation of tempered martensite or bainite indicated that the strength of the hard 
spot was higher than the nominal strength of the steel. It is plausible that the hard spot region was susceptible to the 
embrittlement processes at the time of fracture. 

Hydrogen access was found to be likely, in that deterioration of the protective coating was observed in the undamaged 
section of the pipeline away from the fracture. 



In summary, the rupture was probably caused by access of hydrogen to a susceptible site on the pipeline, even though this 
scenario could not be definitely proved. 
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Introduction 

FRACTURE MECHANICS CONCEPTS give engineers and inspectors the means to assess service situations for 
potential failure. An operating stress map (Fig. 1) is one way to assess potential fracture for an alloy of given toughness 
and operating stress. Operating stress maps are based on the same principle as a residual strength diagram, in that both 
diagrams are based on a plot of the following equation ( Eq 16 in the article "Residual Strength of Metal Structures" in 
this Volume) for elastic fracture mechanics:  

C = KIC/ caπ  
 (EQ 1) 

plotting of this equation illustrates the regions where different combinations of stress and crack size are of concern, or 
where fracture mechanics or net section yield applies for a given ratio of operating stress and yield stress. 



 

FIG. 1 OPERATING STRESS MAP OF A THROUGH-THICKNESS CRACK IN FORGED PLATE OF TI-6AL-4V WITH 
YIELD STRENGTH ( Y) OF 790 MPA (115 KSI) AND KIC OF 83 MPA m  (75 KSI in ) 

This article describes the basis of "operating stress maps" based on Eq 1, as an alternative to the British CEGB (Central 
Electricity Generating Board) R6 method (Ref 1), which is based on failure assessment diagrams (FADs). The CEGB R6 
method has received much attention (Ref 2), and it is useful in conjunction with (but not instead of) diagrams based on 
the critical stress relation (Eq 1). The use of operating stress maps was developed by the author (Ref 3) as a tool for 
assessing potential fracture in new or existing structures. If operating equipment contains a crack of initial length a1, and, 
during inspection intervals, it grows by some mechanism to length a2 (less than the critical length), the growth rate may 
be low enough to allow operation until the next shutdown before the critical crack length is achieved, thus allowing time 
for repairs to be made during the shutdown. Alternatively, the operating stress may be reduced, giving a larger critical 
crack length according to Eq 1. This relation in Eq 1 between operating stress and crack length (or depth, depending on 
geometry) is the basis for deriving an operating stress map. 

However, it must be emphasized that an analysis of damage tolerance cannot be based on Eq 1 alone. As discussed in the 
article "Residual Strength of Metal Structures" in this Volume, any analysis of damage tolerance requires information on 
both subcritical crack growth rates and the residual strength for a maximum permissible crack size (ap). A crack smaller 
than ap may in fact be unacceptable if subcritical crack growth rates are large enough to reach critical crack (ac) and 
fracture before the next outage or scheduled maintenance. Therefore, calculation of ap from a residual strength diagram 
must be supplemented by information on when a crack may reach ap or ac. Damage tolerance analysis must also account 
for net section yield (where fracture is governed by plastic deformation regardless of flaw size). 
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Constructing an Operating Stress Map 

The process of constructing an operating stress map is based on the same principles used in constructing so-called 
"residual strength diagrams." Operating stress maps can be added to, depending on the particular service conditions or 
geometry. For example, a subcritical growth mechanism rate law can be incorporated to determine the time available 
between crack detection and growth to critical (i.e., unstable) size. 

The method presented here provides maps for through-thickness and surface crack geometries. A number of maps are 
presented; however, the intention is that engineers will be able to construct their own maps to meet specific needs. In 
addition, operating stress maps are compared to the use of FADs in the British CEGB R6 method. 

Construction of an operating stress map is based on calculations of net section yield and fracture mechanics. For purposes 
of simplicity, this section describes the construction of a through-thickness crack (Fig. 2) in the linear elastic regime. For 
a through-thickness crack of length 2a in a plate (or a panel, a vessel wall, or line-pipe), the geometry factor β is one. For 
an edge crack in the same plate, β= 1.12. It is also important to note the convention used for crack length. If a crack has 
two tips (as in a through-thickness crack), then the total crack length is twice the crack length on one side (2a). The depth 
of an edge or surface crack, a, corresponds to the crack size. Other more complicated geometries are discussed in the 
section "Fracture Control Applications" in this article. 

 

FIG. 2 DEFINITION OF QUANTITIES IN CONSTRUCTING AN OPERATING STRESS MAP FOR A THROUGH-

THICKNESS CRACK (  = 1) IN A PLATE OF WIDTH W. WHEN APPLIED STRESS IS AT THE CRITICAL LEVEL (



C), THE CRACK OF LENGTH 2A PROPAGATES ACROSS THE PLATE OF WIDTH W. 

Plane strain fracture toughness (KIc) is the inherent minimum toughness limit and thus provides a conservative 
toughness value for plotting an operating stress map with Eq 1. Plane strain conditions represent maximum constraint and 
occur when section thickness (B) is:  

  
(EQ 2) 

  
(EQ 3) 

The plastic zone at the crack tip is larger in plane stress than in plane strain, and less constraint and higher toughness 
occur in plane stress. Thus KIc is a conservative measure for constructing an operating stress map. Although Eq 2 and 3 
define basic regimes of plane strain and plane stress toughness, there is no clearcut transition point between the two 
conditions. Cracks behave under conditions of either predominantly plane strain or predominantly plane stress. 

Net Section Yield. When crack size becomes very small, Eq 1 is not adequate in calculating a safe limit for operating 
stress (or residual strength). As ac approaches zero, σc approaches infinity, which is clearly erroneous. If the stress is 
much higher than the yield strength, then the entire plate is yielding and the plastic zone is as large as the plate. In this 
situation, the plastic zone would have become too large for K to be applicable much before the yield stress is reached. 

In this situation of small crack sizes, the residual strength or safe operating stress is determined by calculation of net 
section yield (Fig. 3). If P is the applied load, and W and B are the width and thickness of the plate, the nominal remote 
stress is σ= P/BW, while the average stress over the net section is σnet = P/B(W - 2a), so that:  

  
(EQ 4) 

The whole net section yields when σnet = σy, which occurs when:  

  
(EQ 5) 

This equation represents a straight line between the points (σ = σy; 2a = 0) on the ordinate and (σ = 0; 2a = W) on the 
abscissa (Fig. 3b). If the residual strength curve, σc = KIc/β aπ , is shown in the same diagram, it turns out that (usually) 
there are two regions in which the predicted residual strength is larger than the stress for net section yield at very large 
crack sizes and at small crack sizes (Fig. 4). 



 

FIG. 3 NET SECTION YIELD FOR SMALL CRACKS. (A) AVERAGE NET SECTION STRESS. (B) NET SECTION YIELD 
LINE 

 

FIG. 4 TANGENT APPROXIMATION FOR SHORT CRACKS WITH 1 

For small crack sizes, the general procedure recommended by Feddersen (Ref 4) is to draw a tangent from the yield 
strength value to the critical stress curve, σc = KIc/β aπ  (Fig. 4). For a through-thickness crack (where β= 1), the point of 
tangency is always at 2/3 σys and W/3 (Fig. 4). As plate width becomes smaller, the net section yield line (Eq 5) moves 
left until it is tangent to the σc curve at 2/3 σy (Fig. 5). All operating stresses on the net section yield line represent a 
condition for failure, regardless of crack size. 



 

FIG. 5 OPERATING STRESS MAP OF TI-6AL-4V PLATE WITH A THROUGH-THICKNESS CRACK AND NET 
SECTION YIELD LINES FOR TWO PLATE WIDTHS (W). SAME MATERIAL AS IN FIG. 1, Y = 790 MPA (115 KSI) 
AND KIC = 83 MPA m  (75 KSI in ) 

Because the point of tangency for β= 1 is at 2/3 σy and 2a = W/3, then the operating stress at this point can be calculated 
from Eq 1. From the fact that the operating stress is 2/3 the tensile yield stress and a = W/6, it follows that:  

  
(EQ 6) 

or  

  
(EQ 7) 

These relationships (Ref 5) give the minimum plate width for which KIc applies. This value of plate width is also the 
maximum that will fail at net section yield, as will all smaller plates, irrespective of the crack length. 

A complete diagram is important when analyzing a structure for fracture criticality. Once the residual strength curve (σc in 
Eq 1) is drawn, the line for net section yield can be constructed, and it can be seen immediately whether or not the 
residual strength should be found from the curve (KIc) or from the tangent to the curve. The whole σc curve has to be 
determined before the tangent can be constructed. In any analysis, understanding of crack growth behavior is also 
required (see the section "Subcritical Crack Growth" in this article). 

Empiricism and KIc. The main reason for using the stress intensity approach in failure control is that the equations relate 
crack size to the operating stress, so the units are of stress and dimension. The less meaningful but cheap tests that have 
been used for years to describe toughness behavior are notched-bar impact tests. 



There are empirical relationships in the literature that relate impact data to the more meaningful, but more expensive, 
fracture toughness data. Unfortunately, there are about 36 different relationships available, and they must be used for 
specific conditions. However, two relationships are used quite commonly (Ref 6). For conditions approaching upper shelf 
toughness values:  

  
(EQ 8A) 

or  

  
(EQ 8B) 

and for conditions toward the lower shelf (Ref 7): KIc = 12  (all units), where CVN = Charpy toughness. 
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Subcritical Crack Growth 

As previously noted, an analysis of damage tolerance in terms of the residual strength also requires information on crack 
growth prior to reaching the critical stress, σc = KIc/β caπ . Understanding of the crack growth behavior is necessary to 
estimate the time before critical crack length, ac, is reached. For example, if subcritical crack growth behavior is known, 
crack length can be plotted versus time (Fig. 6). From a detected crack length, ad, then the time to reach ac can be 
estimated. This section briefly describes fatigue crack growth behavior. More detailed discussions of crack growth 
behavior of particular materials and service conditions (e.g., corrosion fatigue and stress corrosion cracking) are covered 
in other articles in this Volume.  

  
(EQ 9) 

where A and n are empirical constants. This Forman equation (Ref 8) is general because R is accounted for. It has a 
vertical asymptote as ∆K = (1 - R)KIc and an asymptote at the fatigue crack growth threshold, ∆Kth. However, neither this 
nor the Paris equation, nor any other of the 32 rate equations, are derived from first principles. The relations are, to a large 
extent, empirical curves from data. 



 

FIG. 6 EXAMPLE OF SUBCRITICAL CRACK GROWTH PLOT FOR FATIGUE CRACK GROWTH OF A SURFACE CRACK 
IN QUENCHED-AND-TEMPERED STEEL 

More sophisticated relationships that consider crack growth retardation and a variety of geometries for a wide range of 
materials are currently available. Such a system is the NASA/FLAGRO computer program developed by Royce Forman 
at NASA, which provides a comprehensive package (Ref 9). 

Fatigue Crack Growth Integration Example: SAE 1020 Steel. A wide plate of cold-rolled SAE 1020 steel has the 
following properties:  

• YIELD STRENGTH, Y = 630 MPA  
• YOUNG'S MODULUS, E = 207 GPA  
• ULTIMATE TENSILE STRENGTH, UTS = 670 MPA  
• PLANE STRAIN FRACTURE TOUGHNESS, KIC = 104 MPA m  

The plate is subjected to constant-amplitude uniaxial cyclic loads from 200 MPa (σmax) to -50 MPa (σmin). To find the 
fatigue life that would be attained if an initial through-thickness edge crack were no greater than 0.5 mm in length:  

KMAX = (1.12) (200) = 9 MPA m   

The final crack length, ac, can be determined by setting Kmax at fracture equal to KIc:  

  

which can define a critical crack size:  



  

Integrating the rate equation:  

  

If m 2, then:  

  

which is the general integration of the Paris equation when β is independent of crack length, a, and when m is not equal to 
2. This equation is not correct if β is a function if a, which is the usual case. 

Because specific crack growth data were not given for the SAE 1020 steel, a reasonable first approximation could use the 
conservative empirical equation for ferritic-pearlitic steels (see the article "Fracture Mechanic Properties of Carbon and 
Alloy Steels" in this Volume):  

  

Although this equation was developed for R = 0, the small compressive stress, 50 MPa, will not have much effect on 
crack growth and can be neglected. Thus,  

∆ = 200 - 0 = 200 MPA  

Also,  

  

Substituting,  

  



Stress-corrosion cracking rates can depend on many factors, including temperature, chemistry of the environment, 
microstructure, and the stress intensity at the crack tip. Stress corrosion growth laws are similar to those described by 
fatigue crack extension (Fig. 7), but there is no single unified theory to explain SCC. 

 

FIG. 7 SCHEMATIC PLOT OF STRESS CORROSION CRACKING VELOCITY AGAINST STRESS INTENSITY FACTOR 

Stress-corrosion cracking degrades KIc to a level KISCC, below which crack growth does not occur. In between KISCC and 
KIc, a growth law will operate, but it will be peculiar to a given alloy and environment. 

If circumstances arise for detection of SCC, it becomes prudent to generate operating stress maps for KISCC and KIc. Such 
maps are presented in Fig. 8 and 9 and for 4340 steel, from the data of Yokobori et al. (Ref 10). These maps are for 
surface crack geometries of various aspect ratios. 



 

FIG. 8 STRESS-CORROSION CRACKING (SCC) OPERATING STRESS MAP FOR 4340 STEEL WITH SURFACE 
CRACK (A/C = 0.6). MATERIAL CONDITION: QUENCHED AND TEMPERED; KIC = 127 MPA m ; Y = 1168 MPA; 

KISCC = 40 MPA m  



 

FIG. 9 STRESS-CORROSION CRACKING (SCC) OPERATING STRESS MAP FOR 4340 STEEL WITH SURFACE 

CRACK (A/C = 0). SAME STEEL CONDITION AS IN FIG. 8: KIC = 127 MPA m ; Y = 1168 MPA; KISCC = 40 

MPA m  

The operating stress map in Fig. 8 indicates that 4340 with a KISCC of 40 MPa m can be operated safely at 25% of the 
yield strength, with surface cracks of aspect ratio a/c = 0.6 present up to maximum depth of 10 mm. The environment 
used must be one that gives rise to the KISCC value used. 

Deeper cracks can be tolerated, but because the crack growth rate law is not known, the time-to-failure of such cracks 
cannot be predicted from the data available. A complete set of operating stress maps may be generated for surface cracks 
of various aspect ratios, through-thickness cracks, and edge cracks. 

Corrosion Fatigue. There is not yet a generally accepted growth law for corrosion fatigue. The da/dN versus ∆K curves 
have a shape similar to those of fatigue and SCC curves. Testing in a similar environment under loading conditions 
similar to those expected in the application is needed to characterize corrosion fatigue crack growth rates. 
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Comparison with Failure Assessment Diagrams 

As discussed in the article "Residual Strength of Metal Structures" in this Volume, the failure assessment diagram (fad) is 
used to assess potential fracture in the whole range of conditions from brittle to fully plastic behavior. The FAD used in 
the CEGB R6 method is useful in conjunction with (but not instead of) the residual strength or operating stress diagram, 
because a FAD can be derived from the latter. The example below also illustrates the simplicity of using an operating 
stress map in comparison to the FAD method. An operating stress map (or a residual strength diagram) relates operating 
stress directly to crack size, while the FAD method gives a proximity of fracture number as a "safety margin against 
failure" and requires several equations. Nonetheless, the FAD has significance because it illustrates from a technical view 
the competing conditions of plastic collapse and linear (elastic) fracture mechanics. 

The CEGB R6 method (Ref 1) uses a failure assessment diagram (Fig. 10), which plots the ratio Kr = K/Kc versus the ratio 
Sr = σ/σfc (where σfc is the stress for plastic collapse). This normalization makes a universal diagram, where Kr represents 
the limit for elastic fracture and Sr represents the limit for plastic collapse. The diagram provides a graphical illustration of 
competing conditions and a basis for estimating the regime of elastic-plastic fracture between the two limits. Failure 
would occur in the region outside the envelope bounded by the axes and the assessment curve. This graphical approach is 
instructive, because it illustrates that elastic-plastic fracture mechanics (EPFM) does not require sensitive fracture 
criterion. This method of failure assessment is used in the example below. 

 



FIG. 10 FAILURE ASSESSMENT DIAGRAM BASED ON THE STRESS INTENSITY RATIO (KR = K/KC) AND STRESS 
RATIO (SR = σ/σFC) WHERE ΣFC IS THE PLASTIC COLLAPSE STRESS. GENERAL REGIONS ARE SHOWN FOR 
LINEAR ELASTIC FRACTURE MECHANICS (LEFM) AND ELASTIC PLASTIC FRACTURE MECHANICS (EPFM). 

Example 1: CEGB R6 Method in Failure Assessment. 

The FAD method can be illustrated with an example similar to that originally set by Spiekhout (Ref 2) in the R6 format. 
Consider a cast steel plate with a surface flaw and the following conditions:  

• DEPTH OF SURFACE FLAW, A = 7 MM  
• LENGTH OF SURFACE FLAW, L = 35 MM (1.38 IN.)  
• YIELD STRENGTH, σY = 430 MPA (62 KSI)  
• ULTIMATE TENSILE STRENGTH, UTS = 589 MPA (85 KSI)  
• PLANE STRAIN FRACTURE TOUGHNESS, KIC = 32 MPA m  (29 KSI in )  

The operating stress (σ) is 170 MPa (25 ksi), and the stress for plastic collapse (σfc, or σMC) is estimated as follows:  

FC ( Y + UTS)/2 = 510 MPA  

This value for plastic collapse and the operating stress are used to define the value Sr as follows:  

SR = / FC = 170/510 = 0.33  

The ratio Kr = KI/KIc is then derived from British standard PD6493 (Fig. 11) (Ref 11) as follows:  

  

and  

  

Therefore:  

  

and the surface crack geometry is thus converted to a through-thickness geometry such that a = 6.5 mm. With KI = βσc 

and with β= 1 for a through-thickness crack:  

KI = 170  = 24.3 MPA   

Therefore the ratio Kr is defined as follows:  

  

From the FAD (Fig. 10), the point falls within the curve, so failure will not occur. The safety factor against failure is:  



  

In revision 3 of R6, Sr is changed to Lr and the limits imposed on Lr are reduced. In revision 2, Sr never exceeded 1. 

 

FIG. 11 RELATIONSHIP BETWEEN ACTUAL FLAW DIMENSIONS AND THE PARAMETER A FOR SURFACE FLAWS 

Example 2: Operating Stress Map in Failure Assessment. 

Consider the same example of a cast steel plate with a surface flaw using an operating stress map. The operating stress 
map is shown in Fig. 12 for the data based on the following equation for an elliptical crack (see "Complex Geometry 
Factors" in the next section):  

  

With an aspect ratio of 7/35 = 0.2, = 1.016 (since a/2c = 0.2). Solving for ac, then:  

  

a and c are varied to produce the operating stress map. 



 

FIG. 12 OPERATING STRESS MAP WITH A PLOT OF CRITICAL STRESS ( C, EQ 1) FOR CAST STEEL PLATE 
WITH A SURFACE CRACK (A/C = 0.2). MATERIAL CONDITION: QUENCHED-AND-TEMPERED STEEL, Y = 430 
MPA (62 KSI), ULTIMATE TENSILE STRENGTH = 590 MPA (85 KSI), KIC = 32 MPA m  (29 KSI in ), AND PLATE 
THICKNESS = 108 MM (4.25 IN.). HIGHER TOUGHNESSES ARE INSERTED FOR COMPARISON. 

Changes in KIc. Increasing the value of KIc to 101.25 MPa m  would change Kr for the FAD as follows:  

  

Thus, with Sr = 0.33 and Kr = 0.24, the point on the FAD (Fig. 10) is such that failure will not occur and the safety factor 
against failure is:  

  

With an operating stress map (Fig. 12):  
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Summary of Linear Elastic Fracture Mechanics Concepts 

A brief summary of linear elastic fracture mechanics (LEFM) concepts is provided below as background for explanation 
of the application of LEFM in damage tolerance analysis. Additional information is also contained in the articles "XX" 
and "XXX" in this Volume. 

The stress-intensity factor, K, is a scaling factor that relates applied mechanical stresses to the intensification of 
stresses at the tip of a crack. For a general body under tensile (mode I) loading (Fig. 13), the stress-intensity factor near 
the crack tip (KI) (at θ= 0 in Fig. 13) is:  

YY = KI/  (  = 0)  (EQ 10) 

where r is the distance from the crack tip. All the effects of loading, geometry, and crack size are incorporated into one 
parameter, KI. For different geometries, crack sizes, and loading, KI will have a different value, but apart from the value of 
K, the stress field will be the same. Equation 10 is the general solution for all crack problems. The parameter K governs 
the field, and K is the only significant parameter for all crack problems. Once K is known, the near-crack-tip stress field is 
known in its entirety. 

 

FIG. 13 GENERAL COORDINATE SYSTEM FOR EXPRESSION OF CRACK-TIP STRESSES WHERE IJ = (KI/

)FIJ( ) + C1R
0 + C2R  + . . . 

As a general solution, Eq 10 can be expressed in terms of a geometric factor and crack size according to Eq 1, K = 
βσ aπ . All effects of geometry are reflected in one geometric parameter β. This geometric parameter has been calculated 



for many generic geometries, and the results have been compiled in various handbooks. (See also the appendix "Stress 
Intensity Factors" in this Volume.) 

The stress intensity KI represents the mechanical side of the equation; the toughness, Kc, is the material side. Fracture 
occurs when KI = Kc. This is analogous to the statement that yielding will occur when the stress, σ, equals the yield stress, 
σy where σ is the mechanical side of the equation. Thus, if the material exhibits a fracture for a certain value of K, it will 
always exhibit fracture at that value of K (similitude for equal K). 

These arguments remain valid even if some plastic deformation occurs. However, one condition must be satisfied: the 
plastic zone must be so small that its size is determined fully by K and by K only. This will be the case if the plastic zone 
does not extend beyond a value of r, at which the first term in the expansion series (Fig. 13) is still much larger than all 
other terms. Otherwise, the constants C1, C2, and so on (see caption equation in Fig. 13) will become significant. In 
general, this will not occur until the value of KI/ y exceeds about 2 (this also depends on geometry). If it does occur, 
LEFM is no longer valid, and elastic plastic fracture mechanics (EPFM) must be used, although the use of LEFM can be 
stretched further with simple approximations (see the article "Residual Strength of Metal Structures" in this Volume). 
Some typical factors affecting K in the application of LEFM are briefly summarized below. 

Geometry Factor β for Crack-Tip Stress Intensities (KI). As long as stresses are elastic, then the stress in the 
region near the crack tip (σyy in Eq 10) is proportional to the applied stress (σ). Consider the case of a plate (Fig. 14a) with 
a large width (W) and a through-thickness center crack. It is expected that the crack-tip stress depends on the crack size. 

Because σyy depends on 1/  according to Eq 10, it is inevitable that it depends on ; otherwise, the dimensions 
would be wrong. Hence, a general relation for σyy is:  

  
(EQ 11) 

where β is a dimensionless constant. The crack-tip stresses will be higher when W is smaller. Thus, βmust depend on W. It 
is known that βmust be dimensionless, yet βcannot be dimensionless and depend on W at the same time, unless β depends 
on W/a or a/W, that is, β= f(a/W). Comparison of Eq 10 and 11, then, shows that:  

  
(EQ 12) 



 

FIG. 14 CRACK-TIP STRESS INTENSITY (KI) IN TERMS OF APPLIED STRESS ( ) FOR (A) A CENTER-CRACKED 
PLATE AND (B) AN EDGE-CRACKED PLATE UNDER UNIFORM TENSION 

If the crack-tip stress is affected by other geometric parameters--for example, if a crack emanates from a hole, the crack-
tip stress will depend on the size of the hole--the only effect on the stress-intensity factor (and the crack-tip stresses) will 
be in β. Consequently, β will be a function of all geometric factors affecting the crack-tip stress: β= β(a/W, a/L, a/D). 
Crack-tip stresses are always given by Eq 10; the value of K in Eq 10 is always given by Eq 12. 

For a through-thickness crack in a plate (Fig. 14a), β= 1 and the length is 2a when the crack has two tips. For a small edge 
crack, the length is a and β= 1.12 (Ref 12). 

Complex geometry factors are summarized below and in Fig. 15. These approximations agree well with more complex 
expressions. 



 

FIG. 15 ELLIPTICAL AND CIRCULAR CRACKS. (A) TENSILE LOADING AND CRACK PLANE. (B) EMBEDDED 
CIRCULAR CRACK. (C) EMBEDDED ELLIPTICAL CRACK. (D) SURFACE HALF-ELLIPTICAL CRACK. (E) QUARTER-
ELLIPTICAL CORNER CRACK. (F) QUARTER-ELLIPTICAL CORNER CRACK EMANATING FROM A HOLE. (G) 
ELLIPTICAL CRACK PARAMETERS. (H) VALUES OF  

For the crack at a hole shown in Fig. 15(g), no rigorous solution currently exists and controversy exists over the variation 
of KIc along the crack front (Fig. 16), such that consensus dictates the KIc value chosen (Ref 13). 



 

FIG. 16 TEST DATA FOR CORNER CRACKS AT HOLES 

β values may be "compounded" (Ref 14) to give a total geometry factor. For example, a surface crack close to a weldment 
may have β compounded or a stress concentration (kt) value built into it. (Compounding β values means multiplying them 
together. Building in a kt value means adding to an extra factor to increase the β value.) 

The kt for fatigue notch is given by (Ref 15):  

  
(EQ 13) 

where K = elastic stress concentration factor; r = root radius; and a = material parameter, which is a function of ultimate 
tensile strength. Other kt values for different geometries are available in the literature (Ref 15, 16). 

KIc values may be added or subtracted, depending on geometry. For example, KIc for a part of a geometry may be known, 
and KIc for the remaining part of the desired geometry may be known. The total value of KIc needed is:  

KIC (TOTAL) = KIC (PART 1) + KIC (PART 2)  

The easy way to remember this is to add the KIc and multiply the β factors. 

Embedded Elliptical Crack. For an embedded elliptical crack in the plane shown in Fig. 15(a), where 2a is the minor 
diameter and 2c is the major diameter (Fig. 15c), the critical stress intensity factor (KIc) is given by (Ref 17):  

  
(EQ 14) 



where σ is the angle shown in Fig. 15(g) and is the double elliptical integral, which depends on the crack aspect ratio, 
a/c. Values of are shown in Fig. 15(h), where varies from 1.0 to 1.51 for a/c ranging from zero (slender ellipse) to 
unity (circle). The stress intensity varies along the elliptical crack tip: the maximum value at the minor axis and the 
minimum value at the major axis. In fatigue, this crack would grow into a circle with a uniform stress intensity at all 
points. 

Circular Embedded Crack. For a circular embedded crack (Fig. 15b), KIc is:  

  
(EQ 15) 

Surface elliptical cracks tend to grow to other elliptical shapes due to the free surface effect. A general expression for the 
semielliptical surface crack (Fig. 15d) is:  

  
(EQ 16) 

where Mf is a front face correction factor and Mb is a back face correction factor: Mf and Mb are functions of . 

For a semielliptical crack in a thick plate, KIc at the deepest point is approximated by:  

  
(EQ 17) 

where an Mf factor of 1.12 is analogous to the free edge correction of the single edge crack. 

Quarter-Circular Corner Crack. For the quarter-circular corner crack (a/c = 1, Fig. 15e) with two free edges, KIc is 
approximated by:  

  
(EQ 18) 

Crack-Tip Plasticity. Even when the analysis is based in LEFM, there is always a region of plasticity in the form of a 
"roll" at the leading edge of the crack tip (Fig. 17). The radius of this roll of plastic deformation or plastic zone depends 
on the condition of constraint at the crack front. The nature of this "roll" can be understood as a consequence from the 
theory of elasticity, where the crack-tip stress according to Eq 10 would be infinite for r = 0 regardless of the value of K. 
This is, of course, a nonphysical result. In reality, a material will exhibit plastic deformation that limits the stress (Fig. 17 
and 18). 



 

FIG. 17 CONTRACTION AND CONSTRAINT FROM CRACK-TIP PLASTICITY. HIGH STRESS AND STRAIN AT THE 
CRACK TIP IN THE X- AND Y-DIRECTIONS CAUSE A CONTRACTION IN THE Z-DIRECTION. HOWEVER, BECAUSE 
THE CRACK ITSELF IS STRESS FREE, NO CONTRACTION OCCURS BEHIND THE CRACK FRONT. FURTHER AWAY 
FROM THE CRACK, THE STRESSES ARE LOW; THEREFORE, THE CONTRACTION IS SMALL. THUS, THERE IS A 
THIN CYLINDRICAL-LIKE ZONE OF MATERIAL AT THE CRACK TIP WANTING TO CONTRACT A GREAT DEAL, 
WHILE THE SURROUNDING MATERIAL DOES NOT NEED TO CONTRACT. IF THIS ZONE IS LONG AND THIN, ITS 
CONTRACTION WILL BE PREVENTED BECAUSE IT IS ATTACHED TO THE SURROUNDING MATERIAL. THE 
SURROUNDING MATERIAL WILL CONSTRAIN THE CONTRACTION BY EXERTING A TENSION STRESS UPON THE 
CYLINDRICAL ZONE IN THE Z-DIRECTION SO AS TO KEEP = 0. 



 

FIG. 18 CRACK-TIP STRESS DISTRIBUTION. (A) ELASTIC. (B) ELASTIC-PLASTIC 

The radius of this roll of plastic deformation or plastic zone depends on the condition of constraint at the crack front. The 
most common situation is that of plane strain, and the plastic zone "size" or radius of the plastic roll is given by (Ref 18):  

  
(EQ 19) 

where 1/6π is determined experimentally. In plane stress:  



  
(EQ 20) 

where 1/2π is determined experimentally. 

Plane Strain and Plane Stress Constraint Conditions. The amount of constraint depends on the length-to-diameter 
ratio of the cylindrical zone of material at the crack tip that needs to undergo large contractions. If the zone is long, there 
is plane strain; if the zone is short, there is plane stress. For the through-thickness crack shown in Fig. 17, the length of the 
zone equals the thickness. Therefore, for this situation, the thickness determines whether there is plane strain or plane 
stress: large thicknesses will give plane strain, and small thicknesses will give plane stress. Therefore, the toughness will 
depend on thickness. Once there is complete constraint, the situation cannot worsen, so the toughness does not decrease 
further once it reaches KIc. 

Because constraint is determined by the length-to-diameter ratio of the cylindrical zone defined above, section thickness 
determines constraint conditions for plane strain and plane stress toughness (Eq 2 and 3) of a through-thickness crack. 
However, for part-through cracks (surface flaws and corner cracks), the length of the zone does not depend on the 
thickness. In the case of part-through cracks the state of stress is always plane strain (unless the flaw is almost completely 
through). Hence, one should use KIc, not Kc, regardless of thickness. 

Evaluating Manufacturing or Fabrication Discontinuities. Numerous questions arise in equating fabrication 
discontinuities to solutions for elliptical cracks. For example, the ASME Section XI Boiler and Pressure Vessel Code 
formulation is an innately conservative one: that is, to define the effective fracture mechanics discontinuity as an ellipse 
that surrounds or fully encloses the fabrication discontinuities (Ref 19). Situations arise when this approach becomes 
impossible. In some cases, a center-cracked plate geometry may be assumed in the failure control of large-diameter, 
welded vessels (see the next section of this article). 
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Fracture Control Applications 



Operating stress maps provide useful information for fracture control in a variety of applications. Real industrial 
applications are described in this section for both through-thickness cracks and surface cracks. Examples include 
determination of a safe level of pressure for a large-diameter vessel, criteria for "leak-before-break" operation, and the use 
of operating stress maps to evaluate surface cracks in weldments and castings. 

Example 3: Safe Operating Pressure of a Large Pressure Vessel with a Surface Crack. 

As mentioned in the previous section of this article, it may not always be possible or necessary to analyze defects or 
discontinuities in terms of solutions for elliptical cracks. In some cases, fracture control can be based on predicted 
behavior for a surface crack that grows into a through-thickness crack. When a crack of surface length 2a grows through a 
vessel wall, two outcomes are possible:  

• THE CRACK GROWS NO FARTHER AND IS STABLE.  
• THE CRACK GROWS CATASTROPHICALLY AND THE VESSEL BREAKS.  

In some cases, fracture control may be verification of the first possibility. 

For example, consider a large-diameter vessel with a torispherical head of 304 stainless steel. The outside surface of the 
vessel has evidence of some intergranular corrosion, and the plant manager wants to know if the vessel can be placed in 
operation at decreased pressure. The operating pressure, P, for a torispherical head (from ASME Section VIII, Div. 1) is:  

  

or:  

  

where P = pressure in psig, S = stress in psig, E = joint efficiency = 1, L = inside crown radius in inches, t = minimum 
thickness in inches, and Iv = estimated stress concentration factor. 

For a 3500 mm (138 in.) radius of the sphere with a minimum thickness of 9.5 mm (0.375 in.), the stress concentration is 
Iv = 2 for a 760 mm (30 in.) opening and the stress would be:  

  

such that S = 10,266 psi (70 MPa) if the operating pressure is 15 psig (1 MPa). 

The vessel dome is 304 stainless steel with a tensile yield strength of 240 MPa (35 ksi) and an operating stress map for 
through-thickness cracks as shown in Fig. 19. Inspection of the operating stress map reveals that for a wall stress of S = 
10 ksi (70 MPa) for P = 15 psig (1 MPa), the critical crack length is 140 in. (3555 mm). With a head radius of 138 in. 
(3500 mm), operation below 15 psig (1 MPa) could be considered safe. If the surface flaw grew to a through-thickness 
crack, it would not be expected to grow catastrophically with an operating pressure below 15 psig. 



 

FIG. 19 MAP OF C FOR COLD-WORKED AND ANNEALED 304 STAINLESS STEEL WITH A THROUGH-

THICKNESS CRACK (  = 1) 

Example 4: Leak-Before-Break Analysis. 

Operating stress maps of through-thickness cracks can also provide information on leak-before-break conditions. As in 
the preceding example, when a surface crack grows through a vessel wall, the crack may grow catastrophically, or the 
crack may be stable (in which case pressurized vessels would leak). Thus, an analysis of through-crack conditions can 
identify operating stresses for leak-before-break, as illustrated in the two following examples. 

Case 1: Leak-Before-Break for a Longitudinal Seam Weld. The situation is a 304 stainless steel vessel cylindrical 
section, which has a longitudinal seam weld. The vessel contains an innocuous liquid at room temperature. The vessel 
outer diameter (2 Ro) is 96 in. (2440 mm) with a 0.25 in. (6.35 mm) wall thickness. With an operating pressure (P) of 50 
psig (345 kPa) the wall stress (S) is (E = 1):  

  

From the operating stress map (Fig. 19), the crack length at 9.580 ksi is about 140 in., giving rise to a wall thickness of 70 
in. The actual value of wall thickness is 0.25 in. The situation for unstable, catastrophic crack growth is two orders of 
magnitude greater than the true vessel thickness. This vessel will always leak before break under the conditions specified. 

Case 2: Leak-Before-Break Conditions of a Weld Discontinuity. Consider a vessel in which there is a continuous 
discontinuity in the head in the head-to-shell weld (Fig. 20). The thickness in the weld region is 0.875 in. (22 mm). The 
discontinuity is 0.25 in. (6.35 mm). The minimum thickness is 0.625 - 0.25 = 0.4 in., from the diagram. In this case, the 



material is A285C with a KIc of 77 ksi , and a yield stress of 30 ksi (205 MPa). The owner would like to operate the 
vessel safely with P = 50 psig, outer radius Ro = 48 in., E = 1.7, and t = 0.4 in. (minimum from Fig. 20). Thus:  

  

  

 

FIG. 20 WELD DISCONTINUITY IN LEAK-BEFORE-BREAK ANALYSIS (SEE TEXT, CASE 2 OF EXAMPLE 4) 

From the operating stress map for the ASTM A285C steel (Fig. 21), the net section yield line with W = 0.875 in. (plate 
width for through-thickness crack of 0.25 in.) indicates that elastic fracture mechanics does not apply in this case because, 
at the plate width and the operating stress of 4.271 ksi, failure will always be by net section yielding. Thus, with a crack 
length of 2 × 0.25 = 0.5 in., at the operating stress of 4.271 ksi, the vessel is safe to operate. 



 

FIG. 21 OPERATING STRESS MAP WITH NET SECTION YIELD LINES AND CRITICAL STRESSES FOR ASTM 
A285C WELDMENT 

Consider now the case where one side of the weld is ground off. The wall thickness is now reduced to 0.45 - 0.25 = 0.2 in. 
(5 mm). With:  

  

For the edge crack of 0.2 in., the operating stress of 8.557 ksi would be safe also. 

This example indicates the need to always consider the net section yielding, where elastic fracture mechanics does not 
apply. 

Example 5: Fracture Control with a Surface Crack. 

A casting made in 1.5Ni-Cr-Mo steel is to be operated at half of its yield stress (740 MPa) and one application of load. It 
has a surface crack, the major axis of which is ten times the length of the minor axis. The fracture toughness (KIc) of the 



steel is measured at 86 MPa . There are two ways to analyze the surface crack for fracture control: by calculations 
and by operating stress mapping. Fatigue problems lend themselves to solutions by numerical integration. 

In operating stress mapping, the operating stress is normalized by the yield stress to produce maps for various aspect 
ratios. For example, Fig. 22 is an operating stress map for cast 1.5%Ni-Cr-Mo steels from the data in Table 1. 
Calculations based on complex formulas are examined and compared to the result predicted by the operating stress map 
for the Ni-Cr-Mo cast steel. 

TABLE 1 CRITICAL CRACK DEPTHS FOR TWO CAST STEELS 

FOR C/ Y =  A/2C  
0.2  0.4  0.6  0.8  

0.5C-1CR STEEL 
KIC= 46 MPA ; Y= 480 MPA; ACRIT, MM  
0.1  67  16.3  6.9  3.7  
0.2  79  19.4  8.3  4.5  
0.25  88  21.5  9.3  5.0  
0.3  101  25.0  10.5  5.8  
0.4  121  30.0  13.0  7.0  
0.5  129  37.0  16.3  9.0  
1.5NI-CR-MO STEEL 
KIC= 86 MPA ; Y= 740 MPA; ACRIT, MM  
0.1  98  23.9  10.2  5.4  
0.2  116  28.6  12.3  6.5  
0.25  129  31.8  13.7  7.3  
0.3  149  36.6  15.4  8.5   



 

FIG. 22 RATIO OF CRITICAL STRESS AND YIELD STRENGTH FOR AS-CAST 1.5%NI-CR-MO STEEL. MATERIAL 

CONDITION: KIC = 86 MPA  (78 KSI ); Y = 740 MPA (107 KSI) 

Method 1: Formula Calculations. The critical defect size may be calculated as:  

  

(EQ 21) 

where KIc is plane strain fracture toughness, c is gross working stress normal to the major axis of the crack, acr is critical 
depth of a surface flaw (i.e., half the width of an embedded crack), y is 0.2% proof stress, and is double elliptical 
integral. As a simplification of Eq 21, let  

  

(EQ 22) 

For embedded cracks, the coefficient on the denominator is taken as unity. 



To define the shape of the crack, a/2c can be considered to represent the crack size aspect ratio, where a is the minor and 
2c is the major axis of an ellipse (when a/c = 1, the ellipse becomes a circle). The relationship between and a/2c is 
given in Fig. 23 for easy reference. 

 

FIG. 23 ELLIPTICAL FUNCTION VS. ASPECT RATIO (A/2C) 

In this example, a/2c = 0.1 and σc = 740/2. Using these values in Eq 22:  

  

(EQ 23) 

Now, for a/2c = 0.1 (from Fig. 23), = 1.05 and  

  

Inserting this value for Q in Eq 23, then acr = 0.971 × 14.2 mm = 13.78 mm. 



Method 2: Calculation with the Residual Strength Equation. Consider the same calculation using the residual 
strength equation (Eq 1) as follows:  

  

where KIc = 86 MPa , c = 370 MPa, and = 1.05 (from Fig. 23, a/2c = 0.1). Therefore:  

  

Compared to the value of 13.78 mm from the preceding calculation, there is a difference of 1.22 mm or 8.1%. 

In Fig. 22, the operating stress map yields a value for a of about 14 mm for σc of 370 MPa. Also, if section thickness, B, is 
considered and the back surface correction Mb is used, then for crack depths of up to a/B of 0.25 with a/2c still at 0.1 (Fig. 
24), the preceding equation holds true. 

 

FIG. 24 EFFECT OF BACK-FACE CORRECTION ON ASPECT RATIO 

Example 6: Simplified Calculations for Fracture Control with Surface Cracks. 

As shown in Example 5, the residual strength equation (Eq 1) is a basis for fracture control analysis. Other calculations 
are described below. 

Estimating Effect of Transformation Stress on Fracture. During the water quenching of Christmas tree steel valve 

cast component, 30 mm in section, the transformation stress generated was 120 MPa. The measured KIc was 25 MPa
, and the 0.2% proof stress was 600 MPa. 

The maximum size of surface defect specified in production was 0.50 mm. It is necessary to determine the tolerable crack 
size (with the aspect ratio of the crack, a/2c = 1/10) and how transformation stresses affect crack growth. 

If the transformation stress is 120 MPa, then from the residual strength equation:  



  

and with a/2c = 0.1, = 1.05, then:  

  

The size specified in production is therefore safe, because cracks would have to grow to a depth of 12.2 mm to reach 
critical levels for catastrophic fracture. However, if the transformation stress approaches the yield stress, then:  

  

This critical depth is too close to the specified size (0.5 mm) to be safe. 

Fracture of a Pump Casing. The fracture of a pump casing during pressure testing gave rise to the fact that an internal 
crack had extended 5 mm by 2 mm. The fracture stress was 1000 MPa. 

The steel had been subjected to heat treatment that led to a 0.2% proof stress of 1200 MPa and KIc = 50 MPa . 
Determine the operating stress necessary to cause fracture using the relationship for an embedded elliptical crack:  

  

This critical stress estimate of 838 MPa is within 16% of the observed 1000 MPa fracture stress. 
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Introduction 

FAILURE CONTROL METHODS for piping and process systems encompass the inspection, monitoring, life 
assessment, repair, maintenance, and life extension of various engineering components used in power plants, chemical 
processing plants, and refineries. Major costs are associated with each of these steps, and cost-effective implementation of 
failure control can be viewed, in general terms, from the standpoint of economic loss and the risk of asset loss. For the 
various types of equipment in process systems, the significance of failure can be ranked as a function of failure 
probability and the cost of failure (Fig. 1). The types of process equipment most important in controlling risk of asset loss, 
listed in decreasing order of importance, appear to be piping, reactors, tanks, and process towers (Fig. 1). This ranking 
suggests the priority areas for inspection, monitoring, life assessment, repair, and maintenance. 

 



 

FIG. 1 ASSET LOSS RISK AS A FUNCTION OF EQUIPMENT TYPE. SOURCE: W.G. GARRISON, LOSS 
PREVENTION, HYDROCARBON PROCESSING, SEPT 1988 

Another key factor is the definition of failure. While complete breakage or rupture may be the ultimate and self-evident 
criterion of failure, more conservative definitions are invariably employed to retire a component prior to such unforeseen 
and catastrophic failure. Failure of a component may generally be defined as the inability of the component to perform its 
intended function reliably, economically, and safely. For example, various definitions of failure for high-temperature 
process equipment are listed in Table 1. 

TABLE 1 FAILURE CRITERIA AND DEFINITIONS OF HIGH-TEMPERATURE COMPONENT CREEP LIFE 

HISTORY-BASED CRITERIA  

• 30 TO 40 YEARS HAVE ELAPSED  
• STATISTICS OF PRIOR FAILURES INDICATE IMPENDING FAILURE  
• FREQUENCY OF REPAIR RENDERS CONTINUED OPERATION UNECONOMICAL  
• CALCULATIONS INDICATE LIFE EXHAUSTION  

 
PERFORMANCE-BASED CRITERIA  

• SEVERE LOSS OF EFFICIENCY INDICATING COMPONENT DEGRADATION  
• LARGE CRACK MANIFESTED BY LEAKAGE, SEVERE VIBRATION, OR OTHER 

MALFUNCTION  
• CATASTROPHIC BURST  

 
INSPECTION-BASED CRITERIA  

• DIMENSIONAL CHANGES HAVE OCCURRED, LEADING TO DISTORTIONS AND 
CHANGES IN CLEARANCES  

• INSPECTION SHOWS MICROSCOPIC DAMAGE  
• INSPECTION SHOWS CRACK INITIATION  
• INSPECTION SHOWS LARGE CRACK APPROACHING CRITICAL SIZE  

 



CRITERIA BASED ON DESTRUCTIVE EVALUATION  

• METALLOGRAPHIC OR MECHANICAL TESTING INDICATES LIFE EXHAUSTION  
 

Source: R. Viswanathan and R.B. Dooley, Creep Life Assessment Techniques for Fossil Plant Boiler Pressure Parts, Proceedings 
of International Conference on Creep, JSME-IME-ASTM-ASME, Tokyo, Apr 1986, p 349-359 

Component-retirement decisions are often based on economic justification rather than on technical need. A logical and 
technically based decision may, for instance, involve a sequence of steps such as remaining-life calculations based on 
operating history, inspections, material testing, assessment of remaining life, and final disposition of the component in 
terms of continued service, repair, or replacement. Unfortunately, there are major cost factors associated with each of 
these steps. The cost of the component itself is usually a small fraction of the cost of disassembling the unit as necessary 
and performing all of the above operations. If, after all of this, a wrong decision is made and the component fails in 
service, the economic penalties are severe. The owner of the plant has to weigh all of these economic factors carefully and 
not make decisions purely on a technical basis. A conservative but not uncommon approach has therefore been simply to 
replace critical components in a plant after 30 to 40 years, regardless of the technical merits of such action. 

Nonetheless, maintenance can have a dramatic impact on profitability (Fig. 2). Corrective maintenance or unplanned 
maintenance is the most costly. In Fig. 2, this form of maintenance is reflected as unity on the unit cost basis shown. 
Preventive maintenance (planned maintenance on a fixed time scale) is about 60% of the cost of corrective maintenance. 
Predictive maintenance (maintenance on a sliding time scale) is about 40% of the cost of corrective maintenance. Clearly, 
predictive maintenance or proactive maintenance is desirable. If inspection, maintenance and operations departments are 
organized to run in the predictive or proactive mode, then their costs will be reduced and the profitability of the process 
operation will increase. 

 

FIG. 2 RELATIVE COST OF MAINTENANCE APPROACHES. SOURCE: POWER PLANT DIAGNOSTICS GO ON-LINE, 
MECHANICAL ENGINEERING, DEC 1989 

This article focuses on the subject of proactive or predictive maintenance, with particular emphasis on the control and 
prediction of corrosion damage for life extension and failure prevention. Corrosion is a prime source of failure in process 
systems, and corrosion-related problems are among the most expensive and hazardous in various process industries. 
Predictive or proactive maintenance programs are used for life extension. However, if a predictive maintenance program 
is not in place, then condition assessment is required, because it is fundamental to the continued safe operability and 
reliability of refinery or process equipment. Condition or life assessment is also discussed in this article. 
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Predictive Maintenance 

 

Predictive maintenance differs from traditional preventive maintenance in that key equipment parameters are monitored 
as preliminary indications of failure. Vibration monitoring and signature analysis of rotating or reciprocating equipment is 
one industrial example of a predictive maintenance system. Another example is leak detection systems with acoustic 
emission sensors. The objectives of this maintenance approach are to monitor the performance and reliability of critical 
components or subcomponents and to reduce age-related failures in the traditional "bath tub" reliability curve (Fig. 3). 

 

FIG. 3 TYPICAL RELIABILITY CURVE ILLUSTRATING THE CONCEPTUAL OBJECTIVE OF LIFE EXTENSION 

Nondestructive testing and inspection techniques are being improved and used more often to improve the reliability and 
safety of chemical and refinery plants. Early meaningful detection of deterioration can provide the basis for repairs or 
changes in operating conditions that may extend equipment life. However, some conditions can be difficult to assess by 
nondestructive inspection. For example, embrittlement from hydrogen, carburization, and strain aging can be difficult to 
determine. Nonetheless, useful nondestructive methods (Table 2) include not only conventional methods such as 
ultrasound, radiography, magnetic particles, and dye penetrants, but also eddy current testing, capacitive strain gage 
testing, replication metallography, and borescope examination of internal piping. More extensive discussion is contained 
in the article "Detection and Monitoring of Fatigue Cracks" in this Volume. 

TABLE 2 INSPECTION AND MEASUREMENT TECHNIQUES FOR CORROSION CONTROL 

TECHNIQUE  DESCRIPTION  
ACOUSTIC EMISSION  MEASURES THE LOCATION, INITIATION, AND PROPAGATION 

OF CRACKS AND DEFECTS UNDER STRESS IN METALS  
DYE PENETRANT  SIMPLE PROCEDURE FOR LOCATING SURFACE CRACKS. 

REQUIRES SHUTDOWN FOR INTERNALS  
MAGNETIC PARTICLE  SURFACE AND SUBSURFACE CRACK AND DEFECT LOCATION, 

SEAMS, AND INCLUSIONS  



RADIOGRAPHY  X-RAY AND GAMMA-RAY (CO60, IR192) WALL-THICKNESS 
MEASUREMENT AND CRACK AND DEFECT LOCATION  

THERMOGRAPHY  IDENTIFIES LACK OF BOND, HOT SPOTS, LOCAL THINNING, 
AND TEMPERATURE CHANGES DUE TO POOR/WET LAGGING  

ULTRASONICS  INDICATES INTERNAL DEFECTS, POROSITY, LACK OF FUSION, 
CRACK LOCATION, AND WALL THICKNESS  

VISUAL EXAM  IDENTIFIES LOCALIZED CORROSION, EROSION PITTING, 
DEPOSIT SCALING AND FOULING PROBLEMS, AND STAINING 
AND CORROSION LEAKAGE DUE TO CRACKING  

SENTINEL HOLES  SMALL TELLTALE HOLES DRILLED FROM OUTSIDE OF 
CARBON STEEL PIPEWORK TO DEPTH OF CORROSION 
ALLOWANCE. WEEPAGE INDICATES REPLACEMENT IS 
REQUIRED  

WEIGHT LOSS COUPONS  TRADITIONAL METHOD OF LIMITED SENSITIVITY BUT USED 
IN ALL ENVIRONMENTS. TYPE OF CORROSION OBSERVED IS 
AN IMPORTANT INDICATOR  

ELECTRICAL 
RESISTANCE  

MEASURES CHANGE IN PROBE RESISTANCE. WIDELY USED 
FOR CARBON STEEL FABRICATIONS IN GAS AND LIQUID 
PHASES. AUTOMATED READINGS  

CORROSION POTENTIAL  IDENTIFIES CORROSION CONDITIONS (I.E., ACTIVE, PASSIVE, 
PITTING, STRESS-CORROSION CRACKING REGIMES) IN 
IONICALLY CONDUCTIVE MEDIA  

LINEAR POLARIZATION 
RESISTANCE  

AN ELECTROCHEMICAL DC METHOD USED FOR 
MEASUREMENT OF UNIFORM CORROSION. STANDARD 
ELECTROCHEMICAL TECHNIQUE. TYPICALLY REQUIRES A 
CONDUCTIVE ELECTROLYTE, BUT SOME NEW PROBES HAVE 
A CONDUCTIVE SEPARATOR BETWEEN THE METAL PROBE 
ELEMENTS  

ZERO RESISTANCE 
AMMETRY  

ESTABLISHED METHOD FOR ASSESSING GALVANIC 
CORROSION BETWEEN DISSIMILAR METALS, BUT CAN BE 
USED WITH NOMINALLY "IDENTICAL" ELECTRODES IN SOME 
APPLICATIONS  

HYDROGEN PROBES  MEASURES RATE OF DIFFUSION OF HYDROGEN THROUGH 
STEELS, EITHER BY MEANS OF A PRESSURE GAGE OR BY 
ELECTROCHEMICAL TECHNIQUES  

THIN LAYER 
ACTIVATION  

MEASURES CHANGE OF RADIOACTIVITY AS A LOCAL 
IRRADIATED AREA CORRODES  

ELECTROCHEMICAL 
IMPEDANCE  

AN AC METHOD USED FOR GENERAL CORROSION 
MEASUREMENTS SIMILAR TO LINEAR POLARIZATION 
RESISTANCE. MORE VERSATILE AND ACCURATE THAN DC 
MEASUREMENTS  

ELECTROCHEMICAL 
NOISE  

A MORE RECENT TECHNIQUE USED FOR ASSESSING GENERAL 
CORROSION AND POTENTIAL FLUCTUATIONS ASSOCIATED 
WITH LOCALIZED CORROSION   

Implementation of a predictive maintenance system requires the identification of critical components or weak links that 
could justify continuous monitoring or detailed time-based examination. For example, an asset risk diagram (Fig. 1) is 
one way of identifying equipment priorities for failure control. Each major piece of equipment is then critically examined 
in terms of weak links and their failure mechanisms. Corrosion is a prime source of failure in process systems, and 
corrosion-related problems are probably the most expensive and hazardous in the process industries today. Nonetheless, 
many failures involve more than one factor; that is, one process may initiate cracking and other processes may eventually 
lead to failure. For example, fatigue failures that cause tubes or pipes to leak may start at corrosion pits. 



Failure mechanisms for a given component or process must be understood for effective implementation of predictive 
maintenance. Failure mechanisms typically are classified according to temperature. At high temperature, damage 
mechanisms include embrittlement, creep, thermal fatigue, hot corrosion, oxidation, and erosion. At lower temperatures, 
corrosion, erosion, pitting, corrosion fatigue, stress corrosion, and hydrogen embrittlement can play major roles. 

Following the work of Stoneburg et al. (Ref 1), evaluation of defects and the type of analysis applied often depend on the 
failure mechanism or mode of operation that led to the defect. For instance, a manufacturing defect that was found some 
years later would require a remaining-life analysis based on fracture mechanics. A defect produced by misuse of 
equipment may require a different kind of analysis. It is very important to determine the root cause of the defect in order 
to apply the appropriate analysis, so an understanding of the applicable failure categories is necessary. 

All plants operating with corrosive elements in the process, or in corrosive environments such as salt air or acids from 
nearby processes, have an obvious concern with process equipment degradation, originating either internally or 
externally. However, a noncorrosive process with high-velocity flow or unseen cavitation is also a major concern, because 
wall-thickness degradation is usually unexpected and visually undetectable from the exterior of the process equipment. 
Other service-related defects leading to failure include cracking, embrittlement, creep, and mechanical and thermal 
fatigue. Insulation that becomes wet may cause and hide corrosion. Many of these defects are visually undetectable from 
the exterior of process equipment until failure has occurred (i.e., through-wall propagation or excessive distortion). 

Over the years, experience and advancements in nondestructive examination (NDE) techniques and equipment have led to 
an improvement in the ability to detect defects in process equipment. This improvement has led to the detection of 
original manufacturing defects in existing process equipment that may not have been detected at the time of manufacture. 
This does not necessarily indicate a lack of quality in older process equipment, but it may indicate that many 
manufacturing defects have no effect on the integrity or service life of the equipment and that a high level of confidence 
can be placed in the current NDE technology. 

Once a piece of equipment is in service, it cannot be assumed that it will not require further evaluation. It is imperative to 
obtain and maintain all the design documents for process equipment, and to never accept shipment of new equipment or 
changes without those documents. It is far easier to verify design drawings and engineering changes than to destructively 
examine equipment in order to resolve an issue. A typical example of this is weld backing rings that are left in place on 
the inside of a vessel. These backing rings assist the manufacturer in making the closing weld on process equipment. If 
the backing ring is discovered during an in-service radiographic examination, the analyst must determine whether the 
material is compatible with the process fluid and whether the ring is integral or protected from coming into contact with 
the process fluid. All of this may be resolved when thorough documentation is available; otherwise, it may be impossible 
to determine without destructive examination. Other improper designs may make use of the incorrect material for the 
service or process that the equipment will support. Poor construction details can lead to in-service failure. For instance, 
rough edges or joints may collect corrosive material that leads to pitting and accelerated degradation. 

During examinations, indications should be characterized and recorded as to their type and size. Each indication should 
then be evaluated. The first step in classifying indications is to compare them to the acceptance criteria of the applicable 
consensus code (e.g., ASME Section VIII). All indications that meet the code acceptance criteria (e.g., Ref 2 and 3) are 
considered adequate, and no further evaluation is required. Indications that exceed the code acceptance criteria are 
normally considered defects and require additional evaluation. Code acceptance criteria are established based on quality 
control levels that are arbitrary yet conservative. As such, indications that do not exceed the code acceptance criteria are 
accepted without further consideration. Indications that exceed the code acceptance criteria are rejectable per that code, 
but they are not necessarily unacceptable. Further analysis as to their fitness for continued service is required. 
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Corrosion Monitoring 

Corrosion monitoring has become an important aspect of the design and operation of modern industrial plants because it 
alerts plant engineering and management personnel to damage caused by corrosion and the rate of the deterioration. A 
large variety of techniques are available for corrosion monitoring in plant corrosion tests. The most widely used and 
simplest method involves the exposure and evaluation of the corrosion in actual test coupons (specimens). The ASTM 
standard G 4 was designed to provide guidance for this type of testing. 

In the selection of a corrosion monitoring method, a variety of factors should be considered. First, the purpose of the test 
should be understood by everyone concerned with the corrosion monitoring program. The cost and applicability of the 
methods under consideration should be known, and it is important to consider the reliability of the method selected. In 
many cases, it will be desirable to include more than one method in order to provide more confidence in the information 
generated. 

Monitoring Locations. A principal part of any corrosion monitoring program is deciding where to locate the monitoring 
devices. Because corrosion will probably not occur uniformly throughout the plant, it is desirable to find sites at which the 
highest corrosion rates will be experienced. 

The problems involved in developing corrosion monitoring programs for a plant are illustrated in the example of a 
distillation column. The most logical points for corrosion monitoring in a distillation column are the feed point, the 
overhead product receiver, and the reboiler or bottoms product line. These points are the locations at which the highest 
and lowest temperatures are encountered, as well as the points at which the most and least volatile products are 
concentrated. However, these points are usually not the locations of the most severe corrosion. 

The species causing the corrosion often concentrate at an intermediate point in the column because of chemical changes 
within the column. Therefore, if there is a possibility of concentrating a corrosive species within the distillation column, 
several monitoring points would be required throughout the column (Fig. 4). A monitoring program can be restricted to 
the most corrosive location within the column once this area has been identified. 



 

FIG. 4 DISTILLATION COLUMN SHOWING PREFERRED LOCATIONS OF MONITORING PROBES OR OTHER 
DEVICES 

Another problem with distillation columns is that the liquid on trays tends to be frothy, which creates difficulties for 
electrochemical methods. One solution is to install bypass loops that remove liquid from the column, pass it over the 
corrosion monitoring probes, and reinject it at a lower point in the column. This practice avoids the problem of foam and 
froth and provides a more controlled flow rate over the corrosion monitoring equipment. Use of a bypass loop also allows 
removal of liquid samples at times of high corrosion rates. 

Redundancy is also important in designing corrosion monitoring programs. The use of at least two different types of 
monitoring devices at any location is often desirable. For example, the use of an electrical resistance probe with a 
polarization resistance probe allows measurement of both instantaneous corrosion rates and an average corrosion rate. 
The data thus obtained can be correlated, and this is very helpful in identifying spurious or inaccurate readings. 

In another approach, the polarization resistance probe is weighed before and after the test in order to correlate mass loss 
with the average corrosion rate that the probe suffered. There is reason to expect that the electrochemical value is in error 
if the average corrosion rate and the mass loss of the probe do not agree. Also, to obtain time-averaged corrosion rate 
values, independent coupons can be installed together with polarization resistance probes. 

A variety of corrosion monitoring approaches must be used when designing pilot or demonstration plants. Coupon tests 
can be very helpful in selecting optimum materials for processes based on pilot plant experience. Polarization resistance 
monitoring is very useful for determining whether certain processing conditions cause corrosive situations to develop. 
Because the corrosion mechanisms are often not well understood, and because the result of erroneous information can be 
serious overdesign or exposure to unexpected hazards, redundancy in the design of such monitoring systems is important 
in pilot plants. 

The process stream can be sampled in locations other than distillation columns. A sample tap can be helpful in 
conjunction with polarization resistance devices. The alarm on polarization resistance monitoring equipment can be used 
to signal the need to remove samples. This is particularly desirable in the case of pilot plant operation, in which wide 
variations in processing conditions are encountered. It is also helpful in plants that produce different products in the same 
equipment. 



High-velocity gas streams in pipes may cause problems with conventional monitoring systems. In this case, the presence 
of an aqueous phase is usually restricted to a thin layer on the surface of the pipe. A probe that protrudes into the pipe 
may miss the liquid layer that is present only close to the pipe wall. A flush-mounted surface probe can be used in such 
cases. This probe permits the measurement of polarization resistance in order to estimate the corrosion rate of the pipe 
wall. 

Probe location is also critical in storage tanks containing nonaqueous liquids. The most corrosive location in these tanks 
may be at the liquid level if the liquid in the tank has a density exceeding that of water. In this case, the corrosion 
monitoring probe should be mounted on a floating platform so it can detect the presence of a corrosive aqueous phase. 
However, when the liquid stored in the tank is less dense than the water, the probe should probably be positioned at the 
bottom of the tank. 

Interpretation and Reporting. In-service monitoring, more than any other type of corrosion testing, requires the 
utmost skill in interpretation and reporting. Important economic decisions are often based on the test results. A number of 
standards provide guidelines for certain procedures, but none is comprehensive. To plan an appropriate test program, the 
investigator must know or have good advice on both the chemistry and the mechanics of the processes involved; that is, 
the investigator must understand the entire corrosion system. There must be a strong emphasis on the strategy of the 
program and a searching analysis of the test results. It is important to prepare detailed records of what was done as part of 
the experiment, and it is also important to document any unplanned changes that occur in the process stream or the 
equipment during the investigation. Without a valid interpretation and effective (timely) reporting, the price of the work 
can be significantly greater than the cost of time and materials. However, the consequences of corrosion failures go 
beyond additional costs. Also involved are personal safety risks (and liability), hazard potentials, and product quality and 
pollution problems. 
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Corrosion Monitoring Methods 

The primary purpose of corrosion monitoring is to estimate the condition of the equipment so that planned turnarounds 
can be scheduled and replacement of equipment can be anticipated. Frequent measuring also helps minimize the duration 
of corrosive upset conditions. 

Corrosion Coupons. If properly located, the coupon is a reasonably accurate tool. In addition to producing corrosion 
data in measurable terms (mpy or mm/yr), the coupon is helpful in identifying the type of corrosion activity present at the 
point where the coupon is located in the system. Pitting on the coupon surface indicates activity from a strong acid or acid 
salt, such as hydrochloric acid or ammonium chloride. General thinning indicates the activity of hydrogen sulfide on the 
coupon. 

Coupons are widely used to monitor inhibitor programs in, for example, water treatment or refinery overhead streams. 
With retractable coupon holders, the coupons can be extracted from the process without having to shut down in order to 
determine the corrosion rate. Coupons can be designed to detect such phenomena as crevice corrosion, pitting, and 
dealloying corrosion. For example, some pulp mill bleach plant washer drums are electrochemically protected to mitigate 
crevice corrosion. Specifically designed crevice corrosion test coupons are used to monitor the effectiveness of the 
electrochemical protection program. These coupons are periodically removed from the equipment and examined for 
evidence of crevice corrosion. 

Coupon testing does have important limitations. First, coupon testing cannot be used to detect rapid changes in the 
corrosivity of a process. Second, localized corrosion cannot be guaranteed to initiate before the coupons are removed, 
even with extended test durations. Coupons only show corrosion that has already taken place, and a single coupon will not 
show whether corrosion was uniform or occurred all at once. Generally, a retractable coupon must be left in the system 
for 20 to 30 days before reliable information can be obtained. The coupon will not record upset conditions rapidly or 
measure the true corrosion activity in the system if it is improperly placed. 



Third, the calculated or measured corrosion rate of the coupon may not translate directly to that of the equipment. Despite 
every effort to achieve equivalence, differences in mass and coupon area/solution volume ratio are usually sufficient to 
render direct comparison meaningless. For example, the metal surface temperature of the coupon is governed by the 
process stream that surrounds it. Where a cooling medium is present on the other side of the metal surface, the skin 
temperature of the tube is lower than the temperature of the surrounding hydrocarbon. The cool tube skin could cause 
surface water condensation at temperatures above the anticipated water dewpoint in the process fluid. Coupons would not 
indicate corrosion activity of this nature. Useful correlations can be established by monitoring the corrosion rate of the 
equipment with ultrasonic thickness monitoring and by comparing this corrosion rate with the calculated rate for 
equivalent coupons. 

Lastly, certain forms of corrosion cannot be detected with coupons. The principal limitation is the simulation of erosion-
corrosion and heat transfer effects. Careful placement of the coupons in the process equipment can slightly offset these 
weaknesses. 

Erosion-corrosion is related to process turbulence, and process turbulence is often a function of equipment design. 
Because coupons tend to shield one another from the effects of process turbulence, field coupon testing is not reliable as a 
method of simulating erosion-corrosion. 

For heat transfer effects, specially designed coupons are required that simulate effects such as those found in heating 
elements or condenser tubes. Coupons range in design from thermowell-shaped devices to sample tubes in a test heat 
exchanger. Thermowell-shaped devices are heated or cooled on the inside and project into the process stream. Heat 
transfer tests can also be conducted in the laboratory. In this environment, the coupon forms part of the wall of the test 
vessel and can therefore be heated or cooled from one side. Because of the cost involved, heat transfer coupon tests are 
usually carried out on only one (or perhaps two) alloys that have been selected from a larger group. 

Preparing, Installing, and Interpreting Coupons. Corrosion coupons may be flat or cylindrical and may be installed 
in any accessible location. It must be remembered that coupons measure corrosion only where they are placed. Coupons 
show corrosion that has already taken place, and a single coupon will not show whether the corrosion was uniform or 
occurred all at once. 

Different types of coupon holders or chucks are used, depending on the system, the pressure, the location, or other factors. 
Most coupons are run in a 25 or 50 mm (1 or 2 in.) threaded plug. Flat coupon holders hold two coupons, while 
cylindrical coupon chucks may contain eight or more. The multichuck coupons allow a coupon to be pulled at intervals to 
see if the corrosion rate is uniform or not. 

High-pressure systems require a special coupon check and insertion device. The insertion tool fits into a special 
attachment on the pipe or vessel that has a high-pressure chamber with a valve on each end. The inner valve is closed, the 
retrieval tool inserted, and the inner valve opened. The tool is then run in and left. The procedure is reversed to remove 
the coupon. 

The industry guide for preparing, installing, and interpreting coupons is NACE standard RP-07-75. The primary 
consideration is that all coupons be treated exactly alike. A method of preparation that does not alter the metallurgy of the 
coupon is required. Grinding and sanding of coupons should be controlled to avoid metallurgical changes and to provide a 
consistent and reproducible surface finish. 

Coupons should be handled carefully and stored in noncorrosive envelopes until they are installed. Rust spots caused by 
improper handling, fingerprints, and so on may initiate a pit that is not representative of the system being evaluated. Prior 
to installation, the weight, serial number, date installed, name of system, location of coupon, and orientation of the 
coupon and holder should be recorded. The coupons are left in the system for a predetermined number of days and then 
removed. 

When the coupons are removed, the serial number, date removed, observations of any erosion or mechanical damage, and 
appearance should be recorded. A photograph of the coupon may be valuable in some cases. The coupons should then be 
placed in a moisture-proof envelope impregnated with a vapor phase inhibitor and taken immediately to the laboratory for 
cleaning and weighing. The coupons can be blotted (not wiped) dry prior to being placed in the envelope. 

The laboratory receives the coupon and inspects, cleans, and weighs it. A report is issued showing the thickness loss, any 
pitting observations, and any other observations of interest. 



Electrical resistance probes are specially designed corrosion coupons. Their corrosion rate is calculated from 
measurement of electrical resistance rather than mass loss. These measurements are made by installing a wire or other 
device fabricated from the material in question in such a way that its electrical resistance can be conveniently measured. 
Corrosion reduces the cross section of the exposed element; therefore, its electrical resistance will increase with exposure 
time if corrosion is taking place. A temperature-compensating element should be incorporated in such a probe, because 
the resistance of the probe is also influenced by the temperature. 

Electrical resistance probes measure the remaining average metal thickness. To obtain the corrosion rate, measurements 
are made over a period of time, and the results are plotted as a function of exposure time. The corrosion rate can be 
determined from the slope of the resulting plot. There are several advantages to this approach. Because probes are 
relatively small, they can be installed easily. For determination of the metal remaining, the probe can be wired directly to 
a control room location or to a portable resistance bridge at the probe location. 

There are also some disadvantages to this approach. Vessel and piping walls must be penetrated in order to install the 
probes; such penetration results in the potential for leaks. It is expensive to direct-wire the probe to a control room 
location, and such work must be carried out with care to avoid spurious signals and errors. On the other hand, it is time-
consuming and sometimes impossible to take measurements at the probe site with a portable bridge. The temperature 
compensation device reacts slowly, and it can be a source of error if the temperature varies when the measurement is 
taken. Corrosion rate measurements obtained in short periods of time can be inaccurate because the method measures 
only the remaining metal, not the rate of attack; this increases the signal-to-noise ratio in short exposures. This method 
provides no information on localized attack. 

Ultrasonic thickness measurements can be used to monitor corrosion rates in situ. Ultrasonic thickness 
measurements involve placement of a transducer against the exterior of the vessel in question. The transducer produces an 
ultrasonic signal. This signal passes through the vessel wall, bounces off the interior surface, and returns to the transducer. 
The thickness is calculated by using the time that elapses between emission of the signal and its subsequent reception, 
along with the velocity of sound in the material. To obtain a corrosion rate, a series of measurements must be made over a 
time interval, and the metal loss per unit time must be determined. 

Measurement errors can occur when vessel walls are at high or low temperatures. Serious problems may exist in 
equipment that has a metallurgically bonded internal lining, because it is not obvious from which surface the returning 
signal will originate. Despite these drawbacks, the ultrasonic thickness approach is widely practiced where it is necessary 
to evaluate vessel life and suitability for further service. It must be kept in mind, however, that depending on the type of 
transducer used, the ultrasonic thickness method can overestimate metal thicknesses when the remaining thickness is 
under approximately 1.3 mm (0.05 in.). 

Polarization Resistance Measurement. Unlike the previously discussed methods, which provide information on 
remaining thickness, the technique of polarization resistance provides an estimate of the corrosion rate. The theory behind 
the technique is that the corrosion rate of a probe is inversely proportional to its polarization resistance, that is, the slope 
of the potential-current response curve near the corrosion potential. It is necessary in a plant situation to use a probe that 
enters the vessel in the area where the corrosion rate is desired. The electrodes of the probe are fabricated from the 
material in question. An electronic power supply polarizes the specimen about 10 mV from the corrosion potential. The 
resulting current is recorded as a measure of the corrosion rate. Polarization resistance yields an instantaneous estimate of 
corrosion rate. 

There are several limitations to this approach. The corroding environment must be an electrolyte with reasonably low 
resistivity. High-resistivity electrolytes produce erroneously low corrosion rates. The vessel wall must be penetrated, and 
this involves concerns regarding leaks, personnel safety, and other problems. The ability to use direct wiring from the 
probe location to a remote control room is desirable, but the installation of these wiring systems is costly. In addition, 
these systems do not provide information on localized corrosion, such as pitting and stress-corrosion cracking. Also, the 
corrosion rate values are approximate at best, and the method is best suited for use during periods when substantial 
corrosion rate changes occur. 

Measurement of Corrosion Potentials. The use of corrosion potential measurements for in-service corrosion 
monitoring is not as widespread as the use of polarization resistance. However, this approach can be valuable in some 
cases, particularly where an alloy could show both active and passive corrosion behavior in a given process stream. For 
example, stainless steels can provide excellent service as long as they remain passive. However, if an upset occurs that 
would introduce either chlorides or reducing agents into the process stream, stainless alloys may become active and may 



exhibit excessive corrosion rates. Corrosion potential measurements would indicate the development of active corrosion, 
and they may be coupled with polarization resistance measurements as additional confirmation of high corrosion rates. 

The success of corrosion potential measurements depends on the long-term stable performance of a standard reference 
electrode. Such electrodes have been developed for continuous pH monitoring of process streams, and their application 
for measuring corrosion potentials is straightforward. However, the conditions of temperature, pressure, electrolyte 
composition, pH, and other possible variables can limit the applications of these electrodes for corrosion monitoring 
service. 

Hydrogen Probes. The concept of the hydrogen probe is based on the fact that one of the cathodic reaction products in 
nonoxidizing acidic systems is hydrogen. The hydrogen atoms thus generated diffuse through the thickness of the vessel 
and are liberated at the exterior surface. 

Hydrogen probe analysis measures the corrosion rate, unlike ultrasonic thickness measurements and other techniques that 
measure remaining wall thickness. However, hydrogen probe analysis is limited to systems in which the temperature is 
close to ambient and the diffusion rate of hydrogen is high. Gas pipeline service is the most common application. In this 
case, corrosion can occur when hydrogen sulfide, water, and sometimes carbon dioxide are present. This approach has 
another variation that consists of simply attaching a chamber to the exterior of the pipe and monitoring hydrogen 
liberation through increasing pressure. 

Commercial devices are available for corrosion monitoring by this technique, although it is questionable whether such 
devices could be positioned and allowed to operate unattended for extended periods of time. In addition, these units have 
all of the problems associated with any electrochemical measuring device, namely the need for complex electronic 
equipment and wiring and the need for operators and installers with a sensitivity to the requirements of such equipment. 
Also, this method is in practice limited to steel, which has a high hydrogen diffusivity and low solubility of hydrogen. 
Exterior hydrogen monitoring does not supply a quantitative measurement of hydrogen damage. 

Analysis of Process Streams. Another useful in-service corrosion monitoring technique is analysis of the process 
streams for the presence of corrosion products. This straightforward approach usually does not require the installation of 
specialized equipment. For example, process streams from the bottom of the distillation column can be routinely sampled, 
and atomic absorption analysis techniques can be used to determine such heavy metals as iron, nickel, and chromium at 
very low levels. The concentration of such impurities is then directly proportional to the corrosion rate multiplied by the 
area of metal corroding, if the only source of metal ions is corrosion and if the corrosion products are not precipitating. 
One problem is that the corroding area may not be known with certainty; if not, the results are relative. However, they do 
help to determine whether conditions have improved. 

Sentry Holes. Small sentry holes can be drilled into the outside of a vessel or pipe at areas that are considered 
particularly susceptible to corrosion. The holes are drilled to the pressure design thickness. Thus, when corrosion has 
almost consumed the corrosion allowance, the appearance of a small leak indicates that action must be taken to prevent a 
major failure. Sentry holes may be threaded, or they may have nipples attached to facilitate plugging. Nondestructive 
testing is frequently performed in the area near the leak to determine the extent of the damage before repair or shutdown. 
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Predictive Corrosion Control 

Corrosion is a key source of failure in process systems, and predictive corrosion control follows the predictive 
maintenance approach of extending plant reliability by reducing age-related failures (Fig. 3). The general approach 
involves the collection and systematic analysis of operational corrosion behavior and data on key plant equipment that is 
critical for safety or reliability. A general example of a predictive control flow chart is shown in Fig. 5. 



 

FIG. 5 FLOWCHART OF A TYPICAL PREDICTIVE CORROSION CONTROL SYSTEM 

A key step in developing a predictive corrosion control program is to identify critical components in a given process unit, 
based on a risk assessment such as that in Fig. 1 or some other prioritization criteria. The first step is to first subdivide 
each process unit into functional sections (e.g., preheat train, heater, reactor, overheads, pumparounds, etc.). For a given 
unit, it is helpful to sketch the system under consideration and draw in areas of concern. Figure 6 is an example. Key 
components can be identified with an asset risk analysis, which in the case of Fig. 1 ranks piping high, followed by 
reactors. Which piping has the greatest risk in a given unit or section remains to be determined. 



 

FIG. 6 EXAMPLE OF SYSTEM SCHEMATIC USED TO DEFINE CRITICAL POINTS FOR CORROSION CONTROL 

The next step is to analyze the corrosion mechanisms and failures and determine critical areas for monitoring. Sometimes 
sections are divided according to the mechanisms of aqueous corrosion or high temperature. For example, aqueous 
corrosion is predominant in overheads and pumparounds, while high-temperature corrosion is the main concern in a 
preheat train, reactor, or bottoms. High-temperature corrosion is generally controlled by metallurgy, because the 
mechanisms are typically hot sulfur attack and hot hydrogen attack. Aqueous phase corrosion is generally controlled by 
process control and chemical inhibition, because the mechanisms are typically wet hydrogen sulfide, ammonium 
bisulfide, carbonates, hydrogen chloride, and ammonium chloride. 

Complete understanding of the corrosion mechanisms and the system is essential for further development of a predictive 
corrosion control program with a given unit or section. To illustrate the complexity of such a program, corrosion factors 
for a crude unit overhead are summarized in the following section. 

Corrosion Mechanisms in a Crude Unit Overhead 



A typical crude unit overhead system is representative of the aqueous corrosion experienced in many refinery systems. In 
a crude unit, the most aggressive corrosion is typically from concentrated hydrochloric acid (HCl). A substantial portion 
of the acid comes from ammonium chloride near the dewpoint of water in a system. Few metallurgies will withstand the 
combination of corrosives that are found near the dewpoint of water in a sour crude unit overhead system. Consequently, 
mitigation and corrosion control of carbon steel handling ammonium chloride (NH4Cl) is generally by filming inhibitors 
and sustained wash water rates. 

Oxygen and Oxidizing Agents. Oxygen and other materials present in the feedstock (e.g., ferric chloride and cupric 
chloride) act as oxidizing agents and can play a role in the corrosion process that occurs on any unit. In an environment 
such as the crude unit, free oxygen is generally not a source of corrosion attack, because oxygen readily reacts with 
hydrogen sulfide (H2S) to form elemental sulfur:  

O2 + 2H2S 2H2O + 2S   

The presence of free sulfur in an overhead system confirms that oxygen is getting into the system. Elemental sulfur 
cannot distill up a crude tower. Sulfur has a boiling point of 444 °C (831 °F) and would be in the bottoms from the 
fractionator if it were present in the crude. 

It is widely recognized that the presence of oxygen or oxidizing agents rapidly accelerates corrosion in a process unit. In 
one laboratory study, the following relationship between oxygen and H2S was observed:  

 

CORRODENT, 6.0 PH  CORROSION RATE OF METAL LOSS, 
MM/YR (MILS/YR)  

H2S ONLY  0.76(30)  
O2, 1 PPM  0.35(14)  
O2, 1 PPM, PLUS H2S  3.0(120)   

As can be seen from these data, there is a synergistic influence on corrosion when the corrosives are present together. In 
this case, the rate of metal loss was increased by four times over the highest corrosion shown by either corrosive. In a 
second study, corrosion activity increased from 0.7 to 2.4 mm/yr (27 to 95 when oxygen was added to H2S). A similar 
increase in corrosion activity would be present with other oxidizing agents, such as ferric and cupric chloride. 

Oxygen contamination sources include water washes. In one instance, corrosion rates more than tripled when accumulator 
wash water rates were recycled ten times rather than three. Oxygen and other oxidizing agents can be introduced with 
crude feedstock, slop oils, and desalter wash water. Oxygen levels in water must be controlled to be below 50 parts per 
billion (wt). 

Hydrochloric acid is a major cause of corrosion in most crude units. The acid is formed in the crude preheat exchanger 
and in the crude atmospheric furnace by hydrolyzing magnesium chloride and calcium chloride present in the crude to 
form hydrogen chloride. The reactions are of the type:  

MGCL2 + 2H2O MG(OH)2 + 2HCL  

In the overhead, tower top, or top pumparound near the water dewpoint, a low pH condition is produced by the corrosion 
mechanism:  

  



At lower temperatures, or at an elevated pH in the presence of H2S, the corrosion mechanism is:  

  

After hydrogen chloride dissolves in the water near the point of initial condensation, the strong acid attacks the metal 
surface, producing a pitted appearance. The corrosion products are metal chloride salts. Further, when the pH of the water 
in this region is below 5.0, HCl also dissolves any metal sulfide corrosion products that are present. These corrosion 
products tend to be carried away from the site of the corrosion attack. Hydrogen sulfide, a weak acid that is present in 
most systems, dissolves in the water where it reacts with the metal chloride, that is, ferrous chloride, producing iron 
sulfide. Iron sulfide (FeS) is insoluble in water and precipitates from the aqueous phase, causing fouling on the surface of 
the heat transfer equipment. Because FeS tends to precipitate from the water phase, HCl is then free to react a second or 
third time with the metal surface. 

It is important to understand that the system is extremely dynamic, such that there is a tendency for small pockets to form 
where each corrosion reaction is occurring. All corrosion reactions tend to occur simultaneously in these systems. 
Mitigation and corrosion control of carbon steels handling HCl is by neutralization and/or inhibition by chemical 
treatments, in addition to sustained wash water rates. 

Ammonium Chloride. Reactions involving ammonia and hydrogen chloride result in a vapor phase reaction between 
ammonia and hydrogen chloride gas:  

NH3 + HCL NH4CL SOLID  

In the presence of heat and a small amount of water:  

  

This HCl is free to attack the metal surface:  

  

and in the presence of H2S:  

  

Ammonium chloride (NH4Cl) is formed between a strong acid and a moderately weak base. For this reason, the salt is an 
acid salt. Ammonium chloride (NH4Cl) has the ability to absorb water from steam at temperatures above the dewpoint of 
water. This can produce a saturated solution of NH4Cl when at the boiling point of water, and the salt can easily have a 
pH as low as 3.3. Also, slightly moistened NH4Cl has good adhesive qualities. Because of this, the salt has a tendency to 
stick to wetted metal surfaces. 

When the hygroscopic NH4Cl contacts water, it ionizes into ammonium ions and chloride ions. Once the chloride ion 
enters the water it is very stable and stays in the aqueous phase. The ammonium is not nearly as stable and decomposes to 
a more stable hydrogen ion and ammonia gas (NH3). Ammonia has a very high vapor pressure and tends to escape from 
the aqueous phase back into the vapor. 



As ammonia flashes into the vapor phase, it leaves a concentrated hydrochloric solution behind. Hydrochloric acid attacks 
the metal surface, producing a metal chloride corrosion product. The strong acid will dissolve any metal sulfide or metal 
oxides that may be present on the metal surfaces of the equipment. This type of secondary attack on sulfide-oxide metal 
films is particularly aggressive at a pH below 5.0. 

Other Corrosives. Some types of crude release small quantities of sulfur trioxide when they are heated. Sulfur trioxide 
is very hygroscopic and forms sulfuric acid readily. Sulfuric acid is a strong acid and can rapidly accelerate corrosion. In 
a crude unit, this acid is not usually found in high concentrations in the atmospheric tower, but high concentrations have 
been found on occasion in the vacuum tower overhead water. This is probably because the vacuum furnace operates at 70 
to 100 °C (130 to 185 °F) higher than the atmospheric furnace. Control of corrosion from this acid is handled in a manner 
which is very similar to control over corrosion from HCl and ammonium chloride. 

In some oilfield operations, carbon dioxide is injected into the wells to increase crude oil recovery and production. When 
carbon dioxide dissolves in water it becomes carbonic acid. This acid is weak and can drive the pH of a system down to 
only about 4.5 at the temperatures present in the system. However, the addition of H2S increases the aggressive nature of 
the weak acid. Neutralization and inhibition with a filming inhibitor provide acceptable control over the acid. 

Ammonia can also be classified as a corrosive in systems that have been alloyed with copper-base metallurgies. This type 
of corrosion attack accelerates rapidly with increasing pH and is especially aggressive at pH ranges above 8.5. 

Corrosion Control in a Crude Unit Overhead 

Crude Oil Desalting. The first step to failure control on a crude unit is optimizing the desalter unit. The major corrosive 
coming from the desalting unit is magnesium chloride, which is hydrolyzed to form HCl in the desalter, preheat 
exchangers, and furnace. The desalter can also be a source of ammonia and other corrosives that can influence overhead 
corrosion control. 

Chloride-containing salts in crude are found in three forms: sodium chloride (NaCl), calcium chloride (CaCl2), and 
magnesium chloride (MgCl2). The chloride distribution may be different for each crude type, but in general the 
distribution is NaCl, 75%; CaCl2, 15%; and MgCl2, 10%. 

Magnesium chloride starts to hydrolyze at temperatures above 120 °C (250 °F). Calcium chloride starts to hydrolyze to 
form hydrogen chloride by the mechanism given below:  

 

SALT  SALT HYDROLYSIS TO ACID  
MGCL2  MGCL2 + 2H2O MG(OH)2 = 2HCL   
CACL2  CACL2 + 2H2O CA(OH)2 + 2HCL   
NACL  NACL + H2O NAOH + HCL    

Suppose the desalted crude from a unit contains sufficient salt to generate a concentration of 115 ppm of chlorides in the 
condensed water in the overhead. If the system is sour and ammonia is used for pH control, the level of HCl found in the 
water that initially condenses could be as high as 1150 ppm. This level of hydrochloric acid could easily drive the pH of 
the water at dewpoint down to 1.5. No metallurgy could withstand this level of acidity at the temperatures present at 
dewpoint. Thus, HCl concentrations in the overhead water require the optimization of desalting. 

Another, less apparent reason to optimize the desalting operation is the cost associated with poor crude dehydration or 
water separation from the crude. Poor water separation increases the quantity of water that must be condensed in the 
overhead system, and this costs the refinery extra money to vaporize and then cool the water. In addition, steam can 
occupy 7 to 10 times more volume than crude in the preheat. An increase in steam could increase pressures in the 
atmospheric tower, which could reduce the quantity of light ends that are separated from the flashed crude. 

From the standpoint of corrosion control, increased quantities of water in the desalted crude increase the quantity of steam 
in the overhead. This raises the dewpoint temperature of water in the overhead. Suppose that a dewpoint of 107 °C (224 



°F) is in the overhead. Water carryover in the desalter could easily raise the dewpoint of the water to 125 °C (260 °F) in 
the overhead. If the tower top temperature is 116 °C (242 °F), a relatively dry, noncorrosive tower top could become a 
very wet tower top. This could result in an aggressive level of corrosion attack on the top tray in the tower. Corrosion in 
the tower top is aggressive dewpoint corrosion. 

Ammonia contamination in the desalter stabilizes crude emulsions and can upset overhead corrosion control. Some 
refiners have injected sulfuric acid into the desalter with the wash water. This procedure consumes ammonia, because 
ammonium sulfate is formed. Ammonium sulfate is extremely stable and will not sublime or dissociate at the 
temperatures present in the preheat. The problem with sulfuric acid is that the material can be carried over, causing 
sulfuric acid corrosion activity in the overhead. This type of attack can be extremely aggressive. 

The best pH for good desalting is between 5.0 and 6.5. If bases are introduced, emulsion stability in the desalter is 
increased. 

The primary source of ammonia in the desalter is from the sour water strippers that process sour water from delayed 
cokers, thermal crackers, and fluid cracking units. These units produce large quantities of ammonia and H2S. Phenolic 
compounds produced in the cracking operation are partially soluble in high-pH waters. Phenols are pollutants that are 
closely monitored in discharge water from the refinery. Because of the overload that phenols place on water treatment 
facilities, many plants use the desalter as a waste disposal unit for phenols. If the sour water stripper is operated to 
minimize both the H2S content and the ammonia content in the stripped water, there is no problem with using this water 
in the desalter. Unfortunately, few refineries operate their strippers to optimize ammonia removal. When this situation is 
allowed to exist, corrosion control becomes increasingly difficult. 

Caustic Injection. Good corrosion control in a crude unit overhead system is relatively easy to obtain if overhead water 
chloride concentrations are maintained in the range of 40 to 50 ppm, measured as NaCl. When chlorides exceed this level, 
control becomes increasingly difficult. At a chloride level above 100 ppm in the overhead water, corrosion control is very 
difficult. If the desalting unit has been optimized, and overhead chlorides are above the target of 40 to 50 ppm, the use of 
caustic soda should be considered to reduce overhead chloride concentrations. 

Sodium chloride is a stable salt that does not hydrolyze in appreciable quantities until a temperature of about 525 °C (980 
°F) is reached. Sodium hydroxide converts the salts that hydrolyze easily into more stable NaCl:  

MGCL2 + 2NAOH MG(OH)2 + 2NACL 
CACL2 + 2NAOH CA(OH)2 + 2NACL 
HCL + 2NAOH H2O + NACL 
FECL3 + 3NAOH FE(OH)3 + 3NACL  

Note that caustic neutralizes any acid in the crude and, being a strong base, also displaces weaker bases in the salts found 
in crude. It is almost impossible to stoichiometrically calculate the amount of caustic needed to reduce overhead 
concentrations to acceptable levels. 

Disadvantages of sodium hydroxide injection into desalted crude include the following:  

• THE REACTION PRODUCTS, HYDROXIDES, ARE INSOLUBLE IN CRUDE AND 
CONTRIBUTE TO EXCHANGER FOULING AND FURNACE COKING IN ATMOSPHERIC AND 
VACUUM FURNACES.  

• UNREACTED CAUSTIC CAN INCREASE FOULING AND COKING TENDENCIES IN THE 
PREHEAT SYSTEM.  

• ON OCCASION, UNREACTED CAUSTIC HAS CAUSED FURNACE TUBE STRESS CRACKING 
AND EMBRITTLEMENT.  

• CAUSTIC CAN INFLUENCE THE FOAMING AND EMULSIFICATION CHARACTERISTICS OF 
THE CRUDE.  

• THE STRONG BASE AND THE REACTION PRODUCTS CAN CAUSE FOAMING IN THE 
ATMOSPHERIC AND VACUUM TOWER FLASH ZONES.  

• SODIUM CONTENTS IN RESIDUAL FUELS MAY BE INCREASED.  
• SODIUM CONTENT IN COKE PRODUCED AT THE DELAYED COKER INCREASES.  



• SODIUM IS A POISON ON EQUILIBRIUM CATALYSTS.  
• CAUSTIC CAN REDUCE THE ACTIVITY OF MANY ANTIFOULANTS.  

An extremely conservative approach should be taken to injecting caustic into any preheat system. 

Filming Inhibitors. Adequate control over the corrosive process is not possible without adequate neutralization of the 
acids in the system and proper use of a filming inhibitor. Inhibition and neutralization are particularly important, because 
without the proper application of both, the corrosion process will continue. 

Corrosion is inhibited if the metal is separated from its environment by an inert and impervious barrier. The barrier, or 
film, must satisfy a number of requirements to function as a suitable inhibitor. For example, it must firmly adhere to metal 
surfaces; be continuous, dense, and nonporous; and be relatively nonreactive. 

Two types of inhibitor are used in process units: oil soluble and water soluble. The filming mechanism is slightly different 
for each type, although both inhibitors are polar compounds. 

The oil-soluble inhibitor uses the hydrocarbon in the process stream to provide the protective barrier. The inhibitor 
molecule is polar. One end of the molecule is called an oil-soluble tail. Its function is to dissolve in the hydrocarbon that 
is present in the stream. The chemical composition of this portion of the inhibitor determines in what hydrocarbon streams 
the inhibitor will be soluble. Many inhibitors are soluble in butane and heavier hydrocarbon. Extremely hydrocarbon-
soluble inhibitors generally provide better filming inhibition. 

At the opposite end of the filming inhibitor is the polar head, the portion of the inhibitor that is attracted to the metal 
surface. The exact mechanism of this attractive force is not completely understood; however, what probably occurs is that 
the polar head forms a coordinate bond with the metal surface. The attraction is called absorption. The bond is pH-
dependent, and high-pH conditions break the bond between the metal surface and the polar head. When such a condition 
exists, the polar head portion of the inhibitor may be preferentially attracted toward water, as opposed to the metal 
surface. 

Measurement 

Corrosion Coupons. If properly located, the coupon is a reasonably accurate tool. The primary purpose of measuring 
the corrosion activity on a unit is to provide an estimate of the condition of the equipment so that planned turnarounds can 
be scheduled and replacement of equipment anticipated. Frequent measuring also helps minimize the duration of 
corrosive upset conditions. It is well documented that short upset conditions can cause very serious corrosion activity in 
an overhead system. 

In addition to producing corrosion data in measurable terms (mpy or mm/yr), the coupon is helpful in identifying the type 
of corrosion activity present at the point where the coupon is located in the system. Pitting on the coupon surface would 
indicate activity from a strong acid or acid salt, such as hydrochloric acid or ammonium chloride. General thinning 
indicates the activity of hydrogen sulfide on the coupon. 

However, where a cooling medium is present on the other side of the metal surface, the skin temperature of the tube is 
lower than the temperature of the surrounding hydrocarbon. The cool tube skin could cause surface water condensation at 
temperatures above the anticipated water dewpoint in the hydrocarbon. Coupons would not indicate corrosion activity of 
this nature. This is especially important in units which use cold crude as a heat exchange medium for hot overhead 
vapors. 

Corrosometer Probe. If properly placed, the corrosometer probe is a fast, accurate method for determining relative 
corrosion activity in a system. The probe produces data in meaningful terms (mpy or mm/yr) for periods as short as one 
week. Upset conditions can be observed in even shorter periods. The major limitation of the probe lies in the placement. 
Also, the probe is not sensitive to cool tube skin condensation conditions, and it is not a reliable corrosion measuring tool 
in systems that are extremely sour because the probe element measures corrosion product laydown as metal thickness. If 
sulfiding corrosion activity accelerates, the corrosometer probe tends to show increasing metal thickness rather than metal 
loss. 



Sample Analysis. One of the more useful measuring methods available is sample analysis. Unlike the probe or coupon, 
the sample indicates corrosion activity through the entire overhead system at one point in time, or continuously, 
depending on the type of sampling (i.e., remote or online). Sample analysis is used to identify the level of corrosives in 
the system and the products produced as a result of their presence. 

The level of metal corrosion product found in overhead water from a process unit is a function of corrosion activity, 
filmer inhibitor emulsification tendencies, the pH of the water, and the H2S concentration. Inhibitors that emulsify 
hydrocarbon badly tend to increase the level of metal corrosion products found in hydrocarbon streams. In most units, the 
principal corrosion product is a metal sulfide. Inhibitors that cause excessive emulsification tend to hold these corrosion 
products up in the hydrocarbon stream. Also, as the pH rises above 6.0, FeS may preferentially stay with the hydrocarbon 
phase, or it may concentrate at the interface between the water and hydrocarbon in the accumulator water leg. When this 
condition exists, sample analyses of overhead water alone are not very significant. 

Samples of overhead hydrocarbon product should be run to supplement data generated from analyses of water samples. 
Typical sample analyses from an overhead system should include:  

 

SAMPLE  ANALYSES  
PH  
CHLORIDES  
TOTAL IRON  
AMMONIA  

OVERHEAD WATER  

HYDROGEN SULFIDE  
TOTAL IRON  
INHIBITOR RESIDUAL  

OVERHEAD HYDROCARBON  

WATER CONTENT   

Sample analysis data are difficult to interpret and can be misleading, so sample data should be subjected to trend analysis. 
The major value of the sample is that it provides the ability to identify and correct upset conditions rapidly on the unit. 
This capability is extremely important. It has ensured the success of many corrosion control programs. 
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Condition and Life Assessment 

 

Condition and life assessment involve defining a critical crack size for a given component and measuring existing crack 
sizes by NDE or other inspection techniques. Life assessment requires an understanding of the factors affecting critical 
crack size and the methods for crack measurement. Under certain circumstances, any defect or flaw observable in a 
component by visual or other NDE methods constitutes grounds for retirement. Under other circumstances, NDE 
observations are combined with crack growth analysis to determine remaining life. The conservative approach is to 
replace components based on crack initiation. However, with increasing awareness of fracture mechanics considerations, 
it is possible to consider the crack tolerance of components. 

Techniques that use crack initiation as a failure criterion include calculations based on history, extrapolations of failure 
statistics, strain measurements, accelerated mechanical testing, microstructural evaluations, oxide scale growth, hardness 
measurements, and advanced NDE techniques. For crack-growth-based analysis, the NDE information, results from stress 
analysis, and crack growth data are integrated and evaluated with reference to a failure criterion. 



Remaining-life determination is generally confined to equipment that is degraded by creep, fatigue, hot hydrogen attack, 
or combinations of these mechanisms. In the absence of a predictive corrosion control program (or, more generally, 
predictive maintenance for life extension), condition assessment is required, because it is fundamental to the continued 
safe and reliable operation of refinery or process equipment. For the most part, however, life assessment is based on 
educated guesses from various approaches, generally nondestructive, deterministic, or phenomenological approaches. A 
recent review by Scasso (Ref 4) of the Italian Welding Institute focuses on the regulatory approach adopted by Europe 
and the U.S. The findings are summarized in Tables 3, 4, 5, and 6. 

TABLE 3 REGULATIONS AND STANDARDS ON LIFE ASSESSMENT 

COUNTRY  REGULATION OR STANDARD  
DENMARK  INSTRUCTIONS FOR MANUFACTURING AND OPERATION OF HIGH-

PRESSURE PIPING ISSUED BY THE DANISH POWER COMPANIES  
FINLAND  SFS 3280:E (1984-10-22). INSPECTION OF PRESSURE VESSELS. 

ASSESSMENT OF DEGREE OF CREEP  
GERMANY  TRD 508 (1978-10). ADDITIONAL TESTS ON COMPONENTS CALCULATED 

WITH TIME-DEPENDENT DESIGN STRENGTH VALUES--INSPECTION 
AND TESTING. TRD 508, ANNEX 1. METHOD FOR THE CALCULATION OF 
COMPONENTS HAVING TIME-DEPENDENT DESIGN STRENGTH 
VALUES. VDTUV MB 451 (1986-3). INVESTIGATION OF THE SURFACE 
STRUCTURE OF BUILDING COMPONENTS SUBJECTED TO CREEP 
RUPTURE ACCORDING TO TRD 508  

ITALY  ISPESL (1992). COMPONENTS OF STEAM GENERATORS AND 
COMPONENTS OF VESSELS UNDER STEAM OR GAS PRESSURE 
OPERATING IN CREEP CONDITION OF MATERIALS--CALCULATIONS 
AND TESTING  

THE 
NETHERLANDS  

TO1O2V (1985-2), APPENDIX 1. RULES FOR PRESSURE VESSELS--
PERIODIC INSPECTION: PARTS IN THE CREEP RANGE  

PORTUGAL  ISQ-AVR-002. GENERAL PROCEDURE FOR THE REMANENT LIFE 
ASSESSMENT OF STATIC COMPONENTS THAT HAVE UNDERGONE 
HIGH TEMPERATURE  

UNITED 
KINGDOM  

BSI-PD 6510: 1982. A REVIEW OF THE PRESENT STATE OF THE ART OF 
ASSESSING REMANENT LIFE OF PRESSURE VESSELS AND 
PRESSURIZED SYSTEMS DESIGNED FOR HIGH-TEMPERATURE 
SERVICE  

UNITED 
STATES  

API RECOMMENDED PRACTICE 530, APPENDIX E (1988-89). 
CALCULATION OF HEATER TUBE THICKNESS IN PETROLEUM 
REFINERIES--ESTIMATION OF REMAINING TUBE LIFE. ASME CODE 
CASE N-47-26, APPENDIX T (1986-2-23)(A). CLASS 1 COMPONENTS IN 
ELEVATED-TEMPERATURE SERVICE (SECTION III, DIVISION 1)--RULES 
FOR STRAIN, DEFORMATION, AND FATIGUE LIMITS AT ELEVATED 
TEMPERATURES   

(A) THE ASME CODE CASE N-47-26 IS A DESIGN DOCUMENT AND THEREFORE IS NOT AIMED 
AT ASSESSING THE REMANENT LIFE; HOWEVER, THE CREEP-FATIGUE DAMAGE CAN BE 
CALCULATED ACCORDING TO ITS RULES  



TABLE 4 NONDESTRUCTIVE EVALUATION REQUIREMENTS OF REGULATIONS AND STANDARDS GIVEN IN TABLE 3 

COUNTRY  VISUAL 
EXAM(A)  

DIMENSIONAL 
CHECK(B)  

MAGNETOSCOPIC 
TEST  

PENETRANTS  REPLICA 
EXAMS  

ULTRASOUND  RADIOGRAPHY  MAGNETIC 
PERMEABILITY(C)  

DENMARK     X  X  X  (D)  X  X     
FINLAND  X  X  X  X  X  X        
GERMANY  X  X  X  X  X  X        
ITALY  X  X  X  X  X  X  X     
THE 
NETHERLANDS(E)  

X  X  X  X  X           

PORTUGAL  X  X  X  X  X  X     X  
UNITED 
KINGDOM  

X  X  X  X  X  X        

Note: Not all the mentioned inspections are always demanded; on the contrary, other examinations, different from those indicated, can be required according to the results of the previous one. 

(A) SUPPORTED BY APPROPRIATE DEVICES SUCH AS ENDOSCOPES. 
(B) THICKNESS MEASUREMENTS INCLUDED. 
(C) IN CHEMICAL PLANTS, FOR TUBES SUBJECT TO CARBURIZATION. 
(D) METALLURGICAL EXAMINATION ON PARTS CUT OUT OF THE PIPING. 
(E) THE MINIMUM EXTENT OF NONDESTRUCTIVE EXAMINATIONS IS INDICATED IN THE DOCUMENT.  



TABLE 5 INSPECTION FREQUENCIES OF REGULATIONS AND STANDARDS GIVEN IN TABLE 3 

TIMING OF INSPECTION  COUNTRY  
FIRST CHECK(A)  SUBSEQUENT CHECKS  

DENMARK  APPROX 1 YR AFTER 
COMMISSIONING OF 
THE PLANT  

EVERY THIRD YEAR, COUNTING FROM FIRST 
MEASUREMENT UNTIL REGISTRATION OF 1% 
CREEP. THEN EVERY YEAR UNTIL 
REGISTRATION OF 2% CREEP. AFTER THAT 
THE PIPE SYSTEM MUST BE SCRAPPED OR 
THE INSPECTION AUTHORITY MUST BE 
APPROACHED.  

FINLAND  TLC < 60% TTL 
ST < 80% DTB 
PS EXPECTED >1%  

ACCORDING TO INSPECTION RESULTS, BUT 
AT LEAST EVERY 4 YR  

GERMANY  TLC < 60% TTL 
TLC BY FATIGUE >50% 
TTL (AT LEAST AT THE 
FIRST PERIODIC 
INSPECTION AFTER 
THE MENTIONED 
LIMITS HAVE BEEN 
ATTAINED)  

ACCORDING TO INSPECTION RESULTS; 
AFTER THE 100% TTL OR 1% PERMANENT SET 
HAS BEEN ATTAINED, THE TEST INTERVALS 
CAN BE REDUCED.  

ITALY  TLC < 60% TTL(B) 
ST < 100% DTB(C) 
TLC 60% TTL(D)  

ACCORDING TO INSPECTION RESULTS, BUT: 
IF ST <100% DTB, AT LEAST EVERY 50,000 H OR 
20% TTL, WHICHEVER IS SMALLER AND IF ST 
>100% DTB, AT LEAST EVERY 25,000 H  

THE 
NETHERLANDS  

TLC 60% TTL(E)  PLANNED SCHEDULE (IF THERE IS NO 
REASON NOT TO USE IT)  

PORTUGAL  ST < 80% DTB  ACCORDING TO INSPECTION CHECKS  
UNITED 
KINGDOM  

NOT SPECIFIED  NOT SPECIFIED  

TLC, total life consumption; TTL, total theoretical life; ST, service time; DTB, design time base; PS, permanent strain. 

(A) THE RESULTS SHOULD BE COMPARED WITH THE RESULTS OF THE FABRICATION 
CHECKS, IF AVAILABLE. 

(B) ONLY FOR DIMENSIONAL CHECKS. 
(C) ONLY FOR VISUAL INSPECTIONS, DIMENSIONAL CHECKS, PENETRANT TESTS, MAGNETIC 

TESTS, ULTRASOUND, OR RADIOGRAPHIC TESTS. 
(D) ONLY FOR REPLICA EXAMINATIONS. 
(E) AT LEAST AT THE FIRST PERIODIC INSPECTION AFTER 60% TTL HAS BEEN ATTAINED  

TABLE 6 REJECTION CRITERIA OF REGULATIONS AND STANDARDS GIVEN IN TABLE 3 

COUNTRY  REJECTION CRITERIA  
DENMARK  ATTAINMENT OF A PERMANENT SET OF 2%  
FINLAND  NOT SPECIFIED (ACCORDING TO THE CALCULATION AND TESTING 

RESULTS)  
GERMANY  • PRESENCE OF NONREPAIRABLE CRACKS  

• CONSUMPTION OF TOTAL THEORETICAL CREEP LIFE AND/OR 
TOTAL THEORETICAL FATIGUE LIFE, UNLESS SAFE, CONTINUED 



OPERATION CAN BE DEMONSTRATED  
• ATTAINMENT OF A PERMANENT SET OF 2%, IF REFERENCE 

MEASUREMENT RESULTS WERE AVAILABLE FROM THE 
BEGINNING OF SERVICE  

• ATTAINMENT OF A PERMANENT SET OF 1%, IF REFERENCE 
MEASUREMENTS WERE NOT AVAILABLE AFTER 60% OF THE 
TOTAL THEORETICAL LIFE HAD BEEN REACHED  

 
ITALY  • ACCORDING TO THE CALCULATION AND TESTING RESULTS  

• CONSUMPTION OF TOTAL THEORETICAL LIFE  
• ATTAINMENT OF A PERMANENT SET OF 2%, IF REFERENCE 

MEASUREMENT RESULTS WERE AVAILABLE FROM THE 
BEGINNING OF SERVICE  

• ATTAINMENT OF A PERMANENT SET OF 1%, IF REFERENCE 
MEASUREMENT RESULTS WERE NOT AVAILABLE AFTER 60% OF 
THE TOTAL THEORETICAL LIFE HAD BEEN REACHED  

 
THE 
NETHERLANDS  

ACCORDING TO THE CALCULATION AND TESTING RESULTS, 
PARTICULARLY IN THE PRESENCE OF NONREPAIRABLE CRACKS  

PORTUGAL  NOT SPECIFIED (ACCORDING TO THE CALCULATION AND TESTING 
RESULTS)  

UNITED 
STATES  

• API RECOMMENDED PRACTICE 530, APPENDIX E: NOT SPECIFIED 
(ACCORDING TO THE CALCULATION AND TESTING RESULTS)  

• ASME CODE CASE N-47-26, APPENDIX T: NOT APPLICABLE  
  

The Finnish standard SFS 3280:E provides a credible deterministic approach (Ref 5). The scope of SFS 3280:E is to 
provide guidance in the monitoring of creep and the assessment of the degree of creep in tubes, pipe systems, and headers, 
that have been designed on the basis of creep strength, and in comparable steel constructions. The objectives of assessing 
the degree of creep are to establish the intervals between inspections and to estimate the residual service life of the 
constructions. 
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Critical Crack Sizes 

The critical crack size (ac) can be defined in a number of ways, based on fracture toughness, ligament size, crack-growth-
rate transitions, or other considerations as appropriate. A common definition for many heavy-section components is based 



on the fracture toughness of the material. Several alternative criteria can be used to establish a value for the critical crack 
size: a flow-stress-governed failure criterion, a JIc-controlled failure criterion, and a limiting creep-crack growth rate 
criterion. 

The first two criteria are employed in a scenario in which rupture occurs during or immediately following a startup 
transient, in the absence of creep. The third criterion is used in a scenario where failure occurs by creep-crack growth 
under operating conditions. The lowest value of critical crack size determined by use of these criteria is then used for 
remaining-life analysis. The use of combined failure criteria to define the safe operating pressure for a pipe is illustrated 
in Fig. 7. 

 

FIG. 7 COMBINED FAILURE CRITERIA FOR A PIPE UNDER INTERNAL PRESSURE. SOURCE: R. VISWANATHAN, 
DAMAGE MECHANISMS AND LIFE ASSESSMENT OF HIGH-TEMPERATURE COMPONENTS, ASM INTERNATIONAL, 
1989, P 247 

Stress level is not the only factor that affects the definition of critical crack size. Often critical crack sizes decrease with 
time due to embrittlement or aging. For example, severely embrittled bolts, vessels, and rotors may have critical crack 
lengths below the detection limits of conventional testing techniques. 

In other instances, ac may be large but the rate of crack growth may be so high that once a crack initiates, it reaches 
critical size rapidly. Many environmentally induced failures in highly stressed components exhibit this behavior. For 
instance, in generator retaining rings and in steam turbine blades where crack growth under corrosive conditions is 
encountered, the presence of a pit or pitlike defect is cause for retirement. 

With respect to material behavior, the major problem is the unavailability of data pertaining to crack growth and 
toughness in the service-degraded condition specific to the component. While considerable data may be available on 
materials in the virgin condition, the data bank on service-exposed materials is very small. Nondestructive methods are 
needed to determine those properties with specific reference to a given component. 



In welded components, the problem is further compounded by the fact that a weldment contains a complex microstructure 
of many zones with varying material properties. Failure can occur through any of these zones or at the interfaces between 
them. In cases where crack growth rates might be rapid, conventional NDE techniques are often inadequate to detect the 
initial crack. 

The uncertainties in interpretation of NDE results can sometimes be overwhelming. Difficulties in distinguishing between 
innocuous versus harmful flaws and identifying their orientations can lead to uncertainties in life assessment. If there are 
numerous indications closely spaced, the manner of treating them in terms of a linkup analysis could be very crucial. 
Geometric discontinuities such as fillets, section transitions, and weld backing rings interfere with NDE signals and mask 
flaws. Guidance on the assessment of cracks and flaws may be obtained from the article "Operating Stress Maps for 
Failure Control" in this Volume. 
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Creep Life Assessment 

Failure due to creep can be classified as resulting either from widespread bulk damage or from localized damage. The 
structural components that are vulnerable to bulk damage (e.g., boiler tubes) are subjected to uniform loading and uniform 
temperature distribution during service. If a sample of material from such a component is examined, it will truly represent 
the state of damage in the material surrounding it. The life of such a component is related to the creep-rupture properties. 

On the other hand, components that are subjected to stress (strain) and temperature gradients (typical of thick-section 
components) may not fail by bulk creep rupture. It is likely that at the end of the predicted creep-rupture life, a crack will 
develop at the critical location and propagate to cause failure. A similar situation exists where failure originates at a stress 
concentration or at pre-existing defects in the component. In this case, most of the life of the component is spent in crack 
propagation, and creep-rupture-based criteria are of little value. Therefore, this section briefly reviews creep life 
assessment from the perspective of creep-rupture properties and creep crack growth. Practical methods based on 
replication and parametric approaches are described at the end of this article. 

Creep Rupture Life 

Although it is relatively easy to quantify damage in laboratory creep tests conducted at constant temperature and stress 
(load), components in service hardly ever operate under constant conditions. Start-stop cycles, reduced power operation, 
thermal gradients, and other factors result in variations in stresses and temperatures. Procedures are needed that will 
permit estimation of the cumulative damage under changing exposure conditions. 

Damage Rules. The most common approach to calculation of cumulative creep damage is to compute the amount of life 
expended by using time or strain fractions as measures of damage. When the fractional damages add up to unity, then 
failure is postulated to occur. The most prominent rules are as follows:  

• LIFE-FRACTION RULE (LFR) (REF 6):  

  

• STRAIN-FRACTION RULE (REF 7):  

  



• MIXED RULE (REF 8):  

  

• MIXED RULE (REF 9):  

   

where k is a constant; ti and i are the time spent and strain accrued at condition i; and tri and ri are the rupture life and 
rupture strain under the same conditions. 

Example: Life-Fraction Rule Calculation. 

The purpose of this example is to illustrate the use of the LFR. A piping system, made of 1 Cr- Mo steel designed for a 
hoop stress of 7 ksi, was operated at 540 °C (1000 °F) for 42,500 h and at 550 °C (1025 °F) for the next 42,500 h. From 
the minimum curve of Larson-Miller parameter for the steel, it is found that, at = 48 MPa (7 ksi):  

TR AT 1000 °F = 220,000 H  
TR AT 1025 °F = 82,380 H  

Life fraction expended, t/tr, at 1000 °F  

  

Life fraction expended, t/tr, at 1025 °F  

  

The total life fraction expended is 0.71. 

Validity of Damage Rules. Goldhoff and Woodford (Ref 10) studied the Robinson life-fraction rule and determined 
that for a Cr-Mo-V rotor steel it worked well for small changes in stress and temperature. Goldhoff (Ref 11) assessed 
strain-hardening, life-fraction, and strain-fraction rules under unsteady conditions for this steel. While all gave similar 
results, the strain-fraction rule was found to be the most accurate. 

From careful and critical examination of the available results, the following overall observations can be stated (Ref 12).  

• ALTHOUGH SEVERAL DAMAGE RULES HAVE BEEN PROPOSED, NONE HAS BEEN 
DEMONSTRATED TO HAVE A CLEARCUT SUPERIORITY OVER ANY OF THE OTHERS. THE 
LFR IS THEREFORE THE MOST COMMONLY USED.  

• THE LFR IS CLEARLY NOT VALID FOR STRESS-CHANGE EXPERIMENTS. UNDER SERVICE 
CONDITIONS WHERE STRESS MAY BE STEADILY INCREASING DUE TO CORROSION-
RELATED WASTAGE (E.G., IN BOILER TUBES), APPLICATION OF THE LFR WILL YIELD 
NONCONSERVATIVE LIFE ESTIMATES; THAT IS, THE ACTUAL LIFE WILL BE LESS THAN 



THE PREDICTED LIFE. ON THE OTHER HAND, RESIDUAL-LIFE PREDICTIONS USING 
POSTEXPOSURE TESTS AT HIGH STRESSES WILL YIELD UNDULY PESSIMISTIC AND 
CONSERVATIVE RESULTS.  

• THE LFR IS GENERALLY VALID FOR VARIABLE-TEMPERATURE CONDITIONS AS LONG 
AS CHANGING CREEP MECHANISMS AND ENVIRONMENTAL INTERACTIONS DO NOT 
INTERFERE WITH TEST RESULTS. HENCE, SERVICE LIFE UNDER FLUCTUATING 
TEMPERATURES AND RESIDUAL LIFE BASED ON ACCELERATED-TEMPERATURE TESTS 
CAN BE PREDICTED REASONABLY ACCURATELY BY USE OF THE LFR.  

• THE POSSIBLE EFFECTS OF MATERIAL DUCTILITY (IF ANY) ON THE APPLICABILITY OF 
THE LFR NEED TO BE INVESTIGATED. A MAJOR LIMITATION IN APPLYING THE LFR IS 
THAT THE PROPERTIES OF THE VIRGIN MATERIAL MUST BE KNOWN OR ASSUMED. 
POSTEXPOSURE TESTS USING MULTIPLE SPECIMENS OFTEN CAN OBVIATE THE NEED 
FOR ASSUMING ANY DAMAGE RULE.  

Creep Crack Growth 

Gross and uniform creep deformation of components is usually the exception rather than the rule. Localized defects and 
stress concentrations often play decisive roles in failure. Under these circumstances, the growth of cracks and defects is 
governed by the creep ductility of the material. 

Extensive creep crack growth data pertaining to Cr-Mo piping steels have been collected, analyzed, and consolidated (Ref 
13, 14). It has been observed that a crack tip driving force parameter, Ct, that takes time-dependent creep deformation into 
account correlates much better with crack growth rates, da/dt, than the traditionally used elastic stress intensity factor, K. 
The relation between da/dt and Ct can be expressed as:  

  

To perform a remaining-life assessment of a component under creep-crack growth conditions, two principal ingredients 
are needed: an appropriate expression for relating the driving force Ct to the nominal stress, crack size, material constants, 
and geometry of the component being analyzed; and a correlation between this driving force and the crack growth rate in 
the material, which has been established on the basis of prior data or by laboratory testing of samples from the 
component. Once these two ingredients are available, they can be combined to derive the crack size as a function of time. 
The general methodology for setting inspection intervals using this approach has been described elsewhere (Ref 12, 15). 

A number of variables have been identified as affecting the crack growth rate by modifying b, Ct, or m (Ref 16):  

• IN-SERVICE DEGRADATION INCREASES DA/DT BY INCREASING CT IN THE CASE OF 
DUCTILE MATERIALS AND BY INCREASING M AND/OR B FOR BRITTLE MATERIAL.  

• CRACK GROWTH RATES IN WELDS, FUSION LINES, AND HEAT-AFFECTED ZONE (HAZ) 
MATERIALS ARE AT LEAST A FACTOR OF 5 HIGHER COMPARED TO THOSE IN BASE 
METAL.  

• THE PRESENCE OF LOCALIZED CHAINS OF INCLUSION, ASSISTED BY SEGREGATION OF 
IMPURITIES TO INTERFACES SUCH AS GRAIN BOUNDARIES AND FUSION LINES, CAUSES 
SIGNIFICANT INCREASES IN CREEP-CRACK GROWTH RATES.  

• THE PRESENCE OF LARGE AMOUNTS OF IMPURITIES IN THE STEEL ACCELERATES 
CRACK GROWTH BY INCREASING M.  

• ALL MATERIAL AND EXPERIMENTAL VARIABLES THAT REDUCE CREEP DUCTILITY 
RESULT IN HIGHER CRACK GROWTH RATES.  

• TEMPERATURE CAN HAVE MIXED EFFECTS ON CRACK GROWTH. IN CASES WHERE THE 
EFFECT OF TEMPERATURE IS MERELY TO INCREASE CREEP RATE, THE DA/DT 
INCREASES WITH INCREASE IN TEMPERATURE DUE TO INCREASE IN CT. ON THE OTHER 
HAND, IF A TRANSITION FROM A BRITTLE TO DUCTILE CONDITION IS INVOLVED, 
INCREASE IN TEMPERATURE MAY ACTUALLY DECREASE THE CRACK GROWTH RATES.  

• CRACK TIP CONSTRAINT HAS A PRONOUNCED EFFECT ON CRACK GROWTH. 



ASSUMPTIONS REGARDING PLANE STRESS OR PLANE STRAIN CONDITIONS CAN HAVE 
A PRONOUNCED EFFECT ON DA/DT.  

• INCLUSION OF PRIMARY CREEP, IN ADDITION TO THE SECONDARY CREEP, IN 
CALCULATING CT RESULTS IN LARGER VALUE OF DA/DT AND REDUCED REMAINING 
LIFE.  

Additional information on creep-crack growth is contained in the article "Elevated-Temperature Crack Growth" in this 
Volume. 
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Hydrogen Cracking in Wet H2S 

Cracking resistance of steels is a major concern in refining and petrochemical industries where aqueous H2S is present. 
The generally accepted theory of the mechanism for hydrogen damage in wet H2S environments is that monatomic 
hydrogen is charged into steel as a result of sulfide corrosion reactions that take place on the material surface. The 
primary source of atomic hydrogen available at internal surfaces of pipeline and vessel steels is generally the oxygen-
accelerated dissociation of the H2S gas molecule in the presence of water. The basic reaction is:  



  

The FeS formed on the surface of the steel is readily permeated by atomic hydrogen, which diffuses further into the steel. 

This diffusion of atomic hydrogen into steel is associated with three distinct forms of cracking:  

• HYDROGEN-INDUCED CRACKING  
• STRESS-ORIENTED HYDROGEN-INDUCED CRACKING  
• HYDROGEN STRESS CRACKING (ALSO KNOWN AS SULFIDE STRESS CRACKING AND 

SULFIDE STRESS-CORROSION CRACKING)  

Hydrogen-induced cracking (HIC) and stress oriented hydrogen-induced cracking (SOHIC) are both caused by the 
formation of hydrogen gas (H2) blisters in steel. Hydrogen-induced cracking, also called stepwise cracking or blister 
cracking, is primarily found in lower-strength steels, typically with tensile strengths less than about 550 MPa (80 ksi). It is 
primarily found in line pipe steels. 

In contrast, hydrogen stress cracking does not involve blister formation, but it does involve cracking from the 
simultaneous presence of high stress and hydrogen embrittlement of the steel. Hydrogen stress cracking occurs in higher-
strength steels or at localized hard spots associated with welds or steel treatment. As a general rule of thumb, hydrogen 
stress cracking can be expected to occur in process streams containing in excess of 50 ppm H2S (although cracking has 
been found to occur at lower concentrations). 

The basic factors of these cracking modes include temperature, pH, pressure, chemical species and their concentration, 
steel composition and condition, and welding or the condition of the weld HAZ. This section briefly reviews HIC, 
SOHIC, and hydrogen stress cracking of line pipe and pressure vessel steels in aqueous H2S environments with respect to 
differences between these types of cracking and important variables for failure control. 

Hydrogen-Induced Cracking 

Hydrogen-induced cracking, also known as stepwise or blister cracking, manifests itself in low-strength steels in the form 
of small cracks and/or blisters. This type of cracking is typically oriented parallel to the rolling plane of the steel and is 
associated with inclusions and segregation bands in the material. These cracks can appear in the absence of an applied 
stress and propagate by linking up in a stepwise manner (Fig. 8), leading to component failure by reducing the effective 
thickness of the material. The driving force for crack propagation is the buildup of hydrogen pressure in the cracks. 



 

FIG. 8 HYDROGEN BLISTERING AND STEPWISE CRACKING IN STEEL. (A) SCHEMATIC OF BLISTER FORMATION 
PROCESS. (B) SCHEMATIC OF STEPWISE CRACKING. SOURCE: INTERNATIONAL METALS REVIEW, VOL 30 (NO. 
6), 1985, P 291-301 

The internal hydrogen blisters form quickest at internal discontinuities in the steel, which can be hard spots of low-
temperature transformation products or laminations. However, manganese sulfide (MnS) inclusions are the primary sites 
for this to occur. The formation of H2 at these sites is facilitated by the gap that exists around MnS due to the favorable 
variation in expansion coefficients between the steel and MnS. Elongated sulfides are particularly attractive sites for 
formation of H2. 

Increasing H2 pressure at these sites leads to hydrogen damage, such as hydrogen blistering, longitudinal cracking and, 
through interaction of plastic zones at the ends of these sites, a delayed shear reaction frequently referred to as stepwise 
cracking. As cracks initiate and propagate, they begin to link up with others, and a series of stepwise cracks can propagate 
through the material. An applied stress is not required. 

Controlling HIC of Pipe Steel. There are three methods of controlling HIC in new and replacement plant. One method 
is to prevent the H2S molecule from undergoing the dissociation process by controlling the gathered gas composition. 
Secondly, the creation of a tenacious, impervious film on the steel surface would inhibit corrosion. 

The elimination of favorable sites for H2 formation in the steel is another preventive measure. Shape control of sulfide 
inclusions is perhaps the best way to minimize the tendency toward HIC in line pipe steels. Elongated MnS inclusions 
promote crack initiation and propagation due to the high stresses at the tips of the inclusions. However, the addition of 
calcium or rare earths to the steel makes the sulfides spherical, and because of their hardness, they remain spherical after 
processing. Reduction of the sulfur content is also beneficial in reducing the susceptibility of steels to HIC. 

Copper and Cobalt Alloying. Other alloying additions that reduce hydrogen permeation, such as copper up to about 
0.25% (Ref 17) and cobalt (Ref 18), are also beneficial. A Pacific Rim supplier produced an ASTM A 516 GR70 steel 
with a 1 wt% Co addition, which resulted in greatly reduced absorbed hydrogen at pH levels around 3 (Ref 18). Further, a 
similar steel from the same supplier, with a 1 wt% Co + 0.3 wt% Cu addition, had a significant benefit in that the 



observed hydrogen permeation rate in the NACE solution + H2S showed a downward trend after 200 hours. Steel with 
only the 0.3 wt% Cu addition appeared to follow an increasing rate after this time (Ref 18). 

HIC Control for Existing Plant. Selecting appropriate steel grades or suppliers is satisfactory for both new and 
replacement units, but for existing plant components, replacement cost, particularly in terms of production downtime, is 
extremely high. The problem, then, is inspecting an existing plant that is prone to hydrogen blistering and defining when 
unsafe conditions prevail such that maintenance is cost-effective. Important in defining these conditions are the inclusion 
species present and the types of blistering present. 

Inclusions Species. Existing plant units are generally constructed from C-Mn steels, which meet the required 
compositional codes but have a high distribution of MnS and alumina (Al2O3) inclusions. These steels, which are 
generally fully killed, tend to present a twofold problem in terms of hydrogen behavior as it diffuses through. 

MnS inclusions are such that the difference in expansion coefficients between these inclusions and the C-Mn steel matrix 
creates a gap around these inclusions. Atomic hydrogen readily forms molecular hydrogen in these interfaces. 

Al2O3 inclusions are such that the inclusion exerts a stress on the surrounding matrix to the extent that hydrogen in the 
region of these inclusions produces hydrogen embrittlement of the matrix in the inclusion vicinity. This is due to the 
stress filed, coupled with the formation of H2 at the interfaces. The embrittled matrix allows easy propagation of wedges 
created around these inclusions by H2 such that longitudinal cracking in these Al2O3 stringer regions is an easy process. 

Similarly, Al2O3 stringers in close proximity exhibit earlier delayed shear cracks, or stepwise cracks, than MnS inclusions. 
Determining total residual aluminum and sulfur is a way to identify the predominant inclusion species within a given 
grade of C-Mn steel. This can serve as a guide to the early nature of hydrogen blistering. 

Types of Blistering. In aluminum-killed steels of high sulfur content, the predominant inclusion species are Al2O3 
stringers and probably duplex MnS-Al2O3 inclusions. Blisters in the form of longitudinal cracks occur in the Al2O3 
stringers initially. Subsequent formation of an internal cavity is at these sites and, as is frequently observed, at MnS-Al2O3 
inclusions. 

Further developments ensue. The linking of cavities occurs by the delayed shear or stepwise cracking process. This type 
of cracking tends to form between internal blisters and the internal surfaces of pipe or vessels. 

Blisters themselves are classified into two categories (Ref 19). In type I, the steel on either side of the blister is intact. In 
type II, the steel between the blister and the internal surface is degraded by corrosion to the extent that the effective wall 
thickness of the pipe or vessel is the ligament that exists between the external wall surface and the blister surface. 

It may be supposed that modeling of these four hydrogen-diffusion-controlled processes is easy using an elastic-plastic 
fracture mechanics approach to determine plastic zone sizes and assumed inclusion distributions, based on the 
Jernkontorets chart, for example. However, such modeling fails because no acceptable value for the diffusion coefficient 
of hydrogen in C-Mn steel is available. 

Nondestructive Evaluation. For large problem plant units, which are invariably covered with insulating material and 
then an aluminum alloy jacket, the practical forms of NDE that can be used to detect blisters and similar change are 
ultrasonic testing, radiography, and acoustic emission. 

For towers and large vessels, a common practice is to cut holes in the insulation material at the areas most likely to be 
damaged and examine these regions with an ultrasound device, usually a thickness meter or a shear-wave scope. The area 
is then mapped, and repeat inspections may be carried out to provide a growth rate and pattern for any blisters detected. 
Various objections based on statistical validity can be raised against this approach. However, there is no other cost-
effective method. 

Four types of HIC defects result from H2 formation at internal surfaces in C-Mn steel: longitudinal cracking, stepwise 
cracking or delayed shear, and type I and type II blistering. Pointers as to the early form that blistering may take can be 
derived from residual aluminum and sulfur levels in the steels. The more complex type I and type II blistering may be 
differentiated using, for example, shear wave ultrasonics. In any event, it is probably safer to always assume type II 
blistering and monitor the remaining wall thickness. 



Stress-Oriented Hydrogen-Induced Cracking 

Stress-oriented hydrogen-induced cracking is a form of classical HIC in which the cracking has a specific orientation with 
respect to an applied and/or residual stress. Similar to the HIC mechanism, SOHIC tends to stack up in the wall thickness 
direction, typically in the HAZs of welds where residual stresses are high and at areas of high applied stress or areas of 
stress concentration. SOHIC is characterized by the stacking of HIC in a direction perpendicular to the axis of principal 
applied stress and by the microscopic interlinking of the "stacked" hydrogen-induced cracks (Ref 20, 21, 22, 23). The 
interlinking cracks are both perpendicular to the stress and parallel to the axis defined by the nonmetallic inclusions (Fig. 
9). 

 

FIG. 9 SCHEMATIC OF STRESS-ORIENTED HYDROGEN-INDUCED CRACKING. SOURCE: REF 23 

This type of cracking has often been observed in the base metal adjacent to weld HAZ, which typically are areas of 
highest residual stress. SOHIC is often important in wet H2S, but it also has been observed in anhydrous hydrogen 
fluoride environments (Ref 24). SOHIC can occur in HIC-susceptible materials stressed to as little as 30% of the specified 
minimum yield strength (SMYS) in the absence of a weld (Ref 21). The implication of SOHIC is that it causes through-
wall hydrogen stress cracking of a material that otherwise would be resistant. 

Failure control of SOHIC is best achieved by postweld heat treatment to reduce residual stresses, but this method alone 
cannot guarantee the elimination of SOHIC, because the operating stress may preclude stress concentration reduction. 

Hydrogen Stress Cracking 

Hydrogen stress cracking was first identified in the production of sour crude oils when high-strength steels used for well-
head and down-hole equipment cracked readily after contacting produced water that contained H2S. Hydrogen stress 
cracking was not experienced by refineries and petrochemical plants until the introduction of high-pressure processes that 
required high-strength bolting and other components in gas compressors. With the increased use of submerged arc 
welding for pressure vessel construction, it was found that weld deposits significantly harder and stronger than the base 
metal could be produced. This led to transverse cracking in the weld deposit. 

Hydrogen stress cracking is typically transgranular and contains sulfide corrosion products. It should not be confused with 
hydrogen-induced stepwise cracking. The mechanism of hydrogen stress cracking has been the subject of many 
investigations, most of which attempted to address the cracking seen in high-strength steels instead of the lower-strength 
steels used in refinery and petrochemical plant equipment. It occurs primarily at ambient temperature. 

Mechanisms. In general terms, hydrogen stress cracking occurs in the same corrosive environments that lead to 
hydrogen embrittlement. As in the case of hydrogen embrittlement and hydrogen blistering, hydrogen stress cracking of 
steels in refinery and petroleum plants often requires the presence of cyanides. Hydrogen sulfide affects corrosion rates 
and hydrogen absorption and directly affects the maximum allowable hardness of the HAZ or the cracking threshold 
stress. For example, the allowable maximum hardness value decreases 30 HB, and the allowable threshold stress 
decreases by 50%, for a tenfold increase in H2S concentration (Ref 25). 



Prevention. The most effective way of preventing hydrogen stress cracking is to ensure proper metallurgical condition of 
the steel. For example, line pipe failures of this type may be prevented in several ways if the hard spots can be located. 
Success has been achieved by using internal NDE devices based on the magnetic flux-leakage principle to locate hard 
spots. Once the hard spots are located, they can be removed, shielded to prevent the cathodic current from reaching them, 
or tempered to reduce the hardness. Failures tend to occur only in areas with hardnesses exceeding 30 HRC. Hard spots 
also are now prohibited by API 5L, "Specification for Line Pipe" and must be inspected for during the production of pipe. 
One of the best inspection techniques is to examine the pipe surface visually for flat spots. 

For welds, hardness is limited to 200 HB (Ref 26). Because hard zones can also form in the HAZs of welds and shell 
plates from hot forming, the same hardness limitation should be applied in these areas. Guidelines for dealing with the 
hydrogen stress cracking that occurs in refineries and petrochemical plants are given in API 942 (Ref 27) and NACE RP-
04-72 (Ref 28). 

Postweld heat treatment of fabricated equipment will greatly reduce the occurrence of hydrogen stress cracking. The 
effect is twofold: First, there is the tempering effect of heating to 620 °C (1150 °F) on any hard microstructure, and 
second, the residual stresses from welding or forming are reduced. The residual stresses represent a much larger strain on 
the equipment than internal pressure stresses. 

A large number of the ferrous alloys, including the stainless steels, as well as certain nonferrous alloys are susceptible to 
hydrogen stress cracking. Cracking may be expected to occur with carbon and low-alloy steels when the tensile strength 
exceeds 620 MPa (90 ksi). Because there is a relationship between hardness and strength in steels, the above strength 
level approximates the 200 HB hardness limit. For other ferrous and nonferrous alloys used primarily in oil field 
equipment, limits on hardness and/or heat treatment have been established in NACE MR-01-75 (Ref 29). Although oil 
field environments can be more severe than those encountered during refining, the recommendations can be used as a 
general guide for material selection. 

With the grades of steels typically used in the oil and gas industry, hydrogen stress cracking is typically observed in the 
HAZs of welds. Susceptible areas can be identified by high hardness values. However, small localized hard zones can be 
present in the HAZ and can initiate cracking even though the macrohardness (Rockwell C or Brinell hardness) is low. 
Therefore, at times microhardness testing may be prudent. 

 
References cited in this section 

17. G.J. BIEFER, THE STEPWISE CRACKING OF LINE-PIPE STEELS IN SOUR ENVIRONMENTS, 
MATER. PERFORM., VOL 21, 1982, P 19 

18. A. IKEDA ET AL., "INFLUENCE OF ENVIRONMENTAL CONDITIONS AND METALLURGICAL 
FACTORS ON HYDROGEN INDUCED CRACKING OF LINE PIPE STEEL," PAPER 80, 
CORROSION '80, CHICAGO, 1980 

19. P.F. TIMMINS, ASSESSING HYDROGEN DAMAGE IN SOUR-SERVICE LINES AND VESSELS IS 
KEY TO PLANT INSPECTION, OIL AND GAS JOURNAL, 5 NOV 1984 

20. R.T. HILL AND M. IINO, CORRELATION BETWEEN HYDROGEN-INDUCED BLISTER 
CRACKING OF STRESSED AND UNSTRESSED SPECIMENS, CURRENT SOLUTIONS TO 
HYDROGEN PROBLEMS IN STEELS, AMERICAN SOCIETY FOR METALS, 1982, P 196-199 

21. R.D. KANE ET AL., "REVIEW OF HYDROGEN INDUCED CRACKING OF STEELS IN WET H2S 
REFINERY SERVICE," PAPER PRESENTED AT THE INTERNATIONAL CONFERENCE OF 
INTERACTION OF STEELS WITH HYDROGEN IN PETROLEUM INDUSTRY PRESSURE VESSEL 
SERVICE (PARIS, FRANCE, 28-30 MARCH, 1989), MATERIALS PROPERTIES COUNCIL, INC. 

22. R.D. MERRICK AND M.L. BULLEN, "PREVENTION OF CRACKING IN WET H2S 
ENVIRONMENTS," PAPER 269, CORROSION '89, NEW ORLEANS, 1989 

23. J.P. RIBBLE ET AL., THE EFFECT OF METALLURGICAL AND ENVIRONMENTAL VARIABLES 
ON HYDROGEN-INDUCED CRACKING OF STEELS, 1990 MECHANICAL WORKING AND STEEL 
PROCESSING PROCEEDINGS, VOL XXVIII, P 499-505 

24. C.C. SEASTROM, 1990 MECHANICAL WORKING AND STEEL PROCESSING PROCEEDINGS, VOL 
XXVIII, P 507-515 



25. T.G. GOOCH, HARDNESS AND STRESS CORROSION CRACKING OF FERRITIC STEEL, WELD. 
INST. RES. BULL., VOL 23 (NO. 8), 1982, P 241-246 

26. D.J. KOTECKI AND D.G. HOWDEN, WET SULFIDE CRACKING OF SUBMERGED ARC 
WELDMENTS, PROC. API, VOL 52 (III), 1972, P 631-653 

27. "CONTROLLING WELD HARDNESS OF CARBON STEEL REFINERY EQUIPMENT TO PREVENT 
ENVIRONMENTAL CRACKING," RECOMMENDED PRACTICE 942, 2ND ED., AMERICAN 
PETROLEUM INSTITUTE, 1983 

28. "METHODS AND CONTROLS TO PREVENT IN-SERVICE CRACKING OF CARBON STEEL (P-1) 
WELDS IN CORROSIVE PETROLEUM REFINERY ENVIRONMENTS," NACE RP-04-72 (1976 
REVISION), NATIONAL ASSOCIATION OF CORROSION ENGINEERS, 1976 

29. "SULFIDE STRESS CRACKING RESISTANT METALLIC MATERIALS FOR OIL FIELD 
EQUIPMENT," NACE MR-01-75 (1980 REVISION), NATIONAL ASSOCIATION OF CORROSION 
ENGINEERS, 1980 

Failure Control in Process Operations 

P.F. Timmins, Risk Based Inspection Inc. 

 

Practical Life Assessment in Creep Regime 

Replication Methods. Surface replication is a well-known sample preparation technique that can be used to assess the 
condition of high-temperature power plant and petrochemical components from creep damage. The usual method of 
metallographic investigation involves cutting large pieces from components, which thus renders the component unfit for 
service. In contrast, surface replication allows examination of microstructural damage without cutting sections from the 
component (see the article "Replication Microscopy Techniques for NDE" in the ASM Handbook, Volume 17, 
Nondestructive Evaluation and Quality Control, 1989). 

Replication techniques are sufficiently sophisticated to allow classifications of microstructural damage (such as in Table 
7, for example) that can be directly correlated to life fractions (Fig. 10). A distinct correlation exists for these data, such 
that a minimum and maximum remaining life fraction can be specified such as in Table 8, for example (Ref 30, 31). For 
assessed consumed life fraction, X, after exposure time, Texp, the remaining life (Trem) is  

TREM = TEXP (1/X - 1)  

The qualitative-quantitative relation is advantageous because data from surface replication can be predictive in terms of 
generating a conservative minimum- and a maximum-life estimate. The maximum life is useful in predictive maintenance 
environment, as it would dictate the planning of future repairs or replacement. 

TABLE 7 NEUBAUER CLASSIFICATION OF CREEP DAMAGE 

DAMAGE LEVEL 
(NEUBAUER)  

DESCRIPTION  RECOMMENDED ACTION  

1  UNDAMAGED  NO CREEP DAMAGE DETECTED  
2  ISOLATED  OBSERVE  
3  ORIENTED  OBSERVE, FIX INSPECTION INTERVALS  
4  MICROCRACKED  LIMITED SERVICE UNTIL REPAIR  
5  MACROCRACKED  IMMEDIATE REPAIR  

Source: Ref 30 



TABLE 8 CORRELATION OF DAMAGE LEVEL AND LIFE FRACTION CONSUMED 

REMAINING LIFE FACTOR 
(1/X - 1)  

DAMAGE LEVEL  CONSUMED LIFE 
FRACTION 
RANGE X  MINIMUM  MAXIMUM  

1  0.00-0.12  7.33  UNKNOWN  
2  0.04-0.46  1.17  24.00  
3  0.3-0.5  1.0  2.33  
4  0.3-0.84  0.19  2.33  
5  0.72-1.00  0 = FAILED  0.39  

Source: Ref 31 

 

FIG. 10 RELATION BETWEEN NEUBAUER DAMAGE RATING (TABLE 7) AND CONSUMED LIFE FRACTION. 
SOURCE: REF 30, 31 

Parametric Methods. Extrapolation to service stress and temperature are performed using the appropriate extrapolation 
rule of the general form  

P( ) = C(T, TRUP)  

where the stress ( ), temperature (T), and rupture life (Trup) are related by various functional form P and C, such as the 
frequently used Larson-Miller parametric relation (Ref 32) where  

P = (TD + 460) (C + LOG LD) × 10-3  

where C is a constant and P is the Larson-Miller parameter, Td is the design steel temperature, and Ld is the design life. By 
adopting the preceding approaches, either singularly or combined (depending on the availability of data), useful practical 
assessments of the remaining life of refinery equipment in the creep regime can be achieved. 
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Introduction 

STRESS-CORROSION CRACKING (SCC) is a cracking phenomenon that occurs in susceptible alloys, and is caused by 
the conjoint action of a tensile stress and the presence of a specific corrosive environment. For SCC to occur on an 
engineering structure, three conditions must be met simultaneously, namely, a specific crack-promoting environment 
must be present, the metallurgy of the material must be susceptible to SCC, and the tensile stresses must be above some 



threshold value. This cracking phenomenon is of particular interest to users of potentially susceptible structural alloys, 
because SCC occurs under service conditions, which can result, often without any prior warning, in catastrophic failure. 
Many different mechanisms for SCC have been proposed, but in general these mechanisms can be divided into two 
general groups, namely the anodic dissolution mechanisms and cathodic mechanisms. The parameters that control SCC 
can be divided into materials, environmental, and mechanical parameters. In this article, an overview of the SCC behavior 
of different engineering materials is presented with emphasis on carbon and low-alloy steels, high-strength steels, 
stainless steels, nickel-base alloys, aluminum alloys, and titanium alloys. Although these materials do not encompass all 
materials susceptible to SCC, they comprise the most commonly used materials in a wide range of industries. 

Stress-Corrosion Cracking and Hydrogen Embrittlement 

Gerhardus H. Koch, CC Technologies, Inc. 

 

Key Factors of SCC 

Materials Factors. The alloy composition and microstructure have a great effect on the susceptibility of a material to 
SCC in a particular environment. The bulk alloy composition may affect the formation and stability of a protective film 
on the surface. The alloy composition includes the nominal composition, the presence of constituents, and the presence 
and composition of impurities or trace elements. The metallurgical condition, which affects the susceptibility to SCC, 
includes the strength level, the presence of phases in the matrix and at the grain boundaries, the composition of the 
phases, the grain size and orientation, grain-boundary segregation, and residual stresses. 

An example of strong influence of alloy composition and microstructure on the susceptibility to SCC is given by 
austenitic stainless steels, where chromium and molybdenum promote the formation of passive films on the surface. Trace 
elements such as carbon at concentrations greater than 0.03 wt%, may cause sensitization by forming chromium carbides 
at the grain boundaries and depleting zones around the carbides of chromium, thereby rendering the steel susceptible to 
intergranular SCC (IGSCC). Austenitic stainless steels will fail transgranularly in high-temperature chloride solutions. 

Similarly, the susceptibility of aluminum alloys to SCC strongly depends on the microstructure, which can be modified by 
heat treatment. The 7000 series aluminum alloys are precipitation-hardening alloys, and the peak-aged microstructure 
(T6) is the most susceptible to SCC. Overaging to the T76 or T73 condition usually reduces or eliminates the 
susceptibility to cracking. Peak aging of this alloy results in a fine distribution of coherent precipitates, which give 
strength to the alloy. However, the heat treatment also results in the formation of large incoherent precipitates at the grain 
boundaries and the depletion of solute in the region adjacent to the grain boundaries. 

Environmental Factors. Stress-corrosion cracking of susceptible alloys is environment specific. The environmental 
effects can simply be summarized by listing the alloy/environment combinations in which SCC has been observed. Table 
1 (Ref 1) shows a partial list of alloy/environment combinations, which has, in recent years, increased in number. For 
example, transgranular SCC of copper and SCC of stainless steels and nickel-base alloys in high-purity water can be 
added to the list. Although a list such as shown in Table 1 can be used as a general guideline for materials selection, it 
should be realized that SCC depends on a great many factors other than the bulk environment. Environments that cause 
SCC are usually but not necessarily aqueous, and specific environmental parameters must be in specific ranges for 
cracking to occur. These include, but are not limited to:  

• TEMPERATURE  
• PH  
• ELECTROCHEMICAL POTENTIAL  
• SOLUTE SPECIES  
• SOLUTE CONCENTRATION  
• OXYGEN CONCENTRATION  

TABLE 1 ALLOY/ENVIRONMENT SYSTEMS EXHIBITING SCC 

ALLOY  ENVIRONMENT  



CARBON STEEL  HOT NITRATE, HYDROXIDE, AND CARBONATE/BICARBONATE 
SOLUTIONS  

HIGH-STRENGTH 
STEELS  

AQUEOUS ELECTROLYTES, PARTICULARLY WHEN 
CONTAINING H2S  

AUSTENITIC STAINLESS 
STEELS  

HOT, CONCENTRATED CHLORIDE SOLUTIONS; CHLORIDE-
CONTAMINATED STEAM  

HIGH-NICKEL ALLOYS  HIGH-PURITY STEAM  
-BRASS  AMMONIACAL SOLUTIONS  

ALUMINUM ALLOYS  AQUEOUS CL-, BR-, AND I- SOLUTIONS  
TITANIUM ALLOYS  AQUEOUS CL-, BR-, AND I- SOLUTIONS; ORGANIC LIQUIDS; N2O4  
MAGNESIUM ALLOYS  AQUEOUS CL- SOLUTIONS  
ZIRCONIUM ALLOYS  AQUEOUS CL- SOLUTIONS; ORGANIC LIQUIDS; I2 AT 350 °C (660 

°F)  

Source: Ref 1 

Changing any of these environmental parameters may significantly affect the crack nucleation process or the rate of crack 
propagation. Although the parameters listed above are important in controlling the rate of SCC, conditions inside a 
propagating crack and at the crack tip, which actually control the crack propagation process, are often quite different from 
the so-called bulk environmental parameters. The pH inside cracks often differs from that in the bulk environment. In 
low-alloy steels containing about 1 wt% Cr, dissolution and hydrolysis of chromium can result in a lowering of the pH to 
values near 4 (Ref 2). 

In the case of stainless steels, the pH value in cracks can range from 0 to 3, with the lowest pH values associated with 
concentrated salt solutions containing chromium and ferrous ions. The pH inside cracks of aluminum and aluminum 
alloys is generally in the range of 3 to 4, while the pH inside propagating cracks in titanium alloys can be as low as 1 (Ref 
2). 

Stress-corrosion cracking consists of a crack nucleation and propagation phase. Very little is known about the conditions 
that control the nucleation of a crack, other than that the thermodynamic and kinetic conditions must be right for the crack 
to nucleate. For example, for anodically assisted SCC, metal dissolution and subsequent formation of a protective oxide 
film must be thermodynamically possible. The thermodynamic requirement of simultaneous dissolution and film 
formation has led to the identification of critical potentials at which SCC can occur. The thermodynamic conditions at 
which dissolution and film forming occurs is described by potential-pH (Pourbaix) diagrams. For example, the Pourbaix 
diagram in Fig. 1 describes the conditions at which metal dissolution and film formation on carbon steel can occur in 
different environments such as phosphate, nitrate, and carbonate/bicarbonate solutions. The effects of many of the 
external parameters listed above, such as pH, temperature, potential, and solute and oxygen concentration can have a great 
effect on thermodynamic stability and thus on the susceptibility to SCC. The diagram indicates that severe susceptibility 
to SCC is encountered when a protective film such as carbonate, phosphate, or magnetite is thermodynamically stable. 



 

FIG. 1 RELATIONSHIP BETWEEN PH-POTENTIAL CONDITIONS FOR SCC SUSCEPTIBILITY OF CARBON STEEL IN 
VARIOUS ENVIRONMENTS AND THE STABILITY REGIONS FOR SOLID AND DISSOLVED SPECIES ON THE 
ELECTROCHEMICAL EQUILIBRIUM DIAGRAM. REF 1 

In addition to the thermodynamic stability requirements for crack nucleation and propagation, kinetic requirements also 
need to be met. As in the thermodynamic requirements for SCC, environmental parameters such as potential, pH, solute 
and oxygen concentration, temperature, and crack-tip chemistry have a strong effect on the crack nucleation and crack 
growth kinetics. Figure 2 shows examples of potentiodynamic polarization curves for alloy 600, alloy 800, and type 304 
stainless steel in a 10% NaOH solution at 288 °C (550 °F), indicating the various potential regions for susceptibility to 
SCC. The figure shows that for all three alloys the active-passive transition region presents the critical potential range for 
SCC to occur. However, the critical potentials, as well as the mode of cracking, are different for each alloy. 

 

FIG. 2 POTENTIODYNAMIC POLARIZATION CURVES AND POTENTIAL VALUES AT WHICH INTERGRANULAR AND 
TRANSGRANULAR SCC OCCURS IN A 10% NAOH SOLUTION AT 288 °C (550 °F). (A) ALLOY 600, (B) ALLOY 



800, (C) TYPE 304 STAINLESS STEEL. SOURCE: REF 1 

Mechanical Factors. Threshold stresses and stress-intensity factors, the presence of a stress-independent crack-growth 
regime, and the dependence of cracking to strain rate are important features in determining the susceptibility of alloys to 
SCC. The threshold stress is typically the stress value obtained from constant-load testing below which SCC does not 
occur and can serve as a simple measure for susceptibility of a material to SCC in a certain environment. 

The stress-intensity factor (K) is a parameter that describes the relationship between the applied stress and crack length 
for specific specimen geometries. Figure 3 shows the stress-intensity factor K as a function of the crack propagation rate 
da/dt. The threshold is defined in this figure by the minimum detectable crack growth rate. The threshold stress intensity 
is generally associated with the development of a plastic zone at the crack tip. Stage I crack growth shows a rapid increase 
in crack growth rate, while in Stage II the crack growth rate is independent of the stress intensity. 

 

FIG. 3 SCHEMATIC DIAGRAM OF STRESS-CORROSION CRACK VELOCITY AS A FUNCTION OF STRESS-
INTENSITY FACTOR K 

The stress-corrosion crack propagation is usually studied with linear elastic fracture mechanics (LEFM), which assumes 
little plasticity at the tip of the propagating crack, such that the stress state is triaxial or plane strain. When the plastic zone 
size exceeds a certain value, either by increased stress, by propagation in a ductile material, or by crack propagation in a 
thin member, the stress state becomes biaxial or plane stress, and LEFM is not applicable. Then the more fundamental 
parameters, the energy release rate or J-integral, can be applied to describe the propagating stress-corrosion crack (Ref 3). 



The slow-strain-rate technique provides an excellent way to determine the susceptibility of an alloy to SCC (Ref 4, 5). 
However, the strain-rate behavior strongly depends on the alloy/environment combination. For example, for most 
materials the critical strain rate, at which the maximum susceptibility is obtained, is 10-6/s. This critical strain rate points 
to a cracking mechanism whereby the rate of anodic dissolution is equal to the rate of protective film formation. If a 
higher strain rate is applied, the mechanical fracture will be more rapid than the rate of anodic dissolution. On the other 
hand, when a lower strain rate is applied, anodic dissolution will continue to blunt the crack, and SCC cannot occur. 
When other SCC mechanisms are predominant, the critical strain rate may be at a higher value, as is often the case with 
internal hydrogen embrittlement, or there may be no critical value, which occurs when the susceptibility decreases with 
decreasing strain rate. This has been observed in cases where the mechanism of SCC is thought to be hydrogen 
embrittlement. 
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Stress-Corrosion Cracking Mechanisms 

It is unlikely that a single mechanism for SCC exists. The specific mechanism that is operative depends on the type of 
material, environment, and loading conditions. Although many models have been proposed, they can be divided into two 
main groups, namely those based on anodic dissolution and those that involve mechanical fracture. 

Anodic Dissolution Models. The SCC mechanisms, which fall under the anodic dissolution model include the active 
path intergranular SCC and the film-rupture model. The active-path intergranular SCC results from a difference in alloy 
composition at the grain boundary, and the crack velocity can be described by Faraday's equation:  

DA/DT = IAM/ZF   

where ia is the anodic current density, M is the atomic weight, z is the valence, F is Faraday's constant, and is the 
material density. This equation assumes that the crack tip remains bare, and that the crack walls remain relatively inactive. 
It has been shown (Ref 6) that the Faradaic relationship is applicable to various material/environment combinations (see 
Fig. 4). 



 

FIG. 4 RELATIONSHIP BETWEEN THE AVERAGE CRACK-PROPAGATION RATE AND THE OXIDATION (I.E., 
DISSOLUTION AND OXIDE GROWTH) KINETICS ON A STRAINING SURFACE FOR SEVERAL DUCTILE 
ALLOY/AQUEOUS ENVIRONMENT SYSTEMS (REF 6) 

The film-rupture SCC model assumes that the stress at the crack tip acts to open the crack tip and rupture the protective 
surface film. The bare metal then dissolves rapidly, resulting in crack growth. There are essentially two schools of 
thought, one assuming that the crack tip remains bare because the rate of dissolution is higher than the rate of 
repassivation (Ref 7, 8). The second assumes that the crack tip repassivates completely and is periodically fractured by 
the emergence of slip steps (see Fig. 5) (Ref 9, 10, 11, 12). Although considerable evidence has been found for both 
mechanisms, crack arrest markings or striations have been found on both intergranular and transgranular fracture surfaces, 
supporting the notion that crack propagation in both cases is discontinuous. However, because transgranular SCC fracture 
surfaces have very sharp cleavage markings, which match precisely on opposite fracture surfaces, a film rupture and 
dissolution model is not a likely mechanism for transgranular SCC (Ref 13). 



 

FIG. 5 SCHEMATIC REPRESENTATION OF CRACK PROPAGATION BY THE FILM-RUPTURE MODEL. (A) CRACK TIP 
STAYS BARE AS A RESULT OF CONTINUOUS DEFORMATION (REF 7, 8). (B) CRACK TIP PASSIVATES AND IS 
RUPTURED REPEATEDLY (REF 9, 10, 11, 12). 

Mechanical Fracture Models. There are several proposed SCC models that fall under this category. These include the 
corrosion tunnel model, the adsorption-enhanced plasticity model, the tarnish rupture model, the film-induced cleavage 
model, the adsorption-induced brittle fracture model, and the hydrogen embrittlement model. 

The corrosion tunnel model assumes that tunnels of corrosion form at the crack tip until the remaining ligaments 
fracture in a ductile manner. The crack would thus propagate by alternating corrosion and ductile rupture, which would 
result in a grooved fracture surface with evidence of microvoid coalescence on the peaks, as is illustrated in Fig. 6(a). 
Silcock and Swann (Ref 14) pointed out that this mechanism is not consistent with fractographic features on stainless 
steels and suggested that the stress at the crack tip changes the morphology of the corrosion damage, such that the tunnels 
become flat slots (Fig. 6b). It was concluded that transgranular SCC of austenitic stainless steels could be explained in 
terms of this model and the formation and mechanical separation of corrosion slots (Ref 14). 



 

FIG. 6 CORROSION TUNNEL MODELS. (A) SCHEMATIC OF TUNNEL MODEL SHOWING THE NUCLEATION OF A 
CRACK BY THE FORMATION OF CORROSION TUNNELS AT SLIP STEPS AND DUCTILE DEFORMATION AND 
FRACTURE OF THE REMAINING LIGAMENTS. (B) SCHEMATIC DIAGRAM OF THE TUNNEL MECHANISM OF SCC 
AND FLAT-SLOT FORMATION AS PROPOSED IN REF 14 

The adsorption-enhanced plasticity model for SCC assumes that certain species from the environment adsorb to the 
crack tip by chemisorption (Ref 15, 16, 17). Fractographic studies were used to demonstrate that transgranular cleavage 
occurs by slip at the crack tip in conjunction with the formation of microvoids ahead of the crack. Further, the 
chemisorption supposedly facilitates the nucleation of dislocations at the crack tip, promoting the shear process 
responsible for the cleavagelike fracture. Although fractography has not offered any direct evidence of the validity of this 
model, similarities between the different types of failure, SCC, liquid metal embrittlement (LME), and hydrogen 
embrittlement (HE), may be explained by the adsorption-enhanced plasticity model. 

The tarnish rupture model explains both transgranular and intergranular SCC by the formation of a brittle surface film 
that fractures under applied stress (Ref 18, 19). When the film fractures, bare metal is exposed to and reacts rapidly with 
the environment to form a new surface film. Thus, by this mechanism, the crack propagates by alternating film growth 
and fracture. This model predicts discontinuous crack propagation, which would result in crack-arrest markings on the 
fracture surface and also in penetration of the film ahead of the crack tip. 

The film-induced cleavage model proposes that dealloying and/or vacancy injection could induce brittle fracture (Ref 
20). Sieradzki and Newman (Ref 21) developed this concept into a model where a surface film could induce cleavage 
fracture by assuming that a thin film forms on the surface. According to this model, a brittle crack nucleates in this film 
and propagates through the film across the film-substrate interface into the ductile metal substrate. Once the crack enters 
the ductile metal, it will continue to propagate in a brittle manner for some time and will eventually blunt and stop, after 
which the process of film formation and brittle fracture repeats itself. 



The adsorption-induced brittle fracture or stress-sorption model is based on the assumption that adsorption of 
species from the environment can lower the interatomic bond strength and the stress required for cleavage fracture (Ref 
21, 22). Similar mechanisms have been proposed for liquid metal embrittlement and hydrogen embrittlement (Ref 23). 
According to this model the crack propagates continuously, with the crack propagation rate controlled by the rate at which 
the embrittling species arrive at the crack tip. The model does not explain how a sharp crack tip can be maintained in an 
otherwise ductile material. 

The hydrogen embrittlement model has been proposed as an operating mechanism for several material/environment 
systems. Hydrogen can enter an alloy lattice from both gaseous and aqueous phases. In an aqueous phase where corrosion 
reactions take place, both anodic and corresponding cathodic reactions occur. In many cases, hydrogen ion reduction is 
the cathodic reaction where hydrogen atoms are formed on the surface. While some of the hydrogen atoms combine to 
form hydrogen gas, other hydrogen atoms remain adsorbed to the surface. Because of the high partial hydrogen pressure 
or fugacity (thousands of psi), there exists a driving force for the hydrogen atoms to be absorbed into the lattice. 

Hydrogen-induced cracking has been proposed as the SCC mechanism for carbon and high-strength ferritic steels, nickel-
base alloys, titanium alloys, and aluminum alloys. 

 
References cited in this section 

6. R.N. PARKINS, BR. CORROSION J., VOL 14, 1979, P 5 
7. H.J. ENGLE, IN THEORY OF STRESS-CORROSION CRACKING IN ALLOYS, NATO, 1971, P 86 
8. J.C. SCULLY, CORROS. SCI., VOL 15, 1975, P 207 
9. D.A. VERMILYEA, J. ELECTROCHEM. SOC., VOL 119, 1972, P 405 
10. D.A. VERMILYEA, IN STRESS-CORROSION CRACKING AND HYDROGEN EMBRITTLEMENT OF 

IRON BASE ALLOYS, NACE, 1977, P 208 
11. R.W. STAEHLE, THEORY OF STRESS-CORROSION CRACKING IN ALLOYS, NATO, 1971, P 223 
12. R.W. STAEHLE, IN STRESS-CORROSION CRACKING AND HYDROGEN EMBRITTLEMENT OF IRON 

BASE ALLOYS, NATIONAL ASSOCIATION OF CORROSION ENGINEERS, 1977, P 37 
13. E.N. PUGH, CORROSION, VOL 41 (NO. 9), 1985, P 517 
14. J.M. SILCOCK AND P.R. SWANN, ENVIRONMENT-SENSITIVE FRACTURE OF ENGINEERING 

MATERIALS, Z.A. FOROULIS, ED., THE METALLURGICAL SOCIETY, 1979, P 133 
15. S.P. LYNCH, HYDROGEN EFFECTS IN METALS, A.W. THOMPSON AND I.M. BERNSTEIN, ED., 

THE METALLURGICAL SOCIETY, 1981, P 80 
16. S.P. LYNCH, MATER. SCI., VOL 15 (NO. 10), 1981, P 403 
17. S.P. LYNCH, J. MATER. SCI., VOL 20, 1985, P 3329 
18. A.J. FORTY AND P. HUMBLE, PHILOS. MAG., VOL 8, 1963, P 247 
19. E.N. PUGH, STRESS CORROSION CRACKING AND HYDROGEN EMBRITTLEMENT OF IRON BASED 

ALLOYS, NATIONAL ASSOCIATION OF CORROSION ENGINEERS, 1977, P 37 
20. A.J. FORTY, PHYSICAL METALLURGY OF STRESS CORROSION FRACTURE, T.N. RHODIN, ED., 

INTERSCIENCE, 1959, P 99 
21. K. SIERADZKI AND R.C. NEWMAN, PHILOS. MAG. A, VOL 5 (NO. 1), 1985, P 95 
22. H.H. UHLIG, PHYSICAL METALLURGY OF STRESS CORROSION FRACTURE, T.N. RHODIN, ED., 

INTERSCIENCE, 1959, P 1 
23. N.S. STOLOFF, ENVIRONMENT-SENSITIVE FRACTURE OF ENGINEERING MATERIALS, Z.A. 

FOROULIS, ED., THE METALLURGICAL SOCIETY, 1979, P 486 

 

 

 



Stress-Corrosion Cracking and Hydrogen Embrittlement 

Gerhardus H. Koch, CC Technologies, Inc. 

 

SCC of Carbon and Low-Alloy Steels 

Stress-corrosion cracking of carbon and low-alloy steels is a significant problem in several industries, including power 
generation, oil and gas production, gas transmission, oil refining and processing, and pulp and paper processing. 

Materials Factors. Alloying has a significant effect on the susceptibility of carbon steel to SCC in various environments. 
Table 2 gives an overview of the effect of alloying elements on the susceptibility to SCC of two low-alloy steels (Ref 24). 
It should be noted that the elements listed in the table not only affect SCC behavior, but also affect other properties such 
as strength and welding characteristics. The carbon content generally has a significant effect on the susceptibility to SCC, 
with the SCC resistance decreasing as the carbon content increases (Ref 25, 26, 27, 28). However, the SCC resistance of 
alloyed steel appears to be less dependent on the carbon content (Ref 29). Manganese has an adverse effect on the SCC 
resistance of medium-carbon steels in chloride environments, as well as in hydrogen sulfide and nitrate environments (Ref 
25, 30, 31). High sulfur and phosphorus alloy concentrations have reduced the SCC resistance of carbon steel in hydrogen 
sulfide, as well as in nitrate solutions (Ref 32, 33). Nitrogen levels below 0.01% increase the susceptibility to SCC in 
nitrate solutions, but higher levels appear to be beneficial (Ref 34). The other alloying elements listed in Table 2 have 
generally a beneficial effect on SCC resistance. 

TABLE 2 EFFECT OF ALLOYING WITHIN NORMAL LIMITS ON THE SCC RESISTANCE OF 
MARTENSITIC LOW-ALLOY STEELS TO CHLORIDE 

ELEMENT  AISI 4120 (YIELD STRENGTH = 
1034 MPA, OR 150 KSI)  

AISI 4340 (YIELD STRENGTH = 
1172-1448 MPA, OR 170-210 KSI)  

CARBON  DECREASE  DECREASE  
MANGANESE  NO EFFECT  DECREASE  
NICKEL  INCREASE  NO EFFECT  
CHROMIUM  INCREASE  NO EFFECT  
MOLYBDENUM  INCREASE  NO EFFECT  
VANADIUM  INCREASE  . . .  
NIOBIUM  INCREASE  . . .  
TITANIUM  INCREASE  . . .  
ZIRCONIUM  INCREASE  . . .  
BORON  NO EFFECT  . . .  
COPPER  NO EFFECT  . . .  
SILICON  NO EFFECT  . . .  
SULFUR  BENEFICIAL  NO EFFECT  
PHOSPHORUS  DECREASE  NO EFFECT  
OXYGEN  DECREASE  . . .  
NITROGEN  DECREASE  NO EFFECT  

Source: Ref 24 

Low-carbon steels can be divided into ferritic-pearlitic and quenched-and-tempered types. Quenched-and-tempered heat 
treatments are applied to increase the yield strength above 621 MPa (90 ksi). Fine grain size generally increases the 
resistance of quenched-and-tempered steels to SCC in a number of environments (Ref 35, 36). Further, the presence of 
twinned martensite in these steels has an adverse effect on SCC resistance, as do the presence of carbides and high 
dislocation densities (Ref 37, 38, 39, 40). Martensitic microstructures generally provide the highest SCC resistance, 
particularly if fine spheroidized carbides are uniformly dispersed in the ferrite. A bainite structure also has a beneficial 
effect on SCC resistance (Ref 41), while untempered martensite is considered detrimental (Ref 42). 



Grain-boundary segregations, which contain elements such as phosphorus and sulfur, have an adverse effect on the 
intergranular SCC of carbon steel in several environments (Ref 43). Other elements that promote intergranular SCC 
include arsenic, tin, and antimony (Ref 44). Finally, intermetallic inclusions, such as sulfides, have been shown to act as 
nucleation sites for cracking and also to accelerate crack propagation (Ref 45, 46). 

Mechanical Factors. The strength level has a significant effect on the resistance of carbon steels to SCC, with the 
resistance decreasing as the strength is increased (Ref 47). Steels with yield strengths less than 1241 MPa (180 ksi) are 
often considered resistant to aqueous chloride SCC (Ref 48). However, because SCC has occasionally been observed in 
lower-strength steels, the assumption has been made that steels should have yield strengths below 689 MPa (100 ksi) to 
be resistant to SCC (Ref 49). 

Environmental Factors. There are several environments that can induce SCC in carbon and low-alloy steels. Some of 
these environments, which are specific to certain industrial applications, will be discussed in the following paragraphs. 

Aqueous Chlorides. Stress-corrosion cracking is common to various industries in which aqueous chlorides are 
encountered, including marine, aerospace, power generation, oil and gas production and refinement, and construction. 
Although SCC is generally associated with the presence of an aqueous phase, it has been reported in vapor, with crack 
growth rates increasing with an increase in relative humidity (Ref 50). 

Although chloride concentration has little effect on the KIscc (Ref 51), it does increase crack propagation rates, with the 
effect more pronounced at the lower chloride concentrations (Ref 52, 53). Lowering the pH and increasing the 
temperature were found to have significant detrimental effects on the SCC resistance (Ref 54, 55, 56). 

Hydrogen Sulfide. Stress-corrosion cracking in environments that contain hydrogen sulfide commonly occurs in the 
production, transmission, and refining of oil and gas, and failures have been reported on gas and oil well tubulars, 
wellhead equipment, pipelines, process piping, and pressure vessels. It is generally assumed that water must also be 
present, and that the susceptibility to cracking increases with increasing hydrogen sulfide concentration. 

The pH level in solutions that contain hydrogen sulfide has been found to have a significant effect on the susceptibility of 
steels to SCC. Although SCC can occur at pH levels up to about 9, and up to about 12 for steels with high strengths, 
reduced pH values will result in a decrease in SCC threshold levels (Ref 57, 58, 59, 60). Increased temperatures have 
been found to decrease the susceptibility to SCC in hydrogen sulfide, with the maximum susceptibility to SCC near room 
temperature (Ref 61, 62). 

Stress-corrosion cracking in hydrogen sulfide, also termed hydrogen sulfide cracking, has been attributed to a hydrogen 
embrittlement mechanism. 

Sulfuric Acid. Stress-corrosion cracking of steel in sulfuric acid is generally associated with high strength levels and is 
suggested to be analogous to SCC in aqueous chloride solutions (Ref 63). 

Hydrogen Gas. Cracking of carbon steels has been reported in pressure vessels containing high-pressure hydrogen gas 
and has been associated with weld and nozzle forgings of medium-strength steels (Ref 64, 65). It was demonstrated that 
the susceptibility to cracking in hydrogen gas increases with increasing strength of the steel (Ref 66, 67). Although 
cracking has been observed over a wide range of temperatures, the maximum susceptibility occurs at or near room 
temperature (Ref 68). The presence of small amounts of oxygen or sulfur dioxide was shown to inhibit cracking in 
gaseous hydrogen (Ref 69, 70). 

Caustic Solutions. Stress-corrosion cracking of carbon steel in sodium hydroxide or caustic solution has been well 
documented and has been most commonly associated with steam boilers. Caustic cracking has also been identified as the 
cause of cracking of continuous digesters used in the pulp and paper industry (Ref 71). Cracking generally occurs in 
highly stressed areas where the caustic can concentrate. Plastic deformation is considered to be a prerequisite for caustic 
cracking (Ref 72, 73). Stress-corrosion cracking occurs over a wide range of hydroxide concentrations, between 5 and 
70%, and in a temperature range of 100 to 349 °C (212 to 660 °F) (Ref 72, 74, 75). 

Caustic cracking has been shown to occur in a very narrow range of electrochemical potentials near the active-passive 
transition on polarization diagrams (Ref 76, 77). This potential range is though to be associated with the presence of a 
protective magnetite film. Small additions of oxygen and/or chlorides promote SCC, while addition of larger amounts 
promote passivation by having a strong oxidizing effect and hence inhibit cracking (Ref 78, 79). 



Ammonia. Carbon steels have been used widely for transportation and storage of ammonia. Recent surveys have shown 
that a large number of leaks could be attributed to SCC (Ref 80). Stress-corrosion cracking in this environment has been 
found in cold-formed and welded steel (Ref 80), and the presence of oxygen and carbon dioxide is required for cracking 
to occur (Ref 81). 

Carbonate/Bicarbonate Solutions. Stress-corrosion cracking of natural gas transmission pipelines has been attributed 
to aqueous solutions of carbonate/bicarbonate (CO3-HCO3) and occurs over a very limited potential range from about -
670 to -770 mV versus Cu/CuSO4 at 75 °C (Ref 82, 83). This potential range is associated with the active-passive 
transition in a potentiodynamic polarization curve. Stress-corrosion cracking also occurs over a limited pH range around 
9. The mechanism of this specific form of SCC is anodic dissolution-film rupture. Plastic deformation at the crack tip 
ruptures the protective passive film and exposes fresh metal which undergoes anodic dissolution. Depending on the 
dissolution rate and the crack extension rate, the crack tip may repassivate or continue to propagate. Passivation of the 
crack walls maintains a sharp aspect ration of the crack, which is necessary to concentrate plasticity at the crack tip. 

Recently, transgranular SCC on pipelines was discovered, which was correlated with low-pH (pH <8) dilute CO2-
containing environments (Ref 84, 85). This form of SCC has been termed low-pH or nonclassical SCC. In contrast with 
the high-pH SCC, low-pH SCC does not appear to be sensitive to potential, and in fact it was demonstrated that the 
severity of low-pH SCC does not increase with increasing negative potential. Comparing low-pH with high-pH SCC also 
has demonstrated that while the high-pH cracking occurs under constant load or constant displacement testing, the low-
pH cracking does not occur under these loading conditions. The latter exhibits crack growth only under cyclic loading 
conditions (Ref 86). The most plausible mechanism for crack propagation in the low-pH environment is a hydrogen-
related mechanism, with the most likely source of hydrogen being carbonic acid, which is formed by the dissolution of 
CO2 in the ground water. 
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Stress-Corrosion Cracking and Hydrogen Embrittlement 

Gerhardus H. Koch, CC Technologies, Inc. 

 

SCC of High-Strength Steels 

Steels with yield strengths greater than 1240 MPa (180 ksi) fall under the general group of high-strength steels (Ref 54). 
The steels in this group include quenched-and-tempered low-alloy steels and maraging steels. These steels are all highly 
susceptible to SCC, even in benign environments, such as water vapor, which would only cause minimal corrosion. The 
quenched-and-tempered steels have a tempered martensitic microstructure, where carbon is an important alloying 
element. These high-strength steels come in a low-alloy and a high-alloy variety. Maraging steels obtain their strength 
from martensite formation, followed by the growth of precipitates, such as Ni3Mo and Ni3Ti, during aging, and unlike in 
the case of the quenched-and-tempered steels, carbon is not an alloying element but rather an impurity, which reduces the 
strength and fracture toughness by forming TiC (Ref 87). 

Material Factors. Although alloying elements have a significant effect on the resistance of a steel to SCC, these effects 
are difficult to assess, because they also may influence the yield strength, which in turn affects the susceptibility to SCC. 
For example, titanium is known to increase the resistance of maraging steel to SCC, but also increases the yield strength 
contributing to a decrease in resistance to SCC (Ref 88). The effect of carbon is detrimental to the SCC resistance (KIscc) 
of AISI 4340 steel up to a concentration of 0.4% (Ref 89, 90). Likewise, manganese addition in amounts up to 3% lowers 
the resistance to SCC. Other elements investigated include phosphorus ( 0.05%), sulfur ( 0.03%), chromium (
2.5%), molybdenum ( 1.2%), cobalt ( 3.5%), and silicon, none of which were found to affect the resistance to SCC. 
Finally, nickel has been shown to have little effect on SCC when present in concentrations of up to 9%. 

The effect of silicon addition on the SCC susceptibility has been researched in detail (Ref 91, 92). Although small 
amounts of silicon do not affect SCC, concentrations above 1.5% have been found to decrease crack growth and increase 
the time to failure. On the other hand, the combined effect of silicon and manganese was found to lower the KIscc, by 
promoting phosphorus segregation during austenitization (Ref 92). 

Maraging and quenched-and-tempered steels exhibit different susceptibilities to SCC, with the former having high 
resistance and the latter low resistance to SCC (Ref 93). Figure 7 shows the time-to-failure data for bend specimens 
subjected to alternate immersion in a 3.5% NaCl solution (Ref 94). While the time-to-failure is only hours or days for the 



D6-Air-Cooled (D6AC) steel at a yield strength of 100 MPa (220 ksi), the time to failure for the 18Ni-250 maraging steel 
is of the order of months for a yield strength of 1720 MPa (250 ksi). An explanation for the susceptibility to SCC of the 
quenched-and-tempered steels can be given in terms of a combination of factors, namely, the presence of carbide, high 
dislocation density, and coherency strains between twinned martensitic platelets, which lower the yield strength (Ref 93). 

 

FIG. 7 ALTERNATE-IMMERSION SCC DATA FROM SMOOTH BEND SPECIMENS (REF 94) 

Because SCC in high-strength steels is generally intergranular, it is obvious that the compositional variations at the grain 
boundaries are important. In all types of steel, residual elements tend to precipitate at the prior-austenite grain boundaries 
and exert their deleterious effect on SCC at these boundaries. Thus, if the prior-austenite grain size is made as fine as 
possible, a maximum in SCC resistance can be achieved. Austenitizing treatments of 18Ni-300 grade maraging steel were 
found to have little effect on KIscc, but the rate of stress-corrosion crack growth was found to decrease with decreasing 
prior-austenite grain size (Ref 95). 

Different annealing and aging treatments in 18Ni-300 maraging steel, reaching the same yield strength, do not affect the 
value of KIscc (Ref 96). However, the crack growth rate does increase with decreasing aging temperatures. Although SCC 
in high-strength steels is generally intergranular, the grain size was found to have no influence on the KIscc of AISI 4340 
steel, but a significant increase in crack velocity with increasing grain size was found. 

Figure 8 demonstrates that cold working of 18Ni maraging steels prior to aging decreases the susceptibility to SCC (Ref 
94). The figure further shows a ranking of the different types and treatments of steel. Ausforming and light tempering 
result in a significant increase in KIscc of H11 steel (Ref 97). Similar improvement in resistance to SCC has been shown in 
quenched-and-tempered D6AC steel (see Fig. 9). 



 

FIG. 8 RESULT OF BENT-BEAM TESTS IN AERATED DISTILLED WATER. SPECIMENS WERE EXPOSED AT 75% 
OF THE YIELD STRESS (REF 94). 

 

FIG. 9 EFFECT OF AUSFORMING ON SCC OF D6AC STEEL IN DISTILLED WATER (REF 97) 

Environmental Factors. High-strength steels are generally susceptible to most aqueous environments, including 
environments containing water vapor. The most common damaging species is chloride, while those environments that 
contain cathodic poisons are extremely harmful as well (Ref 93, 98). These include species such as arsenic, antimony, 
selenium, tellurium, and most importantly, sulfur. The poisons prevent the recombination of atomic hydrogen into 
molecular form, facilitating hydrogen to absorb into the steel matrix. Sulfur occurs in the form of H2S, which is naturally 
found in sour oil wells. 



Other environments that may promote SCC include aqueous solutions containing sulfate, phosphate and nitrate ions, and 
various organic compounds (Ref 54). 

The electrochemical potential and pH of a solution have a significant effect on the SCC of high-strength steels (Ref 47). 
Although an impressed cathodic potential has little effect on the KIscc of AISI 4340 steel in seawater or 3.5% NaCl 
aqueous solutions, it significantly affects the crack growth rate (see Fig. 10) (Ref 54, 88, 99, 100). Generally, the effect of 
pH on KIscc in SCC of quenched-and-tempered steel is small, except when it is below 1 or above 9. Highly acidic 
conditions promote cracking, and highly basic conditions reduce or even prevent cracking, presumably by preventing 
pitting corrosion. It is generally believed that the pH and potential at a propagating crack tip promote the local hydrogen 
ion reduction reaction and hence hydrogen absorption into the matrix and hydrogen embrittlement. 

 

FIG. 10 EFFECT OF APPLIED POTENTIAL ON CRACK GROWTH RATES OF VARIOUS STAINLESS STEELS IN AN 
AQUEOUS CHLORIDE ENVIRONMENT (REF 54) 

Mechanisms of SCC in High-Strength Steels. Extensive research has confirmed that hydrogen embrittlement is the 
most likely mechanism of SCC of high-strength low-alloy steel. Local environments, such as potential and pH at the tips 
of propagating cracks, were found conducive to conditions for hydrogen embrittlement. Similarities between fracture 
appearance of stress-corrosion cracks and cracks formed in gaseous hydrogen further confirmed a hydrogen-related 
fracture mechanism for SCC. 



The four principal fracture mechanisms that have been proposed are:  

• THE PRESSURE THEORY (REF 101)  
• THE SURFACE ENERGY THEORY (REF 102)  
• THE DECOHESION THEORY (REF 103, 104)  
• THE ENHANCED PLASTICITY THEORY (REF 106, 107, 108)  

The pressure theory (Ref 101) is based on the concept that molecular hydrogen precipitates in preexisting voids in the 
metal. When the pressure is built up in the voids, the resulting stress reduces the applied stress force fracture. This theory 
has not been supported by experimental evidence. 

The surface energy theory (Ref 102) postulates that hydrogen, adsorbed at the metal surface, acts to lower the surface free 
energy, lowering the stress required for cracking. Again no experimental support for this model has been offered. 

The decohesion model has been developed from Troiano's original theory that electrons donated from dissolved hydrogen 
enter the incompletely filled d-bond (Ref 103). The cohesive strength of the metal is then reduced by the increased 
electron density, which causes an increase in interatomic spacing. Experimental work by Fu and Painter (Ref 106) on iron 
aluminide has suggested that hydrogen embrittlement results from depletion of d-bonding charge from iron sites in the 
ordered aluminide lattice. 

The hydrogen-enhanced localized plasticity (HELP) model suggests that hydrogen in the lattice reduces the shear stress 
required for dislocation motion at the crack tip, easing the local plastic flow associated with crack propagation. This 
theory of hydrogen-induced SCC has been supported experimentally by Birnbaum's work on thin foils of several metals, 
including steel, using an environmental cell in a high-voltage transmission electron microscope (Ref 107, 108). 
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SCC of Stainless Steels 

Stainless steels are a group of iron-base alloys that contain a minimum of 11% Cr to prevent general corrosion in 
unpolluted atmospheric environments. The susceptibility of stainless steels to SCC strongly depends on the composition, 
microstructure, and heat treatment of the steels. Figure 11 shows a composite diagram of the alloys in the stainless steel 
family, starting from the basic Fe-19Cr-10Ni (304) stainless steel (Ref 109). The figure indicates four separate groups, 
namely, austenitic, ferritic, duplex, and martensitic and precipitation-hardening stainless steels. These different stainless 
steels can be susceptible to SCC in various environments, including aqueous chlorides, caustic, high-temperature pure 
water, polythionic acid thionates, sulfides, and radiation fields. The stainless steels of the four basic groups--austenitic, 
ferritic, duplex, and martensitic and precipitation-hardening stainless steels--will be discussed in some detail in the 
following sections. 



 

FIG. 11 SCHEMATIC DIAGRAM SHOWING COMPOSITIONAL AND PROPERTY LINKAGES IN THE STAINLESS 
STEEL FAMILY OF ALLOYS (REF 109) 

Austenitic stainless steels, based on the Fe-18Cr-10Ni alloy, are particularly susceptible to intergranular SCC in 
several environments. Sensitization of the microstructure of austenitic stainless steels is a feature that plays an important 
role in SCC of these steels, and considerable effort has gone into the development of alloys that resist sensitization. 
Carbon is present in austenitic stainless steels as austenite stabilizer. At concentrations between 0.03 and 0.7% C, the 
equilibrium structure at room temperature should contain austenite, -ferrite, and carbide (M23C6). Carbon concentrations 
up to 0.03% C should be soluble in austenite up to a temperature of 800 °C (1470 °F). Austenite that contains more than 
0.03% C precipitates M23C6 upon cooling below the solubility line (Ref 110). However, at relatively rapid cooling rates, 
the precipitation reaction is suppressed, and the austenite is supersaturated with carbon. If this supersaturated austenite is 
heated into the austenite + M23C6 field, precipitation of chromium-rich M23C6 will take place at the austenite grain 
boundaries. When the chromium does not diffuse back into the austenite adjacent to the grain-boundary carbides, a zone 
depleted of chromium will be formed around the carbides, which has lower resistance to corrosion. This type of structure, 
which is known as sensitized structure, can be obtained by slow cooling, heat treatment, elevated-temperature service, or 
welding (Ref 111). 

In order to minimize sensitization, various steps can be taken: (1) reduce the carbon concentration below 0.03% (for 
example, types 304L, 316L, and 317L stainless steels), (2) heat treat to rediffuse chromium back into the chromium-
depleted zone, and (3) add titanium (type 321 stainless steel) or niobium (type 347 stainless steel) to precipitate carbides 
at higher temperature, so that no carbon is left to precipitate as chromium-rich carbide. The latter treatments result in so-
called stabilized grades, which may suffer from another form of corrosion attack, known as knifeline attack (Ref 111). 
Carbon strengthens the matrix, and when its concentration is lowered, the strength may be reduced. To compensate for 
this loss in strength, nitrogen has been added as an alloying element (Ref 112). 



In addition to carbon, titanium, and niobium, which affect the degree of sensitization of austenitic stainless steels and 
hence their susceptibility to intergranular SCC, there are other alloying elements that affect the susceptibility to 
transgranular SCC (Fig. 12) (Ref 111, 113, 114). The elements designated "beneficial" are nickel, cadmium, zinc, silicon, 
beryllium, and copper. It should be noted that the beneficial effect of nickel only applies to austenitic stainless steels. 
Figure 12 further shows many elements that have a detrimental effect on SCC. 

 

FIG. 12 EFFECT OF VARIOUS ALLOYING ELEMENTS ON THE RESISTANCE OF AUSTENITIC STAINLESS STEELS 
TO SCC IN CHLORIDE SOLUTIONS (REF 111) 

The microstructure of austenitic stainless steels has a significant effect on the susceptibility to chloride SCC. The various 
phases and microstructural features found in stainless steels are shown schematically in Fig. 13 (Ref 115). The presence 
of ferrite improves the resistance to SCC by interference with cracks propagating across austenite grains. In order to be 
effective, a significant amount of ferrite is required, such that the alloy composition of duplex stainless steels is reached. 
The or phases have an effect on sensitization of grain boundaries, similar to that of carbides. However, few attempts 
have been made to study the effect of these phases on chloride SCC. 



 

FIG. 13 SCHEMATIC DRAWING OF THE MICROSTRUCTURAL FEATURES FOUND IN STAINLESS STEELS (REF 
115) 

Ferritic stainless steels have been reported to have high resistance to SCC (Ref 116, 117, 118). However, SCC of 
ferritic stainless steels has been reported for specific alloy/environment combinations (Ref 119, 120, 121). Materials 
factors that have been identified as detrimental to the chloride SCC cracking of ferritic stainless steels include the 
presence of certain alloying elements, sensitization, cold work, high-temperature embrittlement, and the precipitation of 

' (at 475 °C, or 887 °F) (Ref 109). Although it is not clear whether these effects are directly related to chloride SCC or 
represent manifestations of other phenomena such as hydrogen embrittlement or stress-aided intergranular corrosion, the 
effects can be detected in the standard boiling magnesium chloride test. 

The alloying elements that are detrimental to the resistance of ferritic stainless steel to chloride SCC, include copper, 
nickel, molybdenum (in the presence of nickel), cobalt (in the presence of molybdenum), ruthenium, sulfur, and carbon 
(Ref 109). Figure 14 shows that the concentrations of nickel and copper needed for cracking are relatively low (Ref 122). 
Similarly low concentrations for molybdenum and cobalt are needed for chloride SCC of ferritic stainless steels. 

 



FIG. 14 EFFECT OF COPPER AND NICKEL CONTENTS ON THE SCC RESISTANCE OF U-BEND SPECIMENS OF 
FERRITIC FE-18CR-2MO-0.35TI-0.015C-0.015N STAINLESS STEELS EXPOSED TO A MAGNESIUM CHLORIDE 
SOLUTION BOILING AT 140 °C (284 °F) (REF 122) 

Any structural features that reduce the ductility of ferritic stainless steels such as the formation of carbonitrides or ', and 
cold work can reduce the resistance of these steels to SCC (Ref 122, 123). 

Hydrogen embrittlement has been identified as the cause of SCC of ferritic stainless steels when they are cathodically 
polarized in aqueous environments (Ref 124, 125). For example, the super ferritic stainless steels 29-4C and Sea-Cure 
exhibit hydrogen embrittlement when they are cathodically polarized to potentials in the range of -0.9 to -1.4 V (SCE) 
(Ref 124). Hydrogen embrittlement of these alloys can also occur when they are exposed to acidic environments, or in the 
presence of hydrogen-ion recombination poisons. The fracture mode of hydrogen embrittlement in these superferritic 
stainless steels is transgranular cleavage. 

Duplex stainless steels with 10 to 28% Cr and 4 to 8% Ni contain both austenite and ferrite. An attractive feature of 
these alloys is that they have much higher strength than either the austenitic or the ferritic stainless steels. Although 
duplex stainless steels are susceptible to chloride SCC, the threshold stress for SCC is generally much higher for duplex 
stainless steels (Fig. 15) (Ref 126). The microstructural parameters that have a significant effect on the susceptibility to 
chloride SCC are the presence of phase and the ferrite content. The presence of phase has been shown to be 
detrimental to SCC resistance in boiling 35% MgCl2 at 125 °C (257 °F) (Ref 126). Ferrite has been shown to affect the 
resistance to chloride SCC in boiling 42% MgCl2, with the resistance reaching a maximum at 40% and decreasing on 
either side of this value (Ref 127, 128). 

 

FIG. 15 EFFECT OF APPLIED STRESS ON THE TIMES TO FAILURE OF VARIOUS STAINLESS STEELS IN A 
BOILING MAGNESIUM CHLORIDE SOLUTION (REF 126) 

Welding of duplex stainless steels may have a significant effect on the resistance to chloride SCC (Ref 111, 126). 
Welding can destroy the duplex structure of an annealed material by forming continuous regions of ferrite along the weld 



HAZ. In addition, welding can result in the formation of carbonitrides, ', and precipitate-free zones, which contribute to 
the susceptibility to SCC. 

Martensitic and precipitation-hardening stainless steels are used in heat-treated conditions when high strength is 
required. These steels are susceptible to SCC in aqueous chloride environments with or without sulfides present. The 
mechanism of SCC in aqueous chloride environments such as marine environments is generally accepted to be hydrogen 
embrittlement (Ref 121). Martensitic and precipitation-hardening alloys are susceptible to hydrogen embrittlement in 
marine environments at yield strengths above 1035 MPa (150 ksi) (Ref 129). In precracked specimens, hydrogen 
embrittlement may occur at lower yield strengths. Tempering, in the case of martensitic stainless steels, and overaging, in 
the case of precipitation-hardening steels, can significantly increase the resistance to hydrogen embrittlement, but also 
lower the yield strength (Ref 130); see Fig. 16 for an Fe-12Cr-1Mo-0.33V-0.25C martensitic stainless steel. 

 

FIG. 16 EFFECT OF TEMPERING TEMPERATURE ON THE CRACKING RESISTANCE AND YIELD STRENGTH OF AN 
FE-12CR-1MO-0.33V-0.25C MARTENSITIC STAINLESS STEEL (REF 130) 

Environmental Factors in SCC of Stainless Steels. Austenitic stainless steels are susceptible to intergranular and 
transgranular SCC in aqueous chloride environments. Intergranular cracking occurs in sensitized stainless steels in 
chloride environments such as NaCl or seawater environments, while transgranular SCC occurs in nonsensitized steels 
(chloride SCC). Most of the early evaluations of chloride SCC was conducted in boiling magnesium chloride (Ref 131). 
This test has been standardized as ASTM G 36. 

Other environments that induce SCC in austenitic stainless steels are high-temperature water and various sulfur 
compounds. High-temperature water SCC denotes SCC in the cooling water of nuclear reactors and has been used to 
describe intergranular SCC of weld heat-affected zones (HAZs) in type 304 stainless steel piping exposed to oxygenated 
boiling water reactor (BWR) coolants. Figure 17 shows a compilation of data on the stress-corrosion susceptibility of type 
304 stainless steels in high-temperature water at various dissolved oxygen and chloride concentrations (Ref 132). The 
figure indicates that sensitized type 304 stainless steel can undergo SCC at dissolved oxygen concentrations between 0.15 
and 0.3 ppm and chloride concentrations between 0.02 and 0.5 ppm. These oxygen and chloride ranges span the BWR 
operating ranges. A quantitative and predictive model developed by Ford and coworkers (Ref 133, 134, 135) is based on 
the slip-dissolution/film-rupture model. In this model, a thermodynamically stable oxide film is ruptured by an increase in 
the strain in the steel matrix. Faraday's law is then used to relate the amount of subsequent crack propagation to the 
oxidation charge density associated with dissolution and oxide growth. This model predicts stress-corrosion crack 



propagation for austenitic stainless steels in 288 °C (550 °F) water within a factor of two and is therefore used in the 
nuclear power industry as a crack-propagation prediction tool. 

 

FIG. 17 CONCENTRATION RANGES OF DISSOLVED OXYGEN AND CHLORIDE THAT MAY LEAD TO SCC OF TYPE 
304 IN HIGH-PURITY WATER AT TEMPERATURES RANGING FROM 260 TO 300 °C (500 TO 570 °F). THE 
APPLIED STRESSES ARE GREATER THAN THE YIELD STRENGTH AND TEST TIMES ARE GREATER THAN 1000 H, 
OR STRAIN RATES ARE GREATER THAN 10-5/S (REF 132). 

Intergranular SCC of austenitic stainless steels occurs in various sulfur-containing environments. For example, SCC 
occurs in catalytic reformers used in the oil-refinery industry, when the steels are in contact with the condensates of 
reforming furnaces, containing polythionic acids (H2SxO6, where x = 3, 4, or 5) (Ref 136, 137). More recent studies (Ref 
138, 139) have shown that of all the polythionic acids, only tetrathionic acid (H2S4O6) could induce SCC. A laboratory 
test for resistance to polythionic cracking has been standardized as ASTM G 35. 

Other sulfur-containing compounds that induce intergranular SCC include sulfides, thiosulfates, and sulfate solutions. 
Stress-corrosion cracking in hydrogen sulfides (H2S) is of interest in downhole environments, while SCC in thiosulfate 
solutions is of interest to the nuclear industry. Borate solutions are stored in stainless steel tanks for use as spray in case of 
nuclear accidents. In addition to borate, the solution also contains thiosulfate anions, which react with the iodine fissure 
products. Stress-corrosion cracking of stainless steels in these borate solutions has been attributed to the presence of the 
thiosulfate (Ref 140). 

Austenitic stainless steels are also susceptible to SCC in caustic solutions (Ref 132). The resistance of stainless steels to 
caustic cracking is of interest to the power, chemical process, and pulp and paper industries. Data have shown that 
austenitic stainless steels are particularly susceptible to caustic cracking when the temperature approaches 100 °C (212 
°F). The presence of oxygen in caustic solutions has been reported to have a detrimental effect on the susceptibility to 
SCC. Specifically, it has been shown that caustic cracking of austenitic stainless steel is very severe in aerated solutions 
of sodium hydroxide and that high levels of both nickel and chromium in the alloy appear to be necessary to resist caustic 
cracking (Ref 141). Caustic SCC can be mitigated by the addition of phosphates, chlorides, and chromates to the 
environment (Ref 142, 143, 144, 145). 

Ferritic stainless steels generally have a high resistance to chloride SCC. However, SCC of ferritic stainless steels have 
been reported for type 434, type 430, and Fe-18Cr-2Mo in lithium chloride solutions (Ref 119), for sensitized type 446 in 
boiling magnesium chloride and sodium chloride solutions (Ref 120), for type 430F in marine atmospheres (Ref 121), and 
for the nickel-containing superferritics, AL 29-4-2, Monit, and Sea-Cure, in boiling magnesium chloride (Ref 146). As in 
the case of austenitic stainless steels, cathodic polarization can prevent chloride SCC of ferritic stainless steels. 



Ferritic stainless steels have been reported to be resistant to caustic SCC. Rather, these alloys exhibit uniform corrosion or 
intergranular corrosion in caustic environments. However, SCC of type 446 and E-Brite 26-1 heat treated at 871 °C (1600 
°F) was reported after exposure to 50% NaOH at 316 °C (600 °F) (Ref 141). 
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Stress-Corrosion Cracking and Hydrogen Embrittlement 

Gerhardus H. Koch, CC Technologies, Inc. 

 

SCC of Nickel-Base Alloys 

Nickel-base alloys are often used because of their high resistance to corrosion and SCC in various environments. 
However, SCC can occur under specific combinations of environment, microstructure, and applied stress. The number of 
environments that have been recognized to cause SCC in nickel-base alloys has increased over the years, as shown in 
Table 3 (Ref 147). The table shows that depending on their composition, these alloys can be susceptible to SCC in 
environments ranging from aqueous halide solutions to various acids, high-temperature pure water, steam, to sulfur 
compounds. 



TABLE 3 NOMINAL CHEMICAL COMPOSITIONS OF VARIOUS COMMERCIAL NICKEL-BASE ALLOYS 
USED FOR AQUEOUS CORROSION RESISTANCE 

CHEMICAL COMPOSITION, WT%  COMMON 
ALLOY 
DESIGNATION  

UNS 
NO.  C(A)  CR  CS  FE  MO  NB  NI  TI  OTHERS  

NICKEL                                
200  N02200  0.1  . . .  0.3(A)  0.4(A)  . . .  . . .  99.0(B)  0.1(A)  . . .  
201  N02201  0.02  . . .  0.3(A)  0.4(A)  . . .  . . .  99.0(B)  0.1(A)  . . .  

NI-CU                                
400  N04400  0.15  . . .  31.5  1.25  . . .  . . .  66.6  . . .  . . .  

NI-MO                                
B-2  N10665  0.001  1.0(A)  . . .  2.0(A)  28  . . .  71  . . .  . . .  
B  N10001  0.05  1.0(A)  . . .  5.0  28  . . .  66  . . .  0.3 V  

NI-CR-FE                                
600  N06600  0.08  16.0  0.5(A)  8.0  . . .  . . .  75  0.3(A)  . . .  
800  N08800  0.1  21.0  0.8(A)  44.0  . . .  . . .  32.5  0.4(A)  . . .  
NIMONIC 75  . . .  0.15  19.5  0.5  5.0  . . .  . . .  73  0.4  . . .  
690  N06690  0.02  29.0  . . .  10.0  . . .  . . .  61  0.3  . . .  
800H  N09910  0.06-

0.1  
21.0  0.8(A)  44.0  . . .  . . .  32.5  0.4(A)  AL + 0.8 

TI(B)  
NI-CR-FE-MO                                

825  N00825  0.05  21.5  2.0  29.0  3.0  . . .  42  1.0  . . .  
SANICRO  N08028  0.02  27  1.2  36  3  . . .  31.4  . . .  . . .  
G-3  N06985  0.015  22.0  2.0  19.5  7.0  0.8(A)  44  . . .  1.5 W(A)  
2550  N06975  0.03  24.5  1.0  20.0  6.0  . . .  48  . . .  . . .  
G-30  N06030  0.03  29.5  2.0  15.0  5.5  0.8  43  . . .  2.5 W  
G-50  N06950  0.02  20.0  0.5(A)  17.0  9.0  . . .  50(B)  . . .  . . .  

NI-CR-MO-W                                
N  N10003  0.06  7.0  . . .  5.0(A)  16.5  . . .  71  . . .  . . .  
W  N10004  0.12  5.0  . . .  6.0  24.0  . . .  63  . . .  . . .  
625  N06625  0.1  21.5  . . .  5.0(A)  9.0  4.0  62  . . .  . . .  
C-276  N10276  0.01  15.5  . . .  5.5  16.0  . . .  57  . . .  4.0 W  
C-4  N06455  0.01  16.0  . . .  3.0(A)  15.5  . . .  65  0.7(A)  . . .  
C-22  N06022  0.015  22.0  . . .  3.0(A)  13.0  . . .  56  . . .  3.0 W  
ALLCORR  N06110  0.15  30.0  . . .  . . .  10.0  . . .  53  1.5(A)  4 W(A)  

AGE-
HARDENABLE 
ALLOYS  

                              

K-500  N05500  0.25  . . .  29  2.0(A)  . . .  . . .  86  0.6  2.7AL  
X-750  N07750  0.08  15.5  . . .  7.0  . . .  0.9  70(B)  2.5  0.7 AL  
718  N07718  0.05  18.0  . . .  19.0  3.0  5.0  52.5  0.4(A)  0.006 B  
NIMONIC 80  N07080  0.10  19.5  . . .  3.0  . . .  . . .  73  2.25  1.4 AL  
NIMONIC 105     0.20  14.5  . . .  2.0  5.0  . . .  56  1.2  4.7 AL; 20 

CO  
R-41  N07041  0.09  19.0  . . .  5.0(A)  10.0  . . .  52  3.1  1.5 AL; 11 

CO  
925  N09925  0.03  21.0  2.0  22(B)  3.0  . . .  43  2.1  . . .  
625 PLUS  N07716  0.03  21  . . .  5.0  8.5  3.5  61  1.3  0.35 AL(A)  
725  N07725  0.03  21  . . .  7.5  8.0  3.5  57  1.4  0.35 AL(A)  



Source: Ref 147 

(A) MAXIMUM. 
(B) MINIMUM.  

Materials Factors. The composition of nickel-base alloys can range from binary systems to multicomponent systems 
with several alloying elements serving different applications. Major alloying systems are Ni-Cu, Ni-Mo, Ni-Cr-Fe, Ni-Cr-
Fe-Mo, and Ni-Cr-Mo-W (Ref 148). In addition, impurities such as carbon, nitrogen, sulfur, phosphorus, tin, and silicon 
may be present in various concentrations. Copper and molybdenum are added to increase the resistance to reducing 
environments. Chromium is added to provide resistance to oxidizing environments. Molybdenum and tungsten are added 
to chromium-containing alloys to increase the resistance to pitting and crevice corrosion in halide environments. Niobium 
and titanium are added to prevent the formation of chromium carbides. In precipitation-hardenable alloys niobium, 
aluminum, and titanium also combine with nickel to form coherent intermetallic phases. 

Commercially pure nickel (200) is primarily used in the handling of caustic solutions. The Ni-Cu alloys (alloy 400), and 
the age-hardenable Ni-Cu alloy (alloy K-500) are primarily used for seawater applications. The Ni-Mo alloys (alloys B 
and B-2) are used in the chemical processing industry for handling reducing acids. The Ni-Cr-Fe alloys (alloys 600, 800, 
Nimonic 75, and alloy 690) find wide application in the nuclear power industry as steam generator tubing and turbine 
wheel components. The Ni-Cr-Fe-Mo alloys (alloys 825, G3) are generally used in industries, where corrosion resistance 
is required. The precipitation-hardenable Ni-Cr-Fe-Mo alloy 718, first developed for aerospace applications, is now used 
in the nuclear and oil and gas industries. Finally, the Ni-Cr-Mo-W alloys, such as alloys C276 and C22, are used mainly 
in the chemical process, oil and gas and pollution control industries because of their high resistance to corrosion in 
contaminated acids. 

As in the case of austenitic stainless steels, the precipitation of carbides plays an important role in the susceptibility of 
nickel-base alloys to SCC. In nickel-base alloys, carbides can be classified as primary and secondary carbides (Ref 147, 
148). The primary carbides form during solidification and include the MC types, where M is niobium, tantalum, or 
titanium, and the M6C types, where M is usually molybdenum or tungsten. These precipitates are difficult to dissolve and 
have little effect on the susceptibility to SCC. The secondary carbides precipitate as a result of heat treatment and 
welding, typically along the grain boundaries, and are detrimental to intergranular corrosion and SCC resistance because 
of their associated chromium-depletion zones. Carbides in nickel-base alloys can be classified as those rich in chromium 
(Cr7C3 or Cr23C6), and those that are rich in refractory elements such as Cr21(Mo-W)2C6. 

In addition to carbides, intermetallic phases form that may influence the susceptibility of nickel-base alloys to SCC. The 
, ', and '' and are coherent precipitates that are desirable for increased strength (Ref 149, 150, 151). The phase is 

a face-centered cubic (fcc) precipitate, while the '' is a DO22-ordered coherent precipitate (metastable Ni3Nb). The ' is 
a coherent precipitate (L12), which is a metastable version of Ni3(Al,Ti,Si) and normally present in age-hardenable alloys. 
The phase has, like the '' phase, an ideal composition of Ni3Nb, and has an orthorhombic crystal structure. The 
detrimental intermetallic phases are generally the , , and Laves phases. The phase has a complex tetragonal layered 
structure and tends to nucleate from M23C6 carbides, to which it is structurally related (Ref 152). The molybdenum-rich 
phase has a complex rhombohedral structure and occurs in chromium-containing nickel-base alloys with large amounts of 
molybdenum and tungsten. The Laves phase is an ordered (A3B) structure that forms if the local concentration of niobium 
is high. 

An extensive study was conducted by Streicher on the effects of microstructure on Ni-Cr-Mo alloys (C and C-276) on 
localized corrosion and SCC (Ref 153). It was demonstrated that these alloys have experienced varying degrees of 
susceptibility to SCC as a result of carbide and -phase precipitation. The study by Streicher (Ref 153) indicated that 
solution-annealed alloys were not susceptible to SCC in boiling 45% MgCl2, and that the precipitation of M6C was much 
more detrimental to the SCC resistance than the phase. 

Environmental Factors in SCC of Nickel-Base Alloys. Generally, nickel-base alloys are not susceptible to SCC in 
aqueous halide solutions. Stress-corrosion cracking has been observed in these solutions, however, when the temperature 
is high enough. At temperatures slightly above the boiling point of chloride solutions, no cracking is observed in alloys 
with nickel content above 35% (Ref 154). Figure 18 shows the effect of nickel content on the crack growth rate and KIscc 
for Fe-Ni-Cr alloys in hot chloride solutions. The figure clearly shows that the alloy is the most susceptible at a nickel 
concentration of about 20 wt%. At lower and higher concentrations, the resistance to SCC increases dramatically. 



 

 

FIG. 18 EFFECT OF NICKEL CONTENT ON THE MAXIMUM CRACK GROWTH RATE AND THRESHOLD STRESS-
INTENSITY FACTOR FOR FE-NI-CR ALLOYS IN HOT CHLORIDE SOLUTIONS (REF 154) 

Cracking has been observed in several precipitation-hardening nickel-base alloys (e.g., alloy 718) exposed to hot HCl, 
whereas no cracking was found in solid-solution-strengthened alloys (Ref 155). It was speculated that the combination of 
changes in distribution of alloying elements between the and ' phases, chromium depletion at the grain boundaries, 
and changes in the deformation mode may have contributed to the increased susceptibility of alloy 718 to SCC. 

Generally, nickel-base alloys are resistant to SCC in fluoride, bromide, and iodide environments. However, in a few 
special cases SCC has been observed. Graf and Wittich (Ref 156) demonstrated that aqueous solutions containing cupric 
fluoride would cause SCC of Nickel 400. An Ni-Cu alloy with 33% Cu was found to be the most susceptible to cracking. 
Nickel alloys with less than 30% Cu or more than 40% Cu are resistant. The reason that SCC is limited to the vapor phase 
rather than liquid was said to result from the enrichment of a thin layer of aqueous hydrogen fluoride with copper fluoride 
corrosion products. The presence of oxide was found to cause the formation of cupric fluoride, accelerating SCC. Nickel-
chromium alloys, such as alloy 600, have been used in components exposed to hydrogen fluoride vapors to minimize 
SCC (Ref 147). 

Stress-corrosion cracking of nickel-base alloys has been observed in concentrated bromide solutions used as packer fluids 
(Ref 157). The susceptibility to SCC in these environments has been attributed to the presence of H2S. Transgranular SCC 
of nickel-base alloys in iodide environments has been encountered in the manufacturing of acetic acid (CH3COOH), 
where potassium iodide is used as promoter. 

Nickel-base alloys have found wide use in sulfur-containing environments, which are encountered in oil and gas 
production and in refinery operations (Ref 158, 159, 160). These environments include the sulfide (H2S) environments 
that may also include chloride, carbon dioxide, and elemental sulfur, as well as sulfur-oxyanions such as thiosulfate, 
tetrathionate, and polythionic acid. Early investigations of Ni-Cr-Mo alloys found that under cathodic polarization by 
galvanic coupling with carbon steel, intergranular cracking could occur in an H2S + CO2 + Cl- environment (Ref 161). 
When increasing the temperature, the susceptibility to SCC increases, but in the absence of galvanic coupling with carbon 
steel, the cracking is transgranular. Elemental sulfur (S8) is often present, and recent studies of nickel-base alloys in sour 



environments have indicated that S8 is extremely detrimental to localized corrosion and SCC of nickel-base alloys in brine 
solutions (Ref 162). No explanation has been offered in the literature with regard to the mechanism by which S8 affects 
cracking in these environments. Acidification by HCl or CH3COOH has been shown to increase the susceptibility of 
nickel-base alloys to both H2S and H2S + S8 environments (Ref 157, 163, 164, 165), while increasing the pH by adding 
NaOH has been shown to prevent SCC in these environments (Ref 157, 164). 

Metastable oxyanions, such as thiosulfates and polythionates, can also induce intergranular SCC in sensitized Ni-Cr-Fe 
alloys (Ref 111, 137, 166). Much work has been done on intergranular cracking of alloy 600 because of its extensive use 
as steam generator tubing in pressurized water reactors (PWRs) (Ref 167). From this research it has become apparent that 
intergranular SCC of Ni-Cr-Fe alloys in the presence of metastable sulfur oxyanions can be avoided by using prolonged 
heat treatments (e.g., 15 h at 700 °C, or 1290 °F, for alloy 600), which replenish the chromium-depleted zone. 

Stress-corrosion cracking failures have been experienced in other nuclear plant environments, including high-temperature 
pure-water environments and caustic environments. It is well known that solid-solution strengthened alloys, such as alloy 
600, and precipitation-hardened alloys, such as alloys 750 and 718, are susceptible to intergranular SCC in deaerated 
high-purity water at temperatures of about 300 to 350 °C (570 to 660 °F) (Ref 168, 169, 170, 171). The effect of dissolved 
oxygen on the intergranular SCC susceptibility of alloy 600 in high-temperature water has been reviewed in detail (Ref 
172, 173). The accelerating effect of oxygen is well documented and is even more significant in creviced structures (Ref 
174). 

Stress-corrosion cracking of the solid-solution-strengthened alloy 600 in hot caustic environments at temperatures of 350 
°C (660 °F) has been studied extensively, because of the use of this alloy for steam generator tubing in PWRs (Ref 141, 
175, 176, 177, 178, 179). All the austenitic Ni-Cr-Fe alloys are susceptible to SCC, and alloy 690 is the most resistant of 
the commercial alloys. Only pure nickel seems to be immune to cracking. 
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SCC of Aluminum Alloys 

Stress-corrosion cracking of aluminum alloys can occur in several different environments, ranging from water condensate 
to salt water solutions. Only aluminum alloys that are precipitation-hardening alloys and contain soluble alloying 
elements, such as copper, magnesium, silicon, and zinc, are susceptible to SCC. The susceptibility of these alloys to SCC 
strongly depends on the heat treatment, which results in specific microstructures. Thus, because the susceptibility depends 
so strongly on the microstructure resulting from heat treatment, heat treatments have been developed to reduce and even 
eliminate the susceptibility to SCC. However, as will be discussed in later sections, such heat treatments also can result in 
a loss of strength. 

The susceptibility of aluminum alloys is strongly dependent on alloy composition. There are basically five commercial 
alloy types, namely Al-Cu-Mg (2000 series) alloys, Al-Cu-Li (2000 and 8000 series) alloys, Al-Mg (5000 series) alloys, 
Al-Mg-Si (6000 series) alloys, and Al-Zn-Mg (7000 series) alloys. The Al-Cu and Al-Zn-Mg alloys are precipitation-
hardening alloys, whereas the Al-Mg alloys are not considered heat treatable and do not develop their strength through 
heat treatment. 

Water or water vapor is the key environmental factor in SCC of aluminum alloys. Halide ions (Cl-, I-, and Br-) have a 
significant effect in accelerating SCC, with chloride having the greatest effect. In general, the susceptibility to SCC is 
greater in neutral solutions than in alkaline solutions and greater still in acidic solutions. 

Aluminum-Copper-Magnesium (2000 Series) Alloys. The Al-Cu-Mg alloys were the first heat-treatable, high-
strength aluminum alloys and are still widely used. Al-Cu and Al-Cu-Mg alloys derive their strength from precipitation 
hardening, which is achieved by solution heat treatment, followed by rapid cooling, and either natural aging at room 
temperature (T4 temper) or artificial aging at elevated temperatures (T6 temper). Cold working after the quench further 
increases the strength, resulting in the T3 temper; artificially aging results in the T8 temper. 

Thick-section products of the 2000 series alloys, such as 2024, 2014, and 2219 in the T3 and T4 tempers have a low 
resistance to SCC in the short-transverse direction (Ref 180, 181, 182). If these alloys in the T3 and T4 tempers are heated 
for short periods in the temperature range used for artificial aging, selective precipitation along the grain boundaries may 
further decrease the resistance to SCC. Coarse Al-Cu precipitates form along the grain boundaries, depleting the regions 
adjacent to the grain boundaries of solute (Ref 183). At longer heating times, as specified for the T6 and T8 tempers, the 
precipitation becomes more homogeneous, and the resistance to SCC increases. 

The precipitates are formed within the grains at a greater number of nucleation sites during treatment to the T8 temper. 
This temper requires cold working after quenching from the solution annealing treatment, and it provides the highest 
strength and resistance to SCC before artificial aging in the 2000 series alloys. 

There is a consensus among the majority of researchers (Ref 184) that the mechanism of both intergranular corrosion and 
SCC is crack-tip anodic dissolution along the grain boundaries. The anodic or dissolving phase could be the solute-
depleted zone along the grain boundary, the grain boundary itself, or the coarse grain boundary precipitates. 

Aluminum-Copper-Lithium (2000 and 8000) Series Alloys. The Al-Cu-Li alloys, such as 2090, and Al-Li-Cu-Mg 
alloys, such as 8090, have higher strength than the typical Al-Cu alloys, but are more susceptible to intergranular SCC 
(Ref 185, 186, 187). The alloys have their highest resistance to SCC at or near the peak-age tempers. While underaging 
increases the susceptibility significantly, overaging has only a small effect. The susceptibility of the underaged alloys has 
been attributed to the precipitation of intermetallic constituent particles (Al2CuLi) at the grain boundaries. These 
constituent particles are believed to be anodic to the copper-rich matrix, resulting in crack-tip anodic dissolution along the 
grain boundaries. With increasing aging time, copper-containing precipitates form inside the grains. It has been 
speculated that the formation of these precipitates may increase the anode-cathode area ratio in the microstructure such 



that preferential grain boundary attack is avoided. Similar behavior has been observed with SCC of Al-Li-Cu-Mg alloys 
such as 8090 (Ref 188). 

Aluminum-Magnesium (5000) Series Alloys. Aluminum-magnesium alloys are not considered heat treatable and do 
not develop their strength by precipitation hardening. However, these alloys can be processed to H3 tempers, which 
require a final thermal stabilizing treatment to eliminate age softening, or to H2 tempers, which require a final partial 
annealing (Ref 182). The H116 or H117 tempers are also used for high-magnesium alloys and involve special temperature 
control during fabrication to achieve a fine distribution of Mg5Al8 precipitates that increases the resistance to intergranular 
corrosion and SCC (Ref 189). 

Although 5000 series aluminum alloys are not heat treatable, they can develop good strength through solution hardening 
by magnesium in solid solution, dispersion hardening by precipitates (Mg2Al3), and strain-hardening effects. 

Cold-rolled and stabilized tempers of Al-Mg alloys with magnesium contents above 5% are usually very susceptible to 
SCC. Because the solid solutions in these alloys are more highly supersaturated, the excess magnesium tends to 
precipitate out as Mg2Al3, which is anodic to the alloy matrix (Ref 182). The precipitation of a continuous string of this 
phase along the grain boundaries, accompanied by little or no precipitation inside the grains, results in a highly 
susceptible alloy. Alloys with relatively low magnesium content, such as 5052 and 5454 (2.5 and 2.7% Mg, respectively), 
do not form continuous grain boundary precipitates and are therefore resistant to intergranular SCC. On the other hand, 
alloys exceeding magnesium concentrations of approximately 3%, such as 5083, when in strain-hardened tempers, may 
develop susceptible microstructures as a result of heating or even after long times at room temperature. 

Although anodic dissolution appears to be the mechanism for SCC in the 5000 series aluminum alloys, some authors (Ref 
190, 191) have postulated that SCC is caused by hydrogen embrittlement of strings or seams of -phase (Al8Mg5), which 
form along the grain boundaries. If the -phase is continuous, the susceptibility to SCC is much greater. 

Aluminum-Magnesium-Silicon (6000) Series Alloys. Alloys of the 6000 series alloys are used in applications 
requiring intermediate strength and high resistance to SCC (Ref 192). The most common commercially used alloy is 
6061. The 6000 series aluminum alloys are strengthened by precipitation hardening. Although there have been no 
reported cases of SCC of this group of alloys, certain abnormal thermal treatments, such as a high solution annealing 
temperature, followed by a slow quench, can make these alloys susceptible to SCC in the naturally aged T4 condition. 

Aluminum-Zinc-Magnesium-Copper (7000) Series Alloys. The 7000 series aluminum alloys are precipitation-
hardening alloys and are used in applications requiring the highest strength. One of the oldest and most commonly used 
alloys is alloy 7075, which was introduced as a high-strength aircraft alloy in 1943. 

The resistance of most 7000 series alloys in the peak-age temper to SCC is very low when loaded in the short-transverse 
direction. Particularly, the low-copper-content alloys 7079-T69 and 7039-T61 and T64 are highly susceptible to SCC. 
Because the heat treatment has a significant effect on the susceptibility of the 7000 alloys, the various stages of heat 
treating have been investigated to obtain more resistant microstructures (Ref 182, 193, 194, 195, 196, 197, 198). The rate 
of cooling from the solution treatment temperature through a critical temperature range of 398 to 288 °C (750 to 550 °F) 
has a pronounced effect on the susceptibility of the copper-bearing 7000 series alloys, such as 7075, to intergranular 
corrosion (Ref 93). Although high quenching rates increase the resistance to intergranular corrosion of copper-bearing 
alloys, increasing the quenching rate has no effect on the susceptibility of these alloys to SCC in the short-transverse 
direction. However, in the case of copper-free 7000 series alloys, the resistance to SCC in sodium chloride solutions 
increases with decreasing cooling rate (Ref 194). 

In order to increase the resistance to SCC, a number of overaging treatments have been developed (Ref 195, 196, 197, 
198). The T73 overaging treatment, which is generally achieved by a two-stage heat treatment, provides a high degree of 
SCC resistance. However, this heat treatment also results in a loss of strength of about 14% compared with the T6 temper. 
An alternative temper is the T76 temper, which was originally developed to improve the resistance to intergranular and 
exfoliation corrosion. Moreover, some increase in resistance to SCC with no reduction in strength can be achieved with 
this temper. 

Since the early development of the 7075 alloy, several 7000 series alloys have been developed to improved mechanical, 
fracture, corrosion, and SCC properties. These alloys include 7050, 7175, 7475, 7017, 7018, 7178, and 7079. The latter 
two alloys were early modifications of 7075 with the intent to improve mechanical and fracture behavior. These alloys 
demonstrated extreme and untreatable susceptibility to corrosion and SCC. 



The SCC mechanism of 7000 alloys is extensively studied, and the majority of researchers considers SCC to be caused by 
hydrogen-induced cracking (Ref 184). However, there are several explanations as to the mechanism of hydrogen 
involvement. These include:  

• INCREASED LOCALIZED PLASTICITY (REF 199, 200)  
• BRITTLE HYDRIDE FORMATION (REF 201, 202, 203)  
• FISSURES INTRODUCED IN THE PASSIVE FILM  
• REDUCED COHESIVE STRENGTH (REF 190, 203)  
• NUCLEATION OF MICROVOIDS (REF 204)  
• VOID PRESSURIZATION WITH HYDROGEN BUBBLES (REF 205)  
• CRACK BLUNTING WITH HYDROGEN BUBBLES (REF 206)  

Other mechanisms that have been considered for SCC of 7000 alloys include the brittle rupture of the passive film, anodic 
dissolution of either the grain boundary, or the precipitates at the grain boundary. 

Mechanical Factors. Many wrought aluminum alloy products have highly directional grain structures. These directional 
structures result in anisotropic behavior with respect to susceptibility to intergranular SCC (Ref 182). The resistance to 
intergranular SCC is the highest when the stress is applied in the longitudinal direction, the lowest in the short-transverse 
direction, and intermediate in the other directions. The differences in directional susceptibility are the most noticeable in 
the more susceptible tempers, such as T3 for 2000 series alloys and T6 for 7000 series alloys, but are usually much lower 
in temper produced by extended precipitation (overaging) treatments, such as T6 and T8 for the 2000 series alloys and 
T73, T736, and T76 for the 7000 series alloys. 

The component configuration and the anticipated direction and magnitude of the stress often control the selection of alloy 
and temper. For example, for thin section products, peak hardness tempers may be selected because there are no stresses 
in the short-transverse direction. On the other hand, more resistant tempers may be required for thick sections or forgings, 
where significant stresses may be present in the short-transverse direction. 
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SCC of Titanium Alloys 

Titanium alloys are well known for their excellent resistance to corrosion in many aggressive environments. This 
resistance results from the ability of titanium to form and maintain a coherent tenacious and self-healing surface oxide 
film, typically rutile (TiO2) (Ref 207, 208). In the early application of titanium alloys catastrophic failures were 
experienced, which were attributed to SCC. For example, in the mid-1950s titanium alloys were found to be susceptible to 
SCC in red-fuming nitric acid (Ref 209, 210), and in the early 1960s titanium alloy missile tanks containing anhydrous 
methanol or N2O4 experienced catastrophic stress-corrosion failures (Ref 209, 210, 211). In more recent years, titanium 
and its alloys have found broader application, ranging from supersonic aircraft and deep-sea submersibles to downhole 
application for geothermal brine and deep sour gas well service (Ref 207, 208). These particular environments could 
promote SCC of certain titanium alloys. 



Material Factors 

Titanium exists in two forms. At low temperature the metal has a close-packed hexagonal (HCP) structure--the phase--
while at temperatures above 880 °C (1650 °F) the metal has a body-centered cubic (bcc) structure--the phase (Ref 210). 
The commercial titanium alloys are typically categorized into four basic types, namely: , near- , + , and . A list 
of selected commercial alloys is given in Table 4 (Ref 208). The alloys include commercially pure or unalloyed 
titanium, and those alloys that contain -stabilizing alloying elements, such as aluminum, tin, and the interstitials, 
oxygen, nitrogen, and carbon. The strength of the alloys is derived from solid-solution hardening. The phase is 
stabilized by either molybdenum, vanadium, niobium, tantalum, manganese, or chromium. 

TABLE 4 DESIGNATIONS AND NOMINAL COMPOSITIONS OF SELECTED COMMERCIAL TITANIUM 
ALLOYS 

COMMON ALLOY 
DESIGNATION  

NOMINAL COMPOSITION, %  ALLOY 
TYPE  

GRADE 1  UNALLOYED TITANIUM   
GRADE 2  UNALLOYED TITANIUM   
GRADE 3  UNALLOYED TITANIUM   
GRADE 4  UNALLOYED TITANIUM   
TI-PD  TI-0.15PD   
GRADE 12  TI-0.3MO-0.8NI  NEAR  
TI-3-2.5  TI-3AL-2.5V  NEAR  
TI-6-4  TI-6AL-4V  +  
TI-6-2-1-8  TI-6AL-2NB-1TA-0.8MO  NEAR  
TI-5-2.5  TI-5AL-2.5SN   
TI-8-1-1  TI-8AL-1V-1MO  NEAR  
TI-6-2-4-2  TI-6AL-2SN-4ZR-2MO  NEAR  
TI-4-3-1  TI-4AL-3MO-1V  +  
TI-550  TI-4AL-2SN-4MO-0.5SI  

+  
TI-6-6-2  TI-6AL-6V-2SN-0.6FE-0.6CU  +  
TI-7-4  TI-7AL-4MO  +  
TI-6-2-4-6  TI-6AL-2SN-4ZR-6MO  +  
TI-8MN  TI-8MN   
BETA III  TI-11.5MO-6ZR-4.5SN   
TI-3-8-6-4-4  TI-3AL-8V-6CR-4ZR-4MO   
TI-13-11-3  TI-3AL-13V-11CR   
TI-8-8-2-3  TI-8V-8MO-3AL-2FE   
TI-15-5-3  TI-15MO-5ZR-3AL   

Source: Ref 208 

The , near- , and (  + ) alloys are particularly susceptible to SCC in a variety of environments. In these alloys 
the phase is the susceptible phase. The SCC behavior of this phase is particularly sensitive to the aluminum and oxygen 
content. The susceptibility of -phase containing alloys increases at aluminum concentrations of 5 wt%, which results 
from the increased tendency to form Ti3Al ( 2), which has an ordered hexagonal structure (DO19) (Ref 210, 212). This 
ordered phase forms in the temperature range of 400 to 700 °C (750 to 1290 °F). The microstructure has little influence 
on the susceptibility of alloys, whether it is equiaxed or martensitic. 

In near-  and (  + ) alloys, the phase is also the phase susceptible to SCC. Unlike in the case of alloys, the 
microstructure of the near and (  + ) alloys, which results from the various heat and processing treatments, has a 



significant effect on the susceptibility to SCC (Ref 210). The degree of susceptibility is directly related to the grain size, 
volume fraction, and mean free path of the susceptible phase. Because the phase is ductile and resistant to SCC, it can 
act as crack arrester (Ref 213, 214). Thus, structures that have an increased volume fraction of phase, or where the 
phase forms a continuous network breaking up the phase, are more resistant to SCC. Figure 19 shows the KIc and KIscc 
values for the (  + ) alloy Ti-6Al-4V in various metallurgical conditions in a 3.5% NaCl aqueous solution (Ref 210). A 
fine equiaxed structure in which the phase is dispersed throughout the matrix, and which results from processing in 
the + field, is much more susceptible to SCC than the structure in which the phase is lamellar, resulting from 
processing in the field. A particularly SCC-resistant microstructure is the transformed microstructure, which results in 
either a martensitic or so-called Widmanstätten or basketweave structure. Fine platelets surrounded by a continuous 
phase and smaller prior-  grains are more resistant to SCC than long platelets in transformed structures. The 
martensitic phases ' and '', which are formed upon quenching from the region, are also resistant to SCC (Ref 213, 
214). 

 

FIG. 19 RANGE OF KIC AND KISCC VALUES FOR TI-6AL-4V IN VARIOUS METALLURGICAL CONDITIONS IN A 
3.5% AQUEOUS NACL SOLUTION AT 24 °C (75 °F) (REF 210) 

Beta Alloys. Although the titanium alloys are more resistant to SCC, they are somewhat susceptible to either 
transgranular or intergranular SCC, depending on the alloy composition and microstructure (Ref 215, 216). Intergranular 
cracking has been observed in a few alloys where fine precipitates have formed at lower aging temperatures. Beta-
phase alloys where the phase is stabilized with molybdenum, vanadium, niobium, or tantalum are resistant to SCC, 
whereas alloys stabilized by the eutectic element manganese and chromium are susceptible to transgranular SCC. 
Transgranular SCC of the phase is known to occur in Ti-8Mn with a + structure and in solution-treated Ti-13V-
11Cr-3Al (Ref 213). 

Environmental Factors 



Although titanium and titanium alloys are resistant to SCC in many common operating environments, there are several 
environments that promote SCC. The environments that are known to promote SCC of specific titanium alloys are listed 
in Table 5 (Ref 208). Some of the more common cracking environments include aqueous solutions and organic 
compounds such as methanol. 

TABLE 5 ENVIRONMENTS KNOWN TO PROMOTE STRESS-CORROSION CRACKING OF COMMERCIAL 
TITANIUM ALLOYS 

ENVIRONMENT  
TEMPERATURE  MEDIUM  
°C  °F  

TITANIUM ALLOYS WITH KNOWN 
SUSCEPTIBILITY  

OXIDIZERS  
NITRIC ACID (RED-FUMING)  RT  RT  TI, TI-8MN, TI-6AL-4V, TI-5AL-2.5SN  
NITROGEN TETROXIDE (NO 
EXCESS NO)  

30-75  86-167  TI-6AL-4V  

ORGANIC COMPOUNDS  
METHYL ALCOHOL 
(ANHYDROUS)  

RT  RT  TI-6AL-4V, GRADE 2, GRADE 4, TI-4AL-
3MO-1V, TI-3AL-8V-6CR-4ZR-4MO, TI-
8AL-1MO-1V, TI-13V-11CR-3AL, TI-5AL-
2.5SN  

METHYL CHLOROFORM  370  700  TI-8AL-1MO-1V, TI-6AL-4V, TI-5AL-
2.5SN, TI-13V-11CR-3AL  

ETHYL ALCOHOL 
(ANHYDROUS)  

RT  RT  TI-8AL-1MO-1V, TI-5AL-2.5SN  

ETHYLENE GLYCOL  RT  RT  TI-8AL-1MO-1V  
TRICHLOROETHYLENE  370, 

620, 
815  

700, 
1150, 
1500  

TI-8AL-1MO-1V, TI-5AL-2.5SN  

TRICHLOROFLUOROETHANE  788  1450  TI-8AL-1MO-1V, TI-5AL-2.5SN, TI-6AL-
4V, TI-13V-11CR-3AL  

CHLORINATED DIPHENYL  315-370  600-700  TI-5AL-2.5SN  
HOT SALT  
CHLORIDE AND OTHER 
HALIDE SALTS/RESIDUES  

230-430  450-805  MOST COMMERCIAL ALLOYS 
EXCEPT GRADES 1, 2, 7, 11, 12, AND 9  

METAL EMBRITTLEMENT  
CADMIUM (SOLID + LIQUID)  25-600  77-1110  TI-8MN, TI-13V-11CR-3AL, GRADE 2, 

TI-6AL-4V  
MERCURY (LIQUID)  RT  RT  GRADE 4, TI-6AL-4V  
   370  700  TI-13V-11CR-3AL, TI-8AL-1MO-1V  
SILVER (SOLID) AND AGC  232-480  450-900  TI-7AL-4MO, TI-5AL-2.5SN  
AG-5AL-2.5MN (BRAZE ALLOY)  340  645  TI-6AL-4V, TI-8AL-1MO-1V  
MISCELLANEOUS  
SEAWATER/NACL SOLUTION  RT  RT  UNALLOYED TI (WITH >0.3% O), TI-

2.5AL-1MO-11SN-5ZR-0.2SI (IMI-679), 
TI-3AL-11CR-13V, TI-5AL-2.5SN, TI-
8MN, TI-6AL-4V, TI-6AL-6V-2SN, TI-
7AL-2NB-1TA, TI-4AL-3MO-1V, TI-8AL-
1MO-1V, TI-6AL-2SN-4ZR-6MO  

DISTILLED WATER  RT  RT  TI-8AL-1MO-1V, TI-5AL-2.5SN, TI-
11.5MO-6ZR-4.5SN  

CHLORINE GAS  288  550  TI-8AL-1MO-1V  
10% HCL  35, 340  95, 645  TI-5AL-2.5SN, TI-8AL-1MO-1V  



LICL, KBR, AND NA2SO4 
SOLUTION (0.6M)  

RT  RT  TI-6AL-4V, TI-6AL-6V-2SN  

MOLTEN 
CHLORIDE/BROMIDE SALTS  

300-500  570-930  TI-8AL-1MO-1V  

Source: Ref 208 

(A) RT, ROOM TEMPERATURE.  

Aqueous Environments. The and (  + ) titanium alloys are susceptible to SCC in aqueous environments, and the 
degree of susceptibility depends on the species present in the solution, the pH, temperature, and viscosity of the solution. 
In certain metallurgical conditions, some highly susceptible titanium alloys have exhibited susceptibility to SCC in 
distilled water (Ref 210). These alloys include Ti-8Al-1V-1Mo, Ti-5Al-2.5Sn, and Ti-11.5Mo-6Zr-4.5Sn. Additions of 
halides, chloride, bromide, and iodide ions increase the susceptibility and make alloys that are otherwise not susceptible 
to SCC in distilled water susceptible to cracking. Chloride ions have been found to have the greatest effect on the 
susceptibility to SCC, and hence much of the data available have been generated in 3.5% NaCl and seawater at ambient 
temperature (Ref 217, 218, 219). An example of the effect of chloride ion concentration on the cracking velocity of a 
susceptible alloy is given in Fig. 20 (Ref 219). 

 

FIG. 20 INFLUENCE OF CHLORIDE CONCENTRATION ON THE SCC BEHAVIOR OF TI-8AL-1MO-1V IN AQUEOUS 
CHLORIDE SOLUTIONS AT 25 °C (77 °F) (REF 219) 

The addition of other anions does not increase the susceptibility to SCC and may in some cases inhibit SCC. Examples of 

such neutral or inhibiting ions are , , OH-, , and MATH OMITTED (Ref 217, 218). 

Solution pH and temperature and electrochemical potential have a significant effect on the susceptibility of titanium 
alloys to SCC. Increasing acidity increases the susceptibility to cracking, while increasing alkalinity appears to have no 
obvious or significant effect. At high hydroxide concentrations, greater than 1M, inhibition may be expected. Little data 
are available on the effect of temperature. While the critical stress intensity for crack initiation (KIscc) in Ti-8Al-1V-1Mo 
in a neutral 3.5% NaCl solution does not vary with temperature, the crack velocity is strongly temperature dependent (Fig. 
21) (Ref 219). 



 

FIG. 21 EFFECT OF TEMPERATURE ON SCC VELOCITY OF TI-8AL-1MO-1V (NOTCH-BEND SPECIMENS) IN A 
3.5% AQUEOUS NACL SOLUTION (REF 219) 

The effects of potential must be considered because titanium alloy components are often coupled to other metals when 
incorporated into a structure. Anodic or cathodic polarization tends to inhibit stress-corrosion crack initiation and increase 
the KIscc of several susceptible alloys, as is illustrated in Fig. 22 (Ref 220). This effect has not been observed for the 
highly susceptible alloys, such as Ti-8Al-1V-1Mo. 

 



FIG. 22 EFFECT OF POTENTIAL ON CRACK INITIATION STRESS FOR + TITANIUM ALLOYS IN VARIOUS 
HALIDE SOLUTIONS AT 25 °C (77 °F) (REF 220) 

Three basic mechanisms have been proposed for SCC in aqueous environments (Ref 213, 214). The first mechanism is a 
film rupture model, which claims that crack nucleation results from planar slip and the formation of wide slip steps that 
rupture the protective surface oxide film. The crack nucleation is highly dependent on (1) the degree of slip planarity and 
slip-step width, which concentrates the slip, (2) the oxide film repassivation kinetics, and (3) the strain rate. 

A second mechanism is based on anodic dissolution at highly localized sites of stress concentration. This model assumes 
a balance between the rate of dissolution at the crack tip, the crack-tip stress intensity, and the crack-tip environment. 
Fractographic evidence has demonstrated that SCC in the phase is mechanical in nature, and therefore a third 
mechanism may be more appropriate. 

The third mechanism is based on a hydrogen-assisted cracking phenomenon (Ref 221). Hydrogen that results from the 
corrosion reaction is absorbed into the matrix and can migrate and concentrate near the crack tip. Localized hydrogen 
embrittlement ahead of the crack tip may then promote crack propagation. Only the phase in and (  + ) alloys are 
subject to hydrogen embrittlement, because local precipitation of brittle titanium hydride forms ahead of the crack tip, 
promoting crack propagating by cleavage through the hydride. The phase in (  + ) alloys is not susceptible to 
hydrogen embrittlement, but has high hydrogen solubility and can therefore act as means of transport for hydrogen. 

Methanol. Titanium alloys are highly susceptible to SCC on methanol liquid and vapor (Ref 210). The fracture mode can 
be intergranular or transgranular, depending on alloy composition and stress intensity (Ref 222). Intergranular failure in 
methanol is observed in alloys that are not susceptible to SCC in aqueous solutions, such as the grade 1 and 2 alloys, and 

alloys such as Ti-13V-11Cr-3Al. Intergranular SCC in methanol generally involves anodic dissolution and requires 
little or no stress to propagate. The level of impurities in methanolic solutions has a significant effect on this failure mode. 
In fact, intergranular SCC in methanolic solution requires traces of halides or halogen (Ref 223). Furthermore, water 
represents a cracking inhibitor when added above a certain level. For example, a safe minimum water content to prevent 
intergranular SCC of Ti-6Al-4V in methanol is 1.5 wt%. 

Transgranular SCC in methanol is generally observed in those alloys that are susceptible to SCC in aqueous solutions. As 
in the case of intergranular SCC, a trace level of halides or halogens is required for transgranular SCC to occur, and water 
can act as an inhibitor when added in sufficient quantity. However, SCC of alloys that are susceptible to cracking in 
distilled water, such as Ti-8Al-1V-1Mo cannot be inhibited by adding water. Numerous other species have been identified 
that inhibit transgranular SCC in methanolic solutions (Ref 223). These include nitrate and sulfate ions, and metallic ions 
such as Al3+, Zr4+, Cd+, and Sn2+. 

The SCC mechanism is a mixture of oxide film rupture, dissolution, and hydrogen embrittlement (Ref 208). Crack 
nucleation is associated with rupture of the passive oxide film. Because TiO2 formation is not possible in a water-free or 
water-lean environment, titanium continues to dissolve, forming a nonprotective titanium methylate, or methoxide, 
surface film:  

NO H2O: TI + 4CH3OH TI(OCH3)4 + 4H 
WITH H2O: TI + 3CH3OH + H2O TIOH(OCH3)3 + 4H  

In both reactions atomic hydrogen is a by-product that can be absorbed into the matrix and promote crack propagation by 
hydrogen embrittlement, such as hydride formation in the matrix. 

Other Environments. In addition to the environments discussed above, titanium alloys have demonstrated various 
degrees of susceptibility to SCC to several environments. These environments include:  

• ORGANIC SOLVENTS, SUCH AS CARBON TETRACHLORIDE (CCL4), METHYLENE 
CHLORIDE (CH2CL2), METHYLENE IODIDE (CH2I2), TRICHLORETHANE (CH3CCL3), AND 
TRICHLORETHYLENE (C2HCL3) (REF 210)  

• HOT CHLORIDE SALT (REF 210, 224)  



• OXIDIZING NITROGEN-OXIDE COMPOUNDS, SUCH AS NITROGEN TETROXIDE (N2O4), 
AND RED-FUMING NITRIC ACID (REF 225, 226, 227)  

• MOLTEN SALTS (REF 228)  
• LIQUID AND SOLID METALS, SUCH AS CADMIUM (REF 210, 229, 230, 231)  
• GASEOUS ENVIRONMENTS, INCLUDING HYDROGEN GAS (REF 221) AND MOIST 

CHLORINE GAS (REF 232)  

Mechanical Factors in Ti-Alloys 

Most commercial titanium alloys demonstrate resistance to SCC in loaded smooth or notched configurations but become 
susceptible at very high stress intensities, such as those associated with highly stressed precracked components. In 
addition to the stress-concentration effects, material thickness, orientation and loading mode, and rate can have a 
significant effect on the SCC behavior (Ref 233, 234). Figure 23 shows a diagram that indicates that the susceptibility to 
SCC decreases with decreasing thickness and that there is a critical thickness below which SCC does not occur (Ref 234). 
This critical thickness is dependent on the alloy composition, heat treatment, orientation, and loading rate. Apparently, the 
critical thickness relates to the transition from plane strain to plane stress. 



 

FIG. 23 EFFECT OF SPECIMEN THICKNESS ON THE SCC SUSCEPTIBILITY OF TITANIUM ALLOYS. (A) FRACTURE 
TOUGHNESS OF DUPLEX-ANNEALED TI-8AL-1MO-1V AND MILL-ANNEALED TI-6AL-4V, TESTED IN AIR AND IN 
3.5% NACL. (B) VARIATION OF FRACTURE TOUGHNESS WITH SPECIMEN THICKNESS. TCRIT, SPECIMEN 
THICKNESS BELOW WHICH SCC DOES NOT OCCUR 

The mode of SCC in , near- , and (  + ) alloys is transgranular cleavage, with the fracture plane along {1017}, 
which is a 15° angle from the basal plane (0001) (Ref 221, 235). The basal plane is usually aligned parallel to the rolling 
direction, and therefore, the susceptibility of the -titanium alloys is strongly orientation dependent, particularly in 
processed material. Figure 23 shows that the resistance of these alloys to transgranular SCC is the least in the transverse 
direction, resistance to SCC: TL < SL < LT (Ref 230). 



Because the cleavage plane for the bcc phase is typically {100}, transgranular SCC of susceptible alloy is less 
orientation dependent. 
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Stress-Corrosion Cracking and Hydrogen Embrittlement 

Gerhardus H. Koch, CC Technologies, Inc. 

 

Evaluation of Stress-Corrosion Cracking 

In order to determine the susceptibility of alloys to SCC, several types of testing are available. If the objective of testing is 
to predict the service behavior or to screen alloys for service in a specific environment, it is often necessary to obtain SCC 
information in a relatively short period of time, which requires acceleration of testing by increasing the severity of the 
environment or the critical test parameters. The former can be accomplished by increasing the test temperature or the 
concentration of corrosive species in the test solution and by electrochemical stimulation. Test parameters that can be 
changed to reduce the testing time include the application of higher stresses, continuous straining, and precracking, which 
allows by-passing of the crack nucleation phase of the SCC process. 

Stress-corrosion specimens can be divided into two main categories, namely smooth, and precracked or notched 
specimens. Further distinction can be made in the loading mode, such as constant deflection, constant load, and constant 
extension or strain rate. These different loading modes will be discussed in more detail in the following sections. 

During alloy processing operations used in the production of wrought alloys, the metal is forced in a predominant 
direction, so that the grains are elongated in the direction of flow. Because it is important to relate the application of stress 
and the grain flow direction, two conventions are used to relate the two parameters. In one system, which is primarily 
used for smooth specimens, the three stressing directions are designated by indicating the direction of the stress, namely 
longitudinal (L), long-transverse (LT), transverse (T), and short-transverse (Fig. 24) (Ref 236). 



 

FIG. 24 GRAIN ORIENTATIONS IN STANDARD WROUGHT FORMS OF ALLOYS (REF 236) 

A second system, which is particularly useful for precracked specimens, indicates both the cracking plane and the 
direction of crack propagation. The system uses three letters (L, T, and W) to indicate three perpendicular directions, 
namely L for the longitudinal direction, T for the thickness direction, and W for the width direction. The crack plane is 
indicated by the direction normal to the crack, and the crack propagation is indicated by one of the directions L, T, or W. 
Figure 25 demonstrates the various orientations for a double-cantilever-beam (DCB) specimen (Ref 237). 

 

FIG. 25 FRACTURE PLANE IDENTIFICATION. L, DIRECTION OF GRAIN FLOW; T, TRANSVERSE GRAIN 
DIRECTION; S, SHORT TRANSVERSE GRAIN DIRECTION; C, CHORD OF CYLINDRICAL CROSS SECTION; R, 
RADIUS OF CYLINDRICAL CROSS SECTION; FIRST LETTER, NORMAL TO THE FRACTURE PLANE; SECOND 
LETTER, DIRECTION OF CRACK; PROPAGATION IN FRACTURE PLANE (REF 237) 



Other parameters that play an important role in SCC testing are surface condition and residual stress. The nucleation of 
stress-corrosion cracks strongly depend on initial surface reactions, and thus the surface condition of the test specimens, 
particularly smooth specimens, has a significant effect on the test results. Smooth test specimens are often tested with a 
mechanically (machined or abraded) or (electro)chemically treated surface. It is very important to avoid or to remove 
machining marks or scratches perpendicular to the loading direction (Ref 238). 

Smooth Specimen Testing 

Smooth SCC specimens allow for the evaluation of the total SCC life, which includes crack nucleation and propagation. 
Testing can be conducted under constant extension or strain, constant load, and constant extension or strain rate. The 
selection of a specific test method for SCC strongly depends on the particular service application, and the time allowed 
for testing. 

Constant Extension Testing. Constant extension or constant strain tests on smooth specimens are widely used and do 
not require elaborate testing fixtures. Depending on the specific configuration of the test articles, different types of 
constant extension tests are being used, the most common being bent-beam, U-bend, C-ring, and tensile type specimens. 

Bent-Beam Specimens. The different types of bent-beam specimens are illustrated in Fig. 26 (Ref 239). These 
specimens may be used to test sheet plate and flat extruded material, or wires and extrusions with a circular cross section. 
The figure shows that the bending can be accomplished in several ways depending on the dimensions of the specimen. 
Stressing of the specimen is accomplished by bending the specimen in a stressing device, while restraining the ends. 
During stress-corrosion testing both specimen and stressing device are exposed to the test environment. The most simple 
loading arrangement is the two-point loaded bent-beam, which can only be used on relatively thin sheet or wire material. 
The elastic stress at the mid-point of the specimen can be estimated from the following equation:  

L = (KTE/ ) SIN-1 (H/KTE)  

where L is the specimen length, is the maximum stress, E is the elastic modulus, H is the length of holder, t is the 
specimen thickness, and k is the empirical constant (1.280). 



 

FIG. 26 SCHEMATIC SPECIMEN AND HOLDER CONFIGURATIONS FOR BENT-BEAM SPECIMENS. (A) TWO-POINT 
LOADED SPECIMEN. (B) THREE-POINT LOADED SPECIMEN. (C) FOUR-POINT LOADED SPECIMEN. (D) WELDED 
DOUBLE-BEAM SPECIMEN. L, SPECIMEN LENGTH; H, LENGTH OF THE HOLDER; T, SPECIMEN THICKNESS; Y, 
MAXIMUM DEFLECTION; A, DISTANCE BETWEEN OUTER AND INNER SUPPORTS; H, LENGTH OF THE SPACER; 
AND S, THICKNESS OF THE SPACER. (REF 239) 

Three-Point Bend Specimens. Three-point bend tests are commonly used because of the ease of load application and 
the ability to use the same loading rigs for different stresses. The load is applied by turning a bolt in the rig, deflecting the 
specimen. The elastic stress at the mid-point of the specimen is calculated from the following equation:  



= 6ETY/H2  

where is the maximum tensile stress, E is the elastic modulus, t is the specimen thickness, y is the maximum deflection, 
and H is the length of holder. 

This test has a number of disadvantages. First, dissimilar metal corrosion and/or crevice corrosion can occur under the 
bolt. Secondly, once the crack has formed, the stress condition changes such that the outer layer of the specimen is not 
subject to a tensile stress only, but to a complex combination at tensile and bending stresses. The propagating crack will 
then deviate from the centerline. Thus, the three-point bend test can only be used as a qualitative test to assess the 
susceptibility to stress-corrosion cracking. With the four-point bend test, described in the next paragraph, tensile stresses 
can be maintained during the growth of the crack. 

Four-Point Bend Specimens. Four-point bend testing provides a uniform tensile stress over a relatively large area of 
the specimen. The elastic stress in the outer layer of the specimen between the two inner supports can be calculated from 
the following equation:  

= 12ETY/(3H2 - 4A2)  

where is the maximum tensile stress, E is the elastic modulus, t is the specimen thickness, y is the maximum deflection, 
H is the distance between outer supports, and A is the distance between outer and inner supports. 

U-bend specimens are prepared by bending a strip 180° around a mandrel with a predetermined radius (Fig. 27). The 
figure shows that bends less than 180° are also used. Standardized test methods are described in ASTM G 30 (Ref 240). 
Because of the ease of fabrication, a large amount of specimens can be fabricated, and this test is therefore widely used to 
qualitatively evaluate the susceptibility of alloy and heat treatment to stress-corrosion cracking. 



 

FIG. 27 SCHEMATIC TWO-STAGE STRESSING OF A U-BEND SPECIMEN (REF 240) 

A good approximation of the strain at the apex of the U-bend is:  

= T/2R, WHEN T < R  

where t is the specimen thickness and R is the radius of the bend. 

Then, an appropriate value for the maximum stress can be obtained from the stress-strain curve of the test material. 

C-ring specimens are commonly used to determine the susceptibility to stress-corrosion cracking of alloys in different 
product forms (Ref 241). This test is particularly useful for testing of tubing, rod, and bar in the short-transverse direction, 
as is illustrated in Fig. 28. The specimens are typically bolt loaded to a constant strain or constant load per ASTM G 338 
(Ref 241) and if the stresses in the outer layers of the apex of the C-rings are in the elastic region, the stresses can be 
accurately calculated using the following equations:  

DF = D -   
= D2/4ETZ  

where D is the outer diameter of the C-ring before stressing, Df is the outer diameter of stressed C-ring, is the elastic 
stress, is the change of D at the desired stress, d is the mean diameter (D - t), t is the wall thickness, E is the elastic 
modulus, and Z is the correction factor for curved beam. 



 

FIG. 28 SAMPLING PROCEDURE FOR TESTING VARIOUS PRODUCTS WITH C-RINGS. (A) TUBE. (B) ROD AND 
BAR. (C) PLATE (REF 241) 

The stress on C-ring specimens can be more accurately determined by attaching circumferential and transverse strain 
gages to the stressed surface. The circumferential ( C), and transverse ( T) elastic stresses can be calculated with (Ref 
242, 243):  

C = E/(1 - 2) × ( C + T) 
T = E/(1 - 2) × ( T + C)  

where E is the elastic modulus, is the Poisson's ratio, C is the circumferential strain, and T is the transverse strain. 

Tensile Specimens. For specific purposes, such as alloy development, a large number of stress-corrosion specimens 
need to be evaluated. Tensile specimens have been used for this purpose where specimens used to determine tensile 
properties in air are adapted to SCC, as discussed in ASTM G 49. When uniaxially loaded in tension, the stress pattern is 
simple and uniform, and the magnitude of the applied stress can be accurately determined. Specimens can be 
quantitatively stressed by using equipment for application of either a constant load, a constant strain, or an increasing load 
or strain. 

This type of test is one of the most versatile methods of SCC testing because of the flexibility permitted in the type and 
size of the test specimen, the stressing procedures, and the range of stress level. It allows the simultaneous exposure of 



unstressed specimens (no applied load) with stressed specimens and subsequent tension testing to distinguish between the 
effects of true SCC and mechanical overload. 

A wide range of test specimen sizes can be used, depending primarily on the dimensions of the product to be tested. 
Stress-corrosion test results can be significantly influenced by the cross section of the test specimen. Although large 
specimens may be more representative of most structures, they often cannot be prepared from the available product forms 
being evaluated. They also present more difficulties in stressing and handling in laboratory testing. 

Smaller cross-sectional specimens are widely used. They have a greater sensitivity to SCC initiation, usually yield test 
results rapidly, and permit greater convenience in testing. However, the smaller specimens are more difficult to machine, 
and test results are more likely to be influenced by extraneous stress concentrations resulting from nonaxial loading, 
corrosion pits, and so on. Therefore, use of specimens less than about 10 mm (0.4 in.) in gage length and 3 mm (0.12 in.) 
in diameter is not recommended, except when testing wire specimens. 

Tension specimens containing machined notches can be used to study SCC and hydrogen embrittlement. The presence of 
a notch induces a triaxial stress state at the root of the notch, in which the actual stress will be greater by a concentration 
factor that is dependent on the notch geometry. The advantages of such specimens include the localization of cracking to 
the notch region and acceleration of failure. However, unless directly related to practical service conditions, the results 
may not be relevant. 

Tension specimens can be subjected to a wide range of stress levels associated with either elastic or plastic strain. 
Because the stress system is intended to be essentially uniaxial (except in the case of notched specimens), great care must 
be exercised in the construction of stressing frames to prevent or minimize bending or torsional stresses. 

The simplest method of providing a constant load consists of a dead weight hung on one end of the specimen. This 
method is particularly useful for wire specimens. For specimens of larger cross section, however, lever systems such as 
those used in creep-testing machines are more practical. The primary advantage of any dead-weight loading device is the 
constancy of the applied load. 

Constant-strain SCC tests are performed in low-compliance tension-testing machines. The specimen is loaded to the 
required stress level, and the moving beam is then locked in position. Other laboratory stressing frames have been used, 
generally for testing specimens of smaller cross section. 

Constant Load Testing. Although the constant extension tests are widely used for evaluating the susceptibility of alloys 
to stress-corrosion cracking because of the ease of specimen preparation and the ability to test a large number of 
specimens at one time, there is one major drawback. Once stress-corrosion cracks have formed, the gross cross-section 
stress decreases, which will eventually cause the crack to stop. Application of a constant or a static load provides an 
alternative test method that represents some actual field conditions that can provide threshold values. It should be 
cautioned, however, that such threshold values are strongly dependent on the method of loading (i.e., dead weight or 
spring) and the specimen size and cannot be considered a materials property. Moreover, Fig. 29 (Ref 244) shows that as a 
crack develops, the stress at the crack tip increases, possibly decreasing the time-to-failure. 



 

FIG. 29 SCHEMATIC COMPARISON OF DETERMINATION OF THRESHOLD STRESS INTEGRITY FACTOR (KISCC OR 
KTH). (A) CONSTANT-LOAD (K-INCREASING) TEST. (B) CONSTANT CRACK OPENING DISPLACEMENT (K-
DECREASING) TEST (REF 244) 

Constant Strain Rate Testing. Constant or slow strain rate testing is a very useful technique to evaluate the 
susceptibility of materials to SCC in a relatively short period of time (Ref 244, 245). Typical strain rates range between 
10-5/s and 10-7/s, but for most materials the typical strain rate is at 10-6/s. The strain sensitivity to SCC can change for 
different alloys, even of the same metal. Figure 30 (Ref 245) shows that for the 2000 series aluminum alloys, the critical 
strain rate for the highest susceptibility to cracking is 10-6/s, whereas no such critical strain rate exists for the 7000 series 
aluminum alloys. This difference in slow strain rate behavior of the two alloys may indicate different mechanisms for 



stress-corrosion cracking. The slow strain rate behavior indicates that the principal mechanism for cracking of the 2000 
series alloys is film rupture--anodic dissolution model, while the predominant mechanism for cracking of the 7000 series 
alloys is hydrogen embrittlement. 

 

FIG. 30 STRAIN RATE REGIMES FOR SCC OF 2000, 5000, AND 7000 SERIES ALUMINUM ALLOYS IN A 3% 
AQUEOUS NACL SOLUTION PLUS 0.3% H2O2 (REF 245) 

The parameters that are typically measured in slow strain rate testing to determine the susceptibility to SCC are:  

• TIME TO FAILURE  
• PERCENT ELONGATION  
• PERCENT REDUCTION IN CROSS-SECTIONAL AREA AT THE FRACTURE SURFACE  
• REDUCTION IN ULTIMATE (UTS) AND YIELD (YTS) TENSILE STRESS  
• PRESENCE OF SECONDARY CRACKING ON THE SPECIMEN GAGE SECTION  
• APPEARANCE OF THE FRACTURE SURFACE  

In order to assess the susceptibility of a material to SCC, the results of the slow strain rate test in a particular environment 
must be compared with those in an inert environment, such as dry nitrogen gas. 

Precracked Specimen Testing 

The use of precracked specimens in the evaluation of SCC is based on the engineering concept that all structures contain 
cracklike flaws (Ref 246, 247). Moreover, precracking can contribute to the susceptibility to SCC of alloys such as 
titanium alloys, and this susceptibility may not always be evident from smooth specimens. 

Precracking eliminates the uncertainties that are associated with crack nucleation and can provide a flaw geometry for 
which a stress analysis is available through fracture mechanics. Expressing stress-corrosion characteristics in terms of 
fracture mechanics provides a relationship between applied stress, crack length, and crack growth in a corrosive 
environment. When the plasticity can be ignored, or in other words, when the plastic zone ahead of the propagating crack 
is below a certain value and a triaxial or plane strain stress state exists at the crack tip, linear elastic fracture mechanics 
(LEFM) can be applied to describe the relationship between crack length (a) and the applied stress ( ) by the stress 
intensity factor K:  

K = · F  



where F is a polynomial factor that accounts for the specimen geometry. Linear elastic fracture mechanics, and thus the K 
factor, cannot be used to describe the relationship between applied stress and the crack length when there is significant 
plasticity or when the stress state at the crack tip is biaxial or plane stress. Then, a more fundamental parameter, the J 
integral, is used. 

Almost all standard plane strain fracture mechanics test specimens can be adapted to SCC testing. Several examples are 
illustrated schematically in Fig. 31 (Ref 248). ASTM Standard E 399 describes the allowable specimen dimensions and 
test procedures for precracked specimens. 

 

FIG. 31 CLASSIFICATION OF PRECRACKED SPECIMENS FOR SCC TESTING (REF 248) 

Specimen Preparation. When using precracked fracture mechanics specimens, specific dimensional requirements need 
to be considered, as well as crack configuration and orientation. The basic dimensional requirement for application of 



linear elastic fracture mechanics is that dimensions are such that plane strain condition can be maintained. In general, for 
a valid K measurement, neither that crack length nor the specimen thickness should be less than 2.5 (KIc/ Y)2. 

Several designs of initial crack configuration are available. ASTM E 399 recommends that the notch root radius is not 
greater than 0.127 mm (0.005 in.), unless a chevron notch is used, in which case it may be 0.25 mm (0.01 in.). In order to 
start out with a crack as sharp as possible, ASTM E 399 describes procedures for precracking. The K level used for 
precracking should not exceed about two-thirds of the intended initial K value. This procedure prevents the forming of 
compressive stresses at the crack tip, which may alter the SCC behavior of the alloys. 

Aluminum alloys can also be precracked by the pop-in method, where the wedge-opening method is used to the point of 
tensile overload. This method cannot be used for steels and titanium alloys, because of the strength of these alloys. 

Loading Procedures. Stress-corrosion crack growth in precracked specimens can be studied in K-increasing and K-
decreasing tests (Ref 244). In constant load or K-increasing tests, crack growth results in increased crack opening, which 
keeps the environment at the crack tip and corrosion products from interfering with crack growth. One of the problems 
with this mode of loading is that with increasing K, the plastic zone ahead of the crack tip may increase and at some point 
interfere with crack propagation. Moreover, for this type of testing bulky and relatively expensive equipment is required. 

Constant displacement (K-decreasing) tests do not have the problems of the K-increasing tests indicated above. The 
plastic zone ahead of the crack tip does not increase with increasing crack size, so that the stress condition always remains 
in the plane strain mode. Also, the constant displacement tests can be self-loaded, and thus external testing equipment is 
not needed. Because in these tests the stress-intensity factor decreases with increasing crack growth, the stress-corrosion 
threshold stress intensity factor (KIscc) can be easily determined by exposing a number of specimens loaded to different 
initial K1 values. This can even be accomplished by crack arrest in one specimen. 

A major problem with this test method occurs when corrosion products form in the crack, blocking the crack mouth and 
interfering with the environment at this crack tip. Moreover, the oxide can wedge open the crack and change the 
originally applied displacement and load. 

Measurement of Crack Growth. In order to quantify the crack growth behavior in precracked stress-corrosion 
specimens, the crack length needs to be monitored, so that the crack velocity (da/dt) can be calculated, and the 
relationship between the increasing K and the crack velocity can be determined. There are basically three methods to 
monitor the growth of stress corrosion cracks: (1) visual/optical measurements, (2) measurement of the crack-opening 
displacement using clip gages, and (3) the potential drop measurement, which monitors the increase in resistance across 
two on either side of the propagating crack (Ref 249). 
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Introduction 

HIGH-TEMPERATURE operating requirements for parts and equipment have drastically increased over the past 20 to 30 
years, and businesses such as the utility, aircraft, and chemical industries are greatly dependent on the safe and efficient 
operation of such equipment. In the power-generation industry, for example, components operate for extended periods of 
time at temperatures between 0.3 to 0.5 of their absolute melting temperature and have design lives that are limited by 
creep. Defense and aerospace applications rely heavily on materials that maintain their integrity in the presence of 
combinations of high temperature and stress (Ref 1). Also, in other cases, as the original design lives are expiring, 
assessment of the remaining life of components currently in operation with the objective of extending the component 
service life has become an economic and safety consideration (Ref 2). Many facilities are now relying on retirement-for-
cause philosophy to determine the end of service life for parts (Ref 3, 4, 5). 

Despite the sophisticated methods of flaw detection that are available, defects and impurities are commonly present in all 
large components and can potentially escape detection. In the high-temperature regime, components fail by the 
accumulation of time-dependent creep strains at these defects, which with time evolve into cracks causing eventual 
failure. This results in financial losses in repair and downtime costs as well as possible loss of human life (Ref 6). This 
article focuses on the concepts for characterizing and predicting elevated-temperature crack growth in structural materials. 
Both creep and creep-fatigue crack growth will be considered, focusing mainly on test methods. For a discussion on the 
application of the data in life prediction, refer to Ref 1, 5, and 7. 

 
References 

1. J.A. HARRIS, JR., D.L. SIMS, AND C.G. ANNIS, JR., "CONCEPT DEFINITION: RETIREMENT FOR 
CAUSE OF F100 ROTOR COMPONENTS," AFWAL-TR-80-4118, AIR FORCE WRIGHT 
AERONAUTICAL LABORATORIES, SEPT 1980 

2. A. SAXENA AND P.K. LIAW, "REMAINING LIFE ESTIMATIONS OF BOILER PRESSURE PARTS--
CRACK GROWTH STUDIES," FINAL REPORT, CS 4688 PER EPRI CONTRACT RP 2253-7, 1986 

3. PROC. EPRI CONF. ON LIFE EXTENSION AND ASSESSMENT OF FOSSIL PLANTS, JUNE 1986, 
ELECTRIC POWER RESEARCH INSTITUTE (WASHINGTON, D.C.) 

4. W.A. LOGSDON, P.K. LIAW, A. SAXENA, AND V. HULINA, ENG. FRACT. MECH., VOL 25, 1986, P 
259 

5. A. SAXENA, P.K. LIAW, W.A. LOGSDON, AND V. HULINA, ENG. FRACT. MECH., VOL 25, 1986, P 
290 

6. THE NATIONAL BOARD OF BOILER AND PRESSURE VESSEL INSPECTORS, NATL. BOARD 
BULL., VOL 43 (NO. 2), 1985 

7. A. SAXENA, "LIFE ASSESSMENT METHODS AND CODES," EPRI TR-103592, ELECTRIC POWER 
RESEARCH INSTITUTE, JAN 1996 

Elevated-Temperature Crack Growth 

Richard H. Norris, Parmeet S. Grover, B. Carter Hamilton, and Ashok Saxena, Mechanical Properties Research Laboratory, School of 
Materials Science and Engineering, Georgia Institute of Technology 

 

Creep and Creep-Fatigue 



Failures that are attributed to creep result from either widespread or localized creep damage (Ref 8). If the part is 
subjected to uniform stress and temperatures, the damage is likely to be widespread and failure by creep rupture is apt to 
result. This is most commonly observed in thin section components such as steam pipes. Components with localized 
damage, which is a result of nonuniform stress and temperature distribution found most commonly in large structures, are 
more prone to fail as a result of creep crack propagation rather than stress rupture. 

Service conditions experienced by components can also involve cyclic loading and unloading at elevated temperatures. 
Hence, in these situations, crack growth occurs not only under static loading (creep conditions), but creep-fatigue 
interactions play a major role in the initiation and growth of cracks. Components operating at high temperatures 
experience changes in conditions from beginning to end of each operating cycle, resulting in transient temperature 
gradients. Considering the case of steam turbines as an example, cracks in castings are typically located at the steam inlets 
of high-pressure and intermediate-pressure turbine sections because the local thermal stresses are higher. The primary 
cause of crack initiation and propagation in turbine casings is fatigue and creep-fatigue and occasionally brittle fracture 
due to high transient thermal stresses (Ref 4). Thermal stresses are responsible for fatigue and creep-fatigue crack growth 
(CFCG) in the lower-temperature regions, while creep contributes to crack growth in regions where temperature exceeds 
427 °C (800 °F) (Ref 7). 

Creep-Ductile Materials. Creep and creep-fatigue crack growth is a common occurrence in most engineering materials 
operating at high temperatures. Materials classified as creep-ductile have the ability to sustain significant amounts of 
crack growth prior to failure. Also, crack growth in these materials is accompanied by significant amounts of creep 
deformation at the crack tip. Therefore, a complete understanding of crack growth mechanics and damage mechanisms is 
required for accurate predictions of life of high-temperature components made from such materials. A typical flow 
diagram of this methodology is shown in Fig. 1. Examples of such materials include Cr-Mo steels, stainless steels, and 
Cr-Mo-V steels. 



 

FIG. 1 METHODOLOGY FOR PREDICTING CRACK PROPAGATION LIFE USING TIME-INDEPENDENT FRACTURE 
MECHANICS 



This damage in creep-ductile materials at high temperatures is usually in the form of grain-boundary cavitation. It has 
been most commonly observed that this cavitation initiates at second-phase particles or defects on the grain boundaries 
(Ref 9). Nucleation and growth of these cavities lead to coalescence of these voids, eventual crack formation, and growth 
(Ref 10), which is the primary mechanism of creep crack growth. Failure due to creep-fatigue interaction can be described 
from two points of view (Ref 11): influence of cyclic loading on cavitation damage and influence of cavitation on cyclic 
initiation and propagation. These mechanisms are illustrated in Fig. 2, adapted from Ref 11. Three prominent mechanisms 
for fatigue crack growth at elevated temperatures, in the presence of hold times, are (1) alternating slip mechanism (crack-
tip blunting mechanism), (2) fatigue crack growth caused by grain-boundary cavitation, and (3) influence of corrosive 
environment. 

 

FIG. 2 SCHEMATIC REPRESENTATION OF MECHANISTIC ASPECTS OF CREEP-FATIGUE. (A) EFFECT OF 
CYCLING ON CAVITATION DAMAGE. (B) EFFECT OF CAVITATION ON CYCLIC CRACK GROWTH. SOURCE: REF 11 

Creep-Brittle Materials. A second class of high-temperature structural materials is known as creep-brittle materials, 
which include high-temperature aluminum alloys, titanium alloys, nickel-base superalloys, intermetallics, and ceramic 
materials. The primary difference between this class of materials and the creep-ductile materials discussed previously is 
that creep crack growth in these materials is usually accompanied by small-scale creep deformation and by crack growth 
rates that are comparable to the rate at which creep deformation spreads in the cracked body. As discussed later in this 



article, this has a significant influence on the crack tip parameters that characterize crack growth rates. Because of these 
differences, the time-dependent fracture mechanics (TDFM) concepts described in the subsequent discussion will address 
these two types of material behavior separately. 
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Time-Dependent Fracture Mechanics 

Stationary-Crack-Tip Parameters. As previously mentioned, crack growth in creep-ductile materials lags 
considerably behind the spreading of the creep zone. Therefore, a practical assumption of a stationary crack tip is made 
when searching for crack-tip parameters (although the limitations and validity of this assumption in defining crack-tip 
parameters are discussed later in the section "Conditions with Growing Cracks." ) In order to describe the mechanics of 
creep and creep-fatigue crack growth, an understanding of the stress-strain-time response at the crack tip of a body 
subjected to a load in creep-temperature regime must be developed first. The stages of the evolving deformation zone 
ahead of a crack tip when a member is subjected to a load in the creep regime is shown in Fig. 3. The initial response of 
the body is elastic-plastic, and the crack-tip stress field is proportional to the stress-intensity factor, K, if the scale of 
plasticity is small compared with the crack size (Ref 12, 13). If the plastic zone is not small, the J-integral characterizes 
the instantaneous crack tip stresses and strains (Ref 14). With increasing time, creep deformation causes the relaxation of 
the stresses in the immediate vicinity of the crack tip, resulting in the formation of the creep zone, which continually 
increases in size with time. Because the parameters K and J are independent of time, they are not able to uniquely 
characterize the crack-tip stresses and strains within the creep zone. The parameters C*, C(t), and Ct have been developed 
to describe the evolution of time-dependent creep strains in the crack-tip region (Ref 15, 16, 17, 18) and will be discussed 
later in this section. Within these creep regions, the crack-tip stress and strain fields resemble the Hutchinson-Rice-
Rosengren (HRR) fields noted in elastic-plastic fracture mechanics (Ref 19, 20). 



 

FIG. 3 FORMATION OF DEFORMATION ZONES AHEAD OF CRACK TIP UPON INITIAL LOADING IN THE CREEP 
REGIME 

For a body undergoing creep, the uniaxial stress-strain-time response for a material that exhibits elastic, primary, 
secondary, and tertiary creep is given by:  

  

(EQ 1) 

where ε and σ are the strain and stress, respectively, and and denote their time derivatives. The values of A, A1, A3, p, 
p3, n, n1, and n3 are the creep regression constants derived from creep deformation data. The terms on the right-hand side 
of the equation represent the elastic, primary, secondary, and tertiary creep strain contributions, respectively. This 
equation is convenient for analyzing the creep deformation behavior of cracked bodies under creep loading conditions. 

The crack-tip stress and strain behavior for a creeping body change with time, as a result of continuous evolution of the 
creep zone. The changes in the creep deformation zone follow the progression shown in Fig. 4. During the initial stage of 
small-scale creep, the creep zone is small compared with the crack size and the remaining ligament. Primary creep strains 
accumulate at a faster rate than the secondary creep strains; therefore, the primary creep strains initially dominate this 
region. Next, the primary creep zone continues to expand, and the secondary creep zone begins to evolve within the 
primary creep zone. Then the primary creep zone envelopes the entire remaining ligament, while the secondary creep 
zone continues to grow in size within the primary creep zone. Eventually, the secondary creep zone engulfs the entire 
remaining ligament. In heavily cavitating materials, the tertiary creep zone begins as a small zone near the crack tip, but 
can eventually cover the entire remaining ligament. In chromium-molybdenum steels, cavitation is usually limited to a 
small region near the crack tip, and the consideration of tertiary creep strains is not relevant in estimating the crack tip 
parameters. 



 

FIG. 4 CREEP ZONE EVOLUTION. (A) SMALL SCALE PRIMARY CREEP CONDITIONS. (B) SECONDARY ZONE 
EVOLVING WITHIN THE PRIMARY ZONE. (C) SECONDARY ZONE BECOMING COMPARABLE IN SIZE WITH THE 
EXTENSIVE PRIMARY ZONE. (D) EXTENSIVE SECONDARY ZONE ENVELOPING OVER THE ENTIRE LIGAMENT 
(STEADY-STATE CREEP CONDITIONS) 

Cracked Body Deforming under Steady-State Creep Conditions. When steady-state creep conditions dominate, as 
shown in Fig. 4(d), the relationship between stress and strain rate, Eq 1 simplifies to the so-called Norton relation:  

= A N  (EQ 2) 

For these conditions, the crack-tip parameter, C*, was defined by Landes and Begley (Ref 15) and Nikbin, Webster, and 
Turner (Ref 21) by analogy to the J-integral. The C*-integral is defined as follows:  

  
(EQ 3) 

where  

W* = IJD IJ  
(EQ 4) 

is the strain energy rate density associated with the point stress and strain rate. In Eq 3, is an arbitrary counterclockwise 
line contour starting at the lower crack surface and ending on the upper crack surface enclosing the crack tip and no other 
defect, Ti is the component of the traction vector in the direction of the outward normal, and ds is the increment in the 
contour path. Figure 5 illustrates this integral on a reference crack-tip coordinate system. A more detailed account of these 
notations can be found in Ref 22, 23, 24. 



 

FIG. 5 SCHEMATIC OF THE CONTOUR INTEGRAL IN TERMS OF CRACK-TIP COORDINATE SYSTEM USED TO 
DEFINE C*. N IS THE UNIT NORMAL VECTOR. 

C* is a path-independent integral whose value can be obtained by calculation of the integral along an arbitrary path, as 
mentioned before. The C*-integral is also related to the energy rate or power difference between two identically loaded 
specimens having incrementally different crack lengths; therefore, C* can be measured at the loading pins of the 
specimen and defined in that way by:  

  
(EQ 5) 

where B is the specimen thickness and U* is the steady-state energy rate (or stress-power) difference between two 
specimens in which the crack lengths differ by an incremental amount da, but are otherwise identical. The C*-integral 
also describes the strength of the crack-tip stress and strain-rate singularities (Ref 25):  

  
(EQ 6) 

  
(EQ 7) 

where r is the distance from the crack tip, is the angle from the plane of the crack, and ( ) and ij( ) are angular 
functions specified in Ref 26. A is the Norton law coefficient in the relation between stress and steady-state creep rate. In 
is a constant dependent on the steady-state creep exponent n, whose values may be found in tables (Ref 26). For most 
values of n of practical interest, In can be expressed approximately as 3 for plane-stress conditions and 4 for plane-strain 
conditions. Thus, C* characterizes the strength of the crack-tip-stress singularity commonly known as the Hutchinson-
Rosengren-Rice (HRR) singularity. 

Using the load-line deflection rate, which can be measured directly from the specimen, the applied load and crack length, 
C* can be determined by (Ref 27):  

  
(EQ 8) 

where W is the specimen width, B is the specimen thickness, SS is the steady-state load-line deflection rate, and is a 
geometric function that is also dependent on the crack length to width ratio, a/W, and the secondary creep exponent, n. 



This method of determining C* has been successfully used under laboratory conditions with test specimens, most 
commonly center crack panels and compact tension specimens. For the compact tension geometry, the value of can be 
approximated as follows (Ref 2, 28, 29, 30):  

  

(EQ 9) 

where the term n/n + 1 on the right-hand side of the equation is strictly valid for secondary creep only and is replaced by 
n1/n1 + 1 when most of the test time is spent under primary creep conditions (Ref 31). The C*-integral can also be 
determined from expressions analogous to the analytical expressions for estimating the fully plastic portion of the J-
integral. This method is useful when the experimental values of the load-line deflection rates are not available and either 
plane-strain or plane-stress conditions prevail. When planar conditions are prevalent (assumption for most thick or very 
thin in-service members), C* can be calculated as follows for compact tension specimens (Ref 12, 24, 32):  

  
(EQ 10) 

where h1 depends on a/W, n, and the state of stress (Ref 33), equals either 1.455 or 1.071 for plane-strain or plane-stress 
conditions, respectively, and:  

  

(EQ 11) 

Elastic plus Secondary Creep Conditions. As previously mentioned, the creep deformation zone changes with time 
and these zones evolve from small-scale to extensive creep conditions. For a cracked body to reach extensive secondary 
creep conditions, a characteristic transition time, tT, has been proposed for when C* becomes valid from the time of initial 
loading (Ref 32, 34):  

  
(EQ 12) 

For times less than the calculated value of tT, stress redistribution in the crack-tip region cannot be ignored. Thus Eq 2 
must be modified to include the elastic term in addition to the power-law creep term. Under these circumstances, C* is 
path-dependent and it no longer uniquely determines the crack-tip stress fields given by Eqs 6 and 7. The size of the 
secondary creep zone (rc) can be determined by the relationship (Ref 32):  

RC ( , T, N) = K2 (EAT)2/(N - 1) ( , N)  (EQ 13) 

where n is the creep exponent and is a function of the state of stress and n, and is given by:  

  



and In is a dimensionless parameter related to the HRR stress field (Ref 26). 

For several applications, the transition times may be large in comparison with the average operating time between start-up 
and shutdown for components. If operational shutdown is accepted as a part of normal operating mode, it is reasonable to 
infer that some components may never actually reach steady-state conditions, thereby spending their service life in the 
small-scale and transition creep regimes. Thus C* is not applicable for characterizing creep crack growth in these 
components. Furthermore, primary creep behavior must be incorporated in the above analysis for it to be generally useful. 

Even under small-scale creep, in the immediate vicinity of the crack tip, the creep strain rates exceed the elastic strain 
rates; therefore, selection of any integration path in the creep-dominated region will yield path-independence for the C*-
integral. The C*-integral taken along a path near the crack tip has been called the C(t) parameter and has been shown to 
characterize the amplitude of the crack-tip stress and strain fields (Ref 13, 35). For small-scale secondary creep (SSC) 
conditions, C(t) can be approximated by the following equation (Ref 32, 34):  

  
(EQ 14) 

As the extensive creep conditions become prevalent, C(t) becomes equal to C*, and it also becomes completely path-
independent. An interpolation formula for analytically estimating C(t) during small-scale to extensive creep conditions for 
elastic-secondary creep conditions is given by (Ref 35):  

  
(EQ 15) 

Consideration of Primary Creep in Crack-Tip Parameters. Primary creep can be present in the small-scale as well 
as extensive creep conditions and can be of considerable importance in many elevated-temperature components such as 
chromium-molybdenum steels (Ref 24). Under extensive primary creep conditions, the second term in Eq 1 becomes 
dominant. Integrating this term and solving for results in = [A1t(1 + p)]1/1 + p. Because for a given material, A1, p, 
and n1 are constants, the accumulated strain is a function of stress and time. Furthermore, the strain and strain-rate 
dependence on stress and time is separable. Because of this property, the C*-integral is path-independent for extensive 
primary creep; however, its value changes with time. Primary creep can also be included in the estimation of C(t) under 
small-scale creep conditions. The transition time for the progression of small-scale primary creep conditions to evoke 
extensive primary creep conditions, t1, is defined by (Ref 36):  

  
(EQ 16) 

where J is the J-integral (Ref 14). For t > t1, extensive primary creep conditions prevail and as mentioned earlier, C* is 
path-independent at a fixed time and thus defined as C*(t), whose value changes with time. It uniquely characterizes the 
instantaneous crack-tip stresses. C*(t)-integral can be related to another path-independent integral, C*h, which is 
independent of time, by the following equation (Ref 36, 37):  

  
(EQ 17) 

Thus, the time dependence of C*(t) can be separated from the crack-size and load-dependent parameter, C*h, which can 
be determined analytically much like J and C*. For compact specimens (Ref 16):  

  
(EQ 18) 



where A1, p, and n1 are the primary creep constants from Eq 1. With continuing evolution of the secondary creep zone 
within the primary creep zone, the elapsed time for the secondary zone to overtake the primary-zone boundary and engulf 
the remaining ligament is derived by (Ref 37):  

  
(EQ 19) 

In a manner similar to the determination of the secondary creep zone size, the extent of the primary creep zone during 
small-scale creep can also be determined:  

RC( ,T,N) = ' K2 [E(A1T)1/(1 + P)] ( ,N1)  (EQ 20) 

where ' is a function of the state of stress and the primary creep exponent n1. 

A condition commonly observed is one in which both primary and secondary creep strains occur simultaneously in the 
ligament. The C*(t)-integral in this regime can be approximated by the following relationship (Ref 22):  

  
(EQ 21) 

where C*s is the steady-state value of the C*-integral. The C(t)-integral also characterizes the amplitude of the HRR fields 
under these conditions and a wide range expression for C(t) is approximated by (Ref 16):  

  

(EQ 22) 

The parameter C(t) is useful for characterizing the creep crack growth for the small-scale and steady-state regimes. 
However, one significant disadvantage of C(t) is that it cannot be measured in the small-scale (transient) region and can 
only be calculated analytically. In the extensive creep regime, C(t) = C* so it can be measured from the load-line 
displacement readings directly from a test specimen as given earlier in Eq 8. 

The Ct Parameter. Because C(t) cannot be measured at the load-line under small-scale conditions, another parameter, 
Ct, has been proposed and shown to characterize creep-crack growth rates under a wide range of creep conditions (Ref 18, 
38). The Ct parameter is defined as the instantaneous rate at which stress-power is dissipated and can be measured at the 
loading pins in the entire regime from small-scale to extensive creep. Thus by definition, Ct is equal to C*(t) and C(t) in 
the extensive regime (Ref 24) and is given by (Ref 18):  

  
(EQ 23) 

where B is the specimen thickness, a is crack length, and U*t is the instantaneous difference in the stress power 
between two cracked bodies that have incrementally differing crack lengths of a but are otherwise identical. 

For small-scale creep conditions, the Irwin concept of effective crack length has been modified to define a stationary 
crack to accommodate the expression for Ct (Ref 18, 38):  

AEFF = A + C  (EQ 24) 



In this equation, is the scaling factor, which is approximately equal to as determined by finite element analysis (Ref 
39, 40), c is the creep zone size, aeff is the effective crack length, and a is the physical crack length. This leads to an 
expression for Ct in the small-scale creep regime (Ref 18, 24) in which the load-line deflection can be directly measured 
during the test:  

  
(EQ 25) 

where  

  

Analytically, the small-scale creep deflection rate can be determined by (Ref 38):  

  
(EQ 26) 

Substituting Eq 26 into Eq 25, an equation which directly relates (Ct)SSC, K and c is determined:  

  
(EQ 27) 

Using Eq 27, an analytical expression for a stationary crack can be derived for (Ct)SSC in which knowledge of load-line 
deflection is not needed, assuming that constants in the appropriate creep constitutive laws are available (Ref 38). For 
example, for elastic, secondary creep (Ct)SSC can be given by:  

  

(EQ 28) 

where has been previously defined. 

An expression for estimating Ct for a wide range of creep conditions from small-scale creep to extensive creep and also 
including primary creep has been derived that is very similar to the way in which C(t) is derived (Ref 2, 18, 41):  

CT = (CT)SSC + C*(T)  (EQ 29) 

where the value of (Ct)SSC can be either experimentally determined from Eq 25 or analytically determined from Eq 27. If 
Eq 25 is used, the expression to measure Ct experimentally over the entire secondary creep range is given as (Ref 38):  

  
(EQ 30) 



where the load-line deflection rate in extensive creep conditions is subtracted from the total rate of deflection caused by 
creep. 

Furthermore, a wide range expression for determining Ct in the presence of primary and secondary creep conditions has 
been determined in a similar manner as Eq 22 (Ref 41, 42):  

  

(EQ 31) 

where *c (t) is the load-line deflection rate under extensive primary-secondary creep conditions. 

Conditions with Growing Cracks. As previously stated, all the crack-tip parameters discussed thus far are based on the 
assumption of a stationary crack tip. Crack growth can significantly alter the crack-tip stress fields if the rate of crack 
growth is comparable to the rate at which creep deformation spreads at the crack tip. For a crack progressing with a 
velocity , the stress fields are dependent on the crack velocity by (Ref 43):  

  
(EQ 32) 

This stress field is alluded to as the Hui-Riedel (HR) field. By solving for r in Eq 6 and 32 and then setting them equal, it 
can be shown that for steady-state creep, stress distribution within the HR field is (Ref 44):  

  
(EQ 33) 

It is intuitive from this equation that the extent of the HR field must be small in comparison to the extent of the HRR field 
for C* (or Ct) to uniquely characterize the creep crack growth rate. By equating Eq 32 and 33, an estimation of the HR 
field size can be obtained. For materials in which the crack growth behavior is characterized by C* (or Ct), the size of the 
HR zone has been estimated to be on the order of 0.01 which is negligible (Ref 43). This implies that C* is a viable 
parameter even in the presence of growing cracks, provided the crack growth is slow in comparison to the rate of spread 
of creep deformation. This condition can be ensured by applying deflection-rate partitioning as shown below (Ref 27, 29):  

  

(EQ 34) 

The term on the left side of Eq 34 is the total load-line deflection rate at constant load, while the first two terms on the 
right side are the deflection rates due to crack growth as a result of elastic and plastic compliance change, and the third 
term is due to creep deformation. The contribution of deflection due to creep is found by subtracting the deflection rates 
attributed to the change in elastic and plastic compliances from the total deflection rate:  

  
(EQ 35) 

where Jp is the plastic portion of J and m is the plasticity exponent. Stationary crack tip parameters can only be used as 
long as the second term in the right-hand side contributes negligibly to c. This condition is ensured by allowing only 
those data for which c/  0.8 (Ref 45). 
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Creep-Brittle Materials 

In many situations, the crack growth rate is comparable to the rate of expansion of the creep zone, and the crack can no 
longer be assumed to be effectively stationary within an expanding creep field. These conditions are typical of creep-
brittle materials, where the rate of creep strain accumulation at the crack tip is comparable to crack extension rates and 
where crack growth significantly perturbs the crack-tip stress field. Stated in another way, the HR field is no longer small 
in comparison to the extent of the HRR fields. Thus, the stationary-crack-tip parameters no longer characterize the crack-
tip conditions and can no longer be expected to correlate uniquely with creep crack growth rate. 

In creep-brittle materials, the rate of deflection caused by creep deformation represents only a small percentage of the 
total deflection rate; therefore, in the absence of significant plasticity, the rate of deflection caused by change in elastic 
compliance is comparable to the total deflection rate. Because the elastic contribution is analytically determined and the 
total deflection rate is experimentally measured, Eq 35 can sometimes erroneously yield negative creep deflection rates 
due to experimental error in the total deflection rate measurement. The negative creep deflection rates result in negative Ct 
values, which have no clear physical interpretation. Negative Ct values can also sometimes result if the creep zone size 
decreases (Ref 46), which is often the case in creep-brittle materials following incubation or toward the end of the test 
even in creep-ductile materials when stable crack growth sets in and the crack grows very rapidly. This aspect will be 
discussed in more detail in the next section. 

Because Eq 35 is accurate only when the creep deflection rate dominates the total deflection rate, the equation lacks 
precision for creep contributions less than 80% of the total deflection (Ref 45). Therefore, the use of this equation and 
also the crack-tip parameters Ct and C* is not suitable in creep-brittle materials. 

Under special circumstances, time-independent fracture parameters, such as the J-integral (Ref 19, 20) or K, may 
correlate with the creep crack growth rate in creep-brittle materials. At elevated temperatures, some aluminum alloys have 
exhibited such creep-brittle behavior. For example, correlations between the creep crack growth rate and K have been 
established for aluminum alloys 2219-T851 (Ref 47, 48), 2519-T87 (Ref 49), and to a limited extent for 8009 (Ref 50). 
Similar correlations have also been demonstrated for other creep-brittle materials such as Ti-6242 (Ref 51) and for 
carbon-manganese steels at temperatures of 360 °C (680 °F) as discussed later in this article. 

The precise conditions under which K or J characterize the crack growth behavior of creep-brittle materials are not yet 
well understood. However, the creep deformation resistance of creep-brittle materials is believed to be a significant factor. 



The accumulation of creep strain ahead of the crack tip is impeded in creep-brittle materials by microstructural features 
such as precipitates or dispersoids, and simultaneously decreasing rupture ductility increases the crack growth rate. As a 
result, the creep crack growth rate and the rate of creep strain accumulation in the crack-tip region are comparable. The 
movement of the crack perturbs the crack-tip stress fields, and it is no longer possible to represent the crack-tip fields 
using the Riedel-Rice formulation (Ref 32). In an idealized situation, one can imagine that the creep zone boundary and 
the crack tip in the plane of the crack move at equal speeds. Thus, the creep zone size at the crack tip remains constant, 
and using a coordinate system that moves with the crack tip as reference, the crack-tip stress field is also constant and 
completely determined by K. If it is assumed that the creep zone size remains small with respect to the pertinent length 
dimensions of the specimen and the shape also remains constant, creep crack growth is expected to correlate uniquely 
with K. In practice, all these conditions are most likely seldom met. Nevertheless, correlations between creep crack 
growth rates and K have been observed. However, the limitations of such correlations are not well understood. This 
remains an area of active research. 

Incubation Period. When a cracked specimen is first loaded at elevated temperature, the material ahead of the crack tip 
is free from prior creep damage and, therefore, time-dependent crack growth does not begin instantly. Creep crack growth 
studies have shown that crack extension occurs following a specific time period, which has been termed incubation time. 
Incubation models based on ductility exhaustion and creep cavitation concepts have been developed (Ref 10, 52, 53); 
however, incubation time currently lacks a precise definition among researchers because it is unknown if the crack 
actually remains stationary during this period or if the crack grows at an indiscernible rate. Some researchers have defined 
the incubation period as the time required for the crack to grow through the initial creep zone size (Ref 54), while others 
have defined it based on a certain increase in the direct current potential drop output when utilizing the potential drop 
technique to monitor crack extension (Ref 55). 

The incubation period is more pronounced in creep-brittle materials than in creep-ductile materials, and it can comprise 
nearly 90% of the total test time during creep crack growth testing of creep-brittle specimens. Thus, incubation period is 
vitally important when considering the creep crack growth characteristics of creep-brittle materials. The correlation 
between the creep crack growth rate and the stress-intensity factor displays a steep slope in creep-brittle materials, 
indicating that the crack growth rate rapidly increases for very small increases in K. The K-range, therefore, over which 
creep crack extension occurs prior to specimen fracture is small. Thus, once the crack begins to grow, the test material 
cannot sustain stable crack extension for a significant duration before failure occurs, a characteristic that limits the 
engineering application of the material. Some studies, however, indicate that the incubation period required prior to crack 
extension quickly increases for small decreases in the initial K-level (Ref 49). For some critical K-levels and below, the 
incubation time may be so large that the crack effectively remains stationary within the testing time frame. Total time to 
failure, therefore, must be considered to be a combination of the incubation period prior to crack initiation and the crack 
growth period following crack initiation. Evaluation of the test material for engineering applications cannot solely rely on 
the da/dt-K correlation, but must take into account the time required to initiate creep crack growth. 
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Crack-Tip Parameters for Creep-Fatigue Crack Growth 

From previous sections, Ct appears to be the most appropriate crack-tip parameter for correlating creep crack growth over 
the regime from small-scale creep to extensive creep conditions for creep-ductile materials. The average value of Ct, 
(Ct)avg, is used for characterizing the average crack growth rate, (da/dt)avg, in creep-fatigue experiments (Ref 56, 57, 58, 
59, 60). 

The value of (Ct)avg is determined by two methods. The first method is suitable for specimens when load-line deflections 
during hold time are available, while the second is well suited for components when the load-line deflection must be 
calculated using the deformation laws for the material. Expressions for calculating (Ct)avg from laboratory experiments 
and in components have been developed (Ref 56, 61, 62, 63). The discussion here focuses on calculating (Ct)avg from 
experimental measurements because the primary emphasis in this article is on test methods for characterizing creep and 
creep-fatigue crack growth. 

For materials whose deformation behavior is characterized by elastic, secondary creep, (Ct)avg can be determined as 
follows (Ref 63):  

  
(EQ 36) 

where P is the applied load range, Vc is the load-line deflection change due to creep during hold time th. Because the 
amount of crack extension during hold times is small, the change in total deflection during hold times is approximately 
equal to Vc. The remaining variables have been previously defined. As previously noted for compact specimens, the 
ratio (F'/F)/  1, thus Eq 36 can be written as (Ref 57):  

  
(EQ 37) 



It is also noted that the Vc value in Eq 37 includes both primary and secondary creep contributions to the load-line 
deflection change. Thus Eq 37 also accounts for primary creep deformation in the estimation of (Ct)avg. The (da/dt)avg is 
calculated as follows:  

  
(EQ 38) 

where (da/dN)cycle is the cyclic crack growth rate and has to be obtained from a continuous cycling fatigue crack growth 
rate test for which the rise and decay times are usually the same as the trapezoidal waveform used in the creep-fatigue 
crack growth tests. The overall crack growth rate, da/dN, is calculated from the crack length measurements during the 
creep-fatigue crack growth test. 
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Creep Crack Growth Testing 

Creep crack growth tests are performed in accordance with ASTM E 1457, "Measurement of Creep Crack Growth Rates 
in Metals" (Ref 45) using the compact specimen geometry. The test procedure involves heating precracked specimens to 
the prescribed test temperature and applying a constant load until significant crack extension or specimen failure occurs. 
During the test, the crack length and load-line deflection are constantly monitored with time. The reduced test data 
compare the time rate of crack growth, da/dt, in terms of an elevated-temperature crack growth parameter described in the 
earlier section of this article. 

Equipment 

Specimen Configuration. The most widely used specimen configuration for creep and creep-fatigue crack growth 
testing is the compact-type (CT) specimen as shown in Fig. 6. Certain special dimensional requirements such as notch 
configuration and specimen width-to-thickness ratios can be found in ASTM specifications (Ref 45). Other configurations 
such as the center-cracked tensile (CCT) panel and single-edge notch (SEN) specimens have also been used; however, 



due to several reasons of convenience, the CT specimen geometry remains the most suitable geometry for creep and 
creep-fatigue crack growth testing. First, the transition time for extensive creep conditions to develop in CT specimens is 
longer than in CCT specimens for the same K and a/W for specimens of same width (W) (Ref 64). Because of the longer 
transition times in the CT specimens, the condition that tc/t1 << 1 during creep-fatigue testing, where tc is the cycle time, is 
more easily satisfied. Another advantage of the CT specimen is that a clip-gage can be conveniently placed at the load-
line to measure the deflection change. This is important for reliable and direct measurement of load-line deflection 
change, which is the measured quantity required to calculate the crack-tip parameters. Perhaps the most important 
advantage of CT specimens is that the magnitude of the applied load for the same applied value of K is significantly lower 
than for CCT specimens. Thus, smaller load capacity machines and smaller fixturing can be used for testing. 

 

FIG. 6 TYPICAL COMPACT TENSION SPECIMEN DIMENSIONS (IN INCHES) FOR A 1.00 IN. THICK (1T) 
SPECIMEN PER ASTM E 1457. SPECIMEN THICKNESS (B) IS RELATED TO WIDTH (W) AS B = 0.5W± 0.005 W. 

Test Machine. Creep crack growth testing should be performed in either deadweight or servomechanical test machines 
that are capable of maintaining a constant load over an extended period of time. During the duration of the testing, 
variations in loading must not exceed ±1.0% of the nominal value at any time. When using cantilever-type deadweight 
creep machines, it is important that the lever remain as close to horizontal as possible. The cantilever loading conditions 
are performed such that the loading ratios are 20 to 1 or 10 to 1, depending on the level length. Significant deviation of 
the cantilever from the level position results in significant variations in the load on the specimen. ASTM E 4 "Practices 
for Load Verification of Testing Machines" (Ref 65) details the required accuracy for the test equipment. 

Creep-fatigue tests can be conducted under either load-controlled or displacement-controlled conditions. Figure 7 (Ref 
66) shows various waveforms used for load-controlled testing in which the specimen is cycled between a fixed maximum 
and minimum load value. The displacement versus time and crack size versus time responses in these tests are shown 
schematically in Fig. 8(a). Displacement-controlled tests involve cycling between fixed displacements as shown 
schematically in Fig. 8(b) (Ref 66) along with the corresponding changes in the load-line displacement and the load 
versus time and crack size versus time responses. 



 

FIG. 7 TYPICAL LOADING WAVEFORMS USED DURING CREEP-FATIGUE CRACK GROWTH TESTING. SOURCE: 
REF 66 



 

FIG. 8 SCHEMATIC COMPARISON OF LOAD-CONTROLLED (A) AND DISPLACEMENT-CONTROLLED (B) TESTING 
UNDER TRAPEZOIDAL LOADING. SOURCE: REF 66 

The majority of the creep-fatigue testing performed to date has been under load-control conditions, largely because it is 
more convenient. Displacement-controlled testing requires specially designed grips that ensure that the specimen does not 
buckle or experience any torsional stresses during the compressive portion of the loading. However, this type of testing 
has some advantages over load-controlled testing, as discussed below. 

In load-controlled tests, the net section stress ahead of the crack rises continuously as the crack grows. Thus, the stress-
intensity factor continuously increases with crack growth while the size of the remaining ligament decreases. The scale of 
plasticity or creep in the specimen increases as the test progresses causing ratcheting in the specimen with accumulation 
of inelastic deflection after each cycle. In displacement-controlled tests, the applied load decreases with crack extension, 



as shown in Fig. 8(b), and the specimen deflection is forced to the minimum value at the end of each cycle. Therefore, 
ratcheting of displacement cannot occur (Ref 67), and data can be collected for greater crack extensions than in load-
controlled tests. Load-controlled tests are suitable for low crack growth rates, and displacement amplitude tests are more 
suitable for higher crack growth rates (>4 × 10-6 mm/cycle) and longer hold time tests. Gladwin et al. (Ref 68) have noted 
that added complication due to static modes of fracture (e.g., tearing) may influence the creep-fatigue damage process in 
positive R load-controlled tests. Therefore, the apparent accelerations in crack growth rate associated with the hold time 
(creep damage) may be a result of, for example, stable tearing effects due to large deformations caused by ratcheting 
effects rather than the result of true creep-fatigue interaction (i.e., accelerated fatigue crack growth because of creep 
damaged material) (Ref 68). This problem is avoided when testing is performed under displacement range control. 

Specimen heating is usually performed in electric resistance furnaces or convection laboratory ovens. Temperature 
control should be within ±2 °C (±3 °F) for tests performed at temperatures up to 1000 °C (1800 °F) and ±3 °C (±5 °F) for 
tests above 1000 °C (1800 °F). Specimens are usually tested in air at atmospheric pressure; however, inert atmosphere 
environments and vacuum conditions have been used and aid in the reduction of the effects of oxidation and other forms 
of corrosion. Thermocouples are used to monitor the specimen temperature. The thermocouples should be located in the 
uncracked ligament within a 2 to 5 mm (0.08 to 0.2 in.) region around the crack plane. Thermocouples should be in 
intimate contact with the specimen. Ceramic insulation is recommended for covering the individual lines to prevent 
shorting of the temperature circuit. 

Fixturing. Pin-and-clevis assemblies are used to support test specimens in the load frames. This type of fixturing is used 
on both top and bottom specimen faces and allows in-plane rotation during specimen loading and during subsequent crack 
extension. Materials used for these fixtures must be creep resistant and able to withstand the loading and temperatures 
employed. The fixtures can be fabricated from grades 304 and 316 stainless steel, grade A286 steel, Inconel 718 and 
Inconel X-750 in the annealed or solution-treated condition. After fabrication, hardenable parts should be heat treated so 
that they develop resistance to creep deformation. 

Fatigue precracking is performed on creep test specimens to eliminate any effects of the machined notch and to provide 
a sharp crack for initial crack growth. The methodology for fatigue precracking is described extensively in ASTM E 399, 
"Test Method for Plane-Strain Fracture Toughness of Metallic Materials" (Ref 69) and also briefly in the article "Fracture 
Toughness Testing" in this Volume. The precracking is to be carried out on the material in the same condition in which it 
is to be tested for creep crack growth behavior. The precracking can be performed between room temperature and the 
anticipated test temperature. The equipment used to precrack should allow symmetric load distribution in reference to the 
machined notch, and the maximum stress-intensity factor during the operation, Kmax, should be controlled within ±5%. 
The procedure may be carried out at any frequency that allows accurate load application, and the specimen should be 
precracked to at least a length of 2.54 mm (0.100 in.). 

The initial precracking is conducted at stress intensities high enough to allow crack initiation and growth out of the 
machined starter notch and with growth of the precrack, the load is decreased to avoid transient effects and to allow lower 
stress intensities for the creep test. The load values for precracking, Pf, are determined so as not to exceed the following 
value (Ref 45):  

  
(EQ 39) 

where BN is the corrected specimen thickness, W is the specimen width, and a0 is the initial crack length measured from 
the load-line and YS is the yield strength. During the final 0.64 mm (0.025 in.) of fatigue precrack extension, the 
maximum load should not be larger than Pf as determined from above or a load such that the ratio of the stress-intensity 
factor range to the Young's modulus ( K/E) is equal to or less than 0.0025 mm  ( 0.0005 in. ) (Ref 45), whichever is 
smaller. In doing so it is ensured that the final precrack loading does not exceed the initial load used during creep crack 
growth testing. 

The crack length during precracking can be measured optically with a traveling microscope if the test is being performed 
at room temperature, and if the precracking is performed at elevated temperature, the electric potential drop technique can 
be used. Measurement of the fatigue precrack should be accurate within 0.1 mm (0.004 in.). Measurements should be 
made on both surfaces, and the value should not vary more than 1.25 mm (0.05 in.). If the surface cracks exceed this 
range, further extension is necessary until these criteria are met. 



Required Measurements 

Crack Length Measurement (Electric Potential Method). In monitoring the crack propagation during the elevated-
temperature creep test, crack extensions must be resolved to at least 0.1 mm (0.004 in.). Because optical measurement 
techniques within an enclosed furnace are not feasible and the through-thickness crack fronts sometime differ 
significantly from observed surface lengths, crack length measurements are most commonly made during an elevated-
temperature creep test using the electric potential drop technique. By applying a fixed electric current, any increase in 
crack length (a corresponding decrease in uncracked ligament) results in an increase in electric resistance, which is noted 
as an increase in output voltage across the output locations. 

The current input and voltage output lead locations for typical CT and CCT specimens are shown in Fig. 9. These leads 
can either be welded onto the specimen or connected with screws. The choice of application method is dependent on 
material and test temperature. For softer materials tested at lower temperatures, threaded connections would be 
acceptable, but for harder materials and especially at higher temperatures, welding of leads is recommended. The leads 
should be sufficiently long to allow current input devices and output voltage measuring instruments to be well away from 
the furnace to avoid excessive heating. The leads should also be approximately the same length and contain similar 
junctions to avoid excessive lead resistance, which contributes to the thermal voltage, Vth as described below. Use of 2 
mm (0.08 in.) diameter stainless steel wires have been shown to work well because of superior oxidation resistance at 
elevated temperature; however, any oxidation-resistant material capable of carrying a current that is stable at the test 
temperature may be utilized as lead connectors. Nickel and copper wires have been successfully used as lead material for 
lower temperature tests. 

 



FIG. 9 INPUT CURRENT AND VOLTAGE OUTPUT LEAD LOCATIONS FOR TYPICAL COMPACT (A) AND CENTER-
CRACKED TENSION SPECIMENS (B) 

When using the direct current electric potential method, the instantaneous voltage V and the initial voltage V0 usually 
deviate from the indicated readings. This is due to the thermal voltage, Vth, which is caused by several factors, such as 
differences in the junction properties of the connectors used, differences in the resistance of the output leads, differing 
output lead lengths, and temperature differences in output leads themselves. Measurements should be taken of the Vth 
prior to the load application and at various times during the test. These measurements are made by turning off the current 
source and recording the output voltage. Before analyzing the crack length data, the values of Vth should be subtracted 
from the respective V and V0 in order to determine the actual crack extension. 

Knowing the corrected original voltage, V0, and the corrected instantaneous change in voltage during crack extension, V, 
the crack length in a CT specimen can be computed by using the following closed form equation (Ref 55, 70):  

  

(EQ 40) 

where ai is the instantaneous crack length, a0 is the original crack length after precracking, Y0 is the half separation 
distance between the voltage output leads, V0 is the initial output voltage before load application, V is the instantaneous 
output voltage, and W is the specimen width. 

Materials with high electrical conductivities can experience fluctuations in Vth. These fluctuations can be of the same 
magnitude as the voltage changes that accompany crack extension and could mask this information. Because of the 
potential variation in thermal voltage, the direct current electric potential method should not be the only nonvisual 
technique for crack length measurement. The use of more sophisticated electric potential setups, such as the reversing 
potential method, is recommended. 

Crack lengths, both initial and final, are required to differ by no more than 5% across the specimen thickness. Maintaining 
a straight crack front is sometimes dependent on material and material thickness. Upon post test examination, thicker 
specimens have been noted to experience crack tunneling, or nonstraight crack extension. Crack tunneling (thumbnail-
shaped crack fronts) is common in non-side-grooved (or parallel-sided) specimen configurations (Ref 8). This occurrence 
is a direct result of the conditions being closer to plane stress near the surfaces of the specimen and plane strain in the 
center, which results in higher crack growth rates near the specimen center. Side grooving of test specimens on the crack 
plane has been shown to greatly reduce this problem. Side grooves up to 25% in reduction are acceptable, but reductions 
of approximately 20% have been found to work well for many materials. The included angle of the grooves is typically 
less than 90° with a root radius less than or equal to 0.4 ± 0.2 mm (0.016 ± 0.008 in.). It is prudent to perform the side 
grooving after fatigue precracking because precracks are hard to see when located in the grooves. 

Load-Line Deflection Measurements. Continuous displacement measurements are needed in the determination of the 
crack-tip parameters for the duration of the testing. These displacement readings should be taken directly from the load-
line as much as possible. For CT specimens, the measuring device should be attached on the machined knife edges of the 
specimens. For CCT specimens, the deflection is to be measured on the load line at points that are ±35 mm (±1.40 in.) 
from the crack centerline. The measurement of the displacement can be directly measured by placing an elevated-
temperature clip gage (either strain gages for temperatures up to approximately 150 °C (300 °F) or capacitance gages for 
higher temperatures) on the specimen and placing the entire assembly inside the furnace. If this type of device is not 
available, the displacements may be transferred outside the furnace with a rod-and-tube assembly that is connected to a 
displacement transducer--either a direct current displacement transducer (DCDT), linear variable displacement transducer 
(LVDT), or capacitance gage--outside the furnace. In these transfer-type displacement devices the transfer rod and tubes 



should be fabricated of material that experiences low thermal expansion and is thermally stable (Ref 45). The resolution 
of these deflection measurement devices should be a minimum of 0.01 mm (0.0004 in.) or less. 

If measurements cannot be taken directly on the specimen load-line, deflection can be measured from the test machine 
crosshead movement with the use of dial gages and/or the displacement transducers noted above. Under the constant 
loading conditions, the crosshead/load-train deflection will be primarily due to the test specimen with the exception of the 
initial deflection, which will contain some elastic contributions. 

With smaller-sized specimens, the reduced notch dimensions will not accommodate a clip-on load-line gage. Past 
research has used a modified rod-and-tube extensometer connected to an external DCDT, the arms of which were 
attached on the outer surface (top and bottom faces) of the specimens on the load-line just above the pinholes (Ref 71). 
Clevises with deep throats can be used to accommodate this extensometry. 

Data Acquisition. The measurements taken during the testing, electric potential voltage, load-line displacement, 
temperature, and cycles for creep-fatigue tests can be recorded continuously with the use of strip chart recorders, 
voltmeters, or digital data acquisition systems. The resolution of these acquisition systems should be at least one order of 
magnitude better than the measuring instrument. However, no matter which technique is used, it is important to remember 
the thermal voltage in the electric potential readout should be measured at least once every 24 h as described previously. 

Typical Test Procedures 

Test Setup. Because of the inherent scatter observed in most test situations, more than one test per condition is 
suggested so that data confidence intervals can be obtained. In creep and creep-fatigue crack growth testing, variables 
such as microstructural differences, load precision, environmental control, and, to a lesser degree, data processing 
contribute to scatter (Ref 45). 

Prior to installation in the testing machine, the test specimen should be fitted with electric potential leads. The exposed 
surface of the potential leads that are on the interior of the furnace can be covered with ceramic insulators or other 
shielding to avoid direct contact with the furnace elements and other components (thermocouples, extensometry, etc.) 
inside the furnace. After securing of the test specimen in the clevises with clevis pins, a slight load not exceeding 10% of 
the intended test load may be applied to improve the axial stability of the load train. The extensometer is then placed on 
the load line of the specimen, and care is taken to ensure that the knife edges are securely in contact. The thermocouples 
are then placed in contact with the specimen on the crack plane in the uncracked ligament region. Figure 10 displays a 
close-up of a fully fitted 0.25T-CT test specimen prior to furnace heating. The furnace is then placed into position, sealed, 
and started. Specimen heating should be performed gradually to avoid overshooting the test temperature because the 
aforementioned temperature control limits also apply to specimen heating. The current in the electric potential system 
should also be on during the furnace heating because resistance heating of the specimen occurs by the applied current. 
Once the test temperature is achieved and stable, the specimen is allowed to "soak" for at least 1 h per 25 mm (1 in.) of 
specimen thickness at the test temperature prior to applying load. Once sufficient time at temperature has been achieved, a 
set of measurements are recorded in the no-load condition for the reference conditions. Then the load is carefully applied 
in order to avoid inertial loading. The choice of load or K level is dependent on the crack growth rates required during the 
test. Ideally, crack growth rates should be the same as those encountered by the material during service. The time of 
specimen loading should be as short as possible, and another set of measurements of electric potential and displacement 
are recorded immediately upon completion of loading as the initial loading condition (time = 0). 



 

FIG. 10 TYPICAL INSTALLED SPECIMEN READY FOR CREEP CRACK GROWTH TESTING 

For creep-fatigue crack growth testing, additional consideration is given to specimen loading because cyclic tests are 
required. The hold time should be selected in conjunction with the K-level such that crack extensions of approximately 5 
mm (0.2 in.) are obtained during the planned duration of the test. The hold time should also be selected such that the 
deflection that accumulates during the hold time is approximately three to five times the sensitivity of the displacement 
gage/amplifier system used. The loading waveshape should simulate the service loading conditions. As mentioned above, 
load-controlled testing can be performed under a variety of waveforms. For power-plant components and gas turbines 
used in airplanes, a trapezoidal waveform is a good approximation. The rise-decay and hold times should be 
representative of the relative times of fatigue and creep loading conditions in service. 

Post Test Measurements. Once the test is completed, either due to specimen failure or by attainment of sufficient 
crack growth, the load is removed, the furnace is turned off, and the specimen is allowed to naturally cool and is then 
removed from the loading clevises. The original crack length (after precracking) and the final crack length (resulting from 
creep crack growth) are measured at nine equally spaced locations along the crack front. All the data are processed using 
computer programs that utilize either the secant method or seven-point polynomial method to calculate the deflection 
rates, dV/dt, crack growth rates, da/dt and the crack-tip parameters discussed previously. The details of these methods can 
be found in the ASTM E 1457 (Ref 45). 
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Crack Growth Correlations 

Creep Crack Growth. The experimental creep crack growth rate data for creep-ductile materials have been shown to 
correlate with the C*-integral and the Ct parameter. As demonstrated in previous discussion, Ct and C* are identical in the 
extensive creep regime. However, Ct is also valid in the small-scale and transition regimes where C* is no longer path-
independent and therefore does not uniquely characterize the crack-tip stress fields. Because Ct is more general than C*, it 
has been chosen as the primary parameter for correlating creep crack growth in the discussion that follows. Figure 11 

shows the creep crack growth rate of 1Cr-1Mo- V steel obtained from specimens that were 254 mm (10 in.) wide and 
had nominal thicknesses of 63.5 mm (2.5 in.) (Ref 72). These experiments were performed at the National Research 
Institute for Metals (NRIM) in Japan (Ref 72). In these tests, the initial crack growth rate occurred in the small-scale and 
the transition creep regions, while in the latter part of the test extensive creep conditions prevailed. The arrows mark the 
direction in which data were collected. Note that a high Ct value was obtained in the initial portion of the tests that 
progressively decreased to a minimum value and then subsequently increased. This was the pattern in both the tests 
identified by the specimen numbers VAH1 and VAH2. The authors note that the crack growth rates uniquely correlate 
with Ct during the increasing and decreasing portions of the tests, lending support to the theory that Ct can correlate crack 
growth rates over the wide range of conditions from small-scale to extensive creep. 



 

FIG. 11 CREEP CRACK GROWTH RATE FROM SPECIMENS OF 63.5 MM (2.5 IN.) THICKNESS IN WHICH CRACK 
GROWTH OCCURRED IN SMALL-SCALE, TRANSITION, AND EXTENSIVE CREEP REGIMES. SOURCE: REF 51 

Figure 12 shows the creep crack growth rates for several chromium-molybdenum steels correlated with Ct (Ref 73). These 
data were consolidated from several experimental studies, essentially proving that consistency in the data can be obtained 
from one laboratory to another during creep crack growth testing. It is also observed that when da/dt is correlated with Ct 
(or C* for that matter, in the case of extensive creep), a first-order normalization of temperature effects are obtained. 
Because Ct and C* are obtained from the product of the load, P, and the creep displacement rate, c, where one is 
applied and the other is a response dependent on temperature, it is expected that to some extent the correlation between 
da/dt and Ct is independent of temperature (Ref 73). However, when changing the temperature will result in fundamental 
changes in creep deformation and damage mechanisms, such normalization of temperature effects is not expected. 



 

FIG. 12 CREEP CRACK GROWTH RATE FOR CHROMIUM-MOLYBDENUM STEELS (TESTED AT 1000 TO 1022 °F) 
COMPILED FROM VARIOUS LABORATORIES. SOURCE: REF 7 

Figure 13 shows the correlation between da/dt and C* for 304 stainless steel where compact as well as center crack 
tension geometries were used for obtaining the data (Ref 12). This demonstrates the geometry independence of such data. 
All tests in this study were in the extensive creep conditions, thus no distinction is made between Ct and C*. 

 

FIG. 13 CREEP CRACK GROWTH RATE FOR 304 STAINLESS STEELS AT 594 °C (1100 °F) WITH DIFFERING 
SPECIMEN GEOMETRIES. SOURCE: REF 27 

Figure 14 shows creep crack growth rate data from specimens of different sizes from the 1Cr-1Mo- V steel (Ref 37). It 
is noted that the data from the specimens 6.25 mm (0.25 in.) thick seem to lie at the lower end of the scatterband while the 



data from the specimens 63.5 mm (2.5 in.) thick seem to lie on the upper end of the scatterband. There seems to be a 
systematic effect of thickness indicating a state-of-stress effect. Therefore, in generating creep crack growth rate data, it is 
essential to give proper consideration to the thickness of the specimen, depending on the end use of the data. 

 

FIG. 14 CREEP CRACK GROWTH RATE FOR 1CR-1MO- V STEELS WITH DIFFERING SPECIMEN SIZES. SG, 
SIDE GROOVED. SOURCE: REF 51 

Figure 15 shows the creep crack growth rate as a function of K for a highly cold-worked carbon-manganese steel tested at 
360 °C (680 °F) (Ref 74). At this temperature, this material exhibits creep-brittle behavior. These correlations are very 
sensitive to the effects of temperature. Similar correlations have been shown for nickel-base alloys (Ref 75, 76), cold-
worked 316 stainless steel (Ref 29), Ti-6242 alloy (Ref 51), and for 2519 Al alloy (Ref 49). Conditions for the unique 
correlation between da/dt and K are not well understood for creep-brittle materials, and this continues to be an area of 
considerable research. 



 

FIG. 15 CREEP CRACK GROWTH RATE FOR A TYPICAL CREEP-BRITTLE MATERIAL. SOURCE: REF 74 

Creep-Fatigue Crack Growth Correlations. Figure 16 (Ref 61) shows plots of da/dN versus K for a 2.25Cr-1.0Mo 
steel at 595 °C (1100 °F). The regression line through the elevated-temperature fatigue test (th = 0) is used to get the 
cycle-dependent part in modeling the creep-fatigue data. The lack of correlation between da/dN and K for the creep-
fatigue tests is evident from the data scatter in this figure. Such lack of correlation has also been shown in Cr-Mo-V steel 
(Ref 77). An increase in the da/dN with increasing hold time for fixed K has also been reported by Saxena and Bassani 
(Ref 78). This is due to the increasing contribution of time-dependent crack growth (Ref 79). Creep damage at the crack 
tip, influence of the environment, or microstructural changes such as formation of cavities that occur during loading at 
elevated temperatures could be responsible for this behavior (Ref 58). 

 

FIG. 16 DA/DN VERSUS K FOR A 2 CR-1MO STEEL AT 594 °C (1100 °F) TESTED WITH AND WITHOUT 



HOLD TIMES. SOURCE: REF 61 

The average time-dependent crack growth rates, (da/dt)avg, are correlated with (Ct)avg. Figure 17 (Ref 17) is a plot of 
(da/dt)avg versus (Ct)avg for 2.25Cr-1.0Mo steel, for various hold times at elevated temperatures. All data show a clear 
trend and fall into a narrow scatterband despite the range of hold times used. Similar trends have also been shown for 
1.25Cr-0.5Mo steel as shown in Fig. 18 (Ref 60). This strongly indicates the usefulness of (Ct)avg in characterizing creep-
fatigue rates. Furthermore, the creep crack growth (CCG) data for each of these materials has also been plotted on these 
graphs. However, da/dt has been correlated with Ct for the creep crack growth data. All the creep and creep-fatigue crack 
growth rate data show the same trend. This has the important implication that life prediction procedures for these 
materials would be considerably simplified because CCG data could be used to predict the life of components under 
creep-fatigue conditions and vice versa. In comparing a (da/dt)avg versus (Ct)avg relation of creep-fatigue with a da/dt 
versus Ct relation of CCG, it must be kept in mind that although Ct and (Ct)avg are equivalent parameters with the same 
physical interpretation, their exact values may differ slightly in the small-scale creep regime by a constant factor for a 
given material (Ref 60). The value of this constant ranges from 1 to 1.3 for different materials (Ref 60). 

 

FIG. 17 CORRELATION OF MEASURED CRACK GROWTH RATES WITH THE CT CALCULATED FROM 
EXPERIMENTAL MEASUREMENTS (REF 61) FOR 2.25CR-1.0MO STEEL AT 594 °C (1100 °F). (NOTE DA/DT 
VERSUS CT PLOTTED FOR THE CREEP CRACK GROWTH DATA AND (DA/DT)AVG WITH (CT)AVG FOR THE CREEP-
FATIGUE DATA) 



 

FIG. 18 COMPARISON BETWEEN CREEP AND CREEP-FATIGUE CRACK GROWTH DATA IN TERMS OF THE 
ESTIMATED (CT)AVG FOR 1.25CR-0.5MO STEEL AT 538 °C (1000 °F). SOURCE: REF 59, 60 

The time dependence of the life-prediction model is obtained by generating a regression line through all the data. 
The total fatigue crack growth rate per cycle is a linear summation of the cycle and time-dependent crack growth rates. 
Such an expression obtained for 2.25Cr-1.0Mo steel at 595 °C (1100 °F) under trapezoidal loading waveshapes is given in 

the following equation (Ref 57) for SI units (mm/h, MPa , and Ct in kJ/m2 · h):  

  

In English units (in./h, ksi , and Ct in units 103 lb/in. · h) the relation is:  

  

The first term in the equations above represents the cycle-dependent crack growth rate and the other term represents the 
time-dependent crack growth rate. These equations can be effectively used to predict the service life of high-temperature 
components made of 2.25Cr-1.0Mo steel under both creep and creep-fatigue crack growth conditions at 595 °C (1100 °F). 
An upper and lower scatterband can also be generated for the data in Fig. 17 and 18 for design purposes. This model has 
been established under the assumption that the crack growth during hold time is only due to creep deformation. Any other 
time-dependent effects like oxidation at the crack tip have not been considered (Ref 57). Neither have any synergistic 
effects due to any complicated interactions of the creep and fatigue mechanisms of crack growth during 
unloading/reloading been incorporated. However, with the assumption that the unloading/reloading times are much 
smaller compared with the hold times, their exclusion seems justified (Ref 57). If such effects were to be considered, 



depending on the material, an equation of the type presented above would be too simplistic in its description of the creep-
fatigue behavior of a material. This remains a subject of future research. 
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Introduction 

CURRENT FRACTURE MECHANICS theory treats cyclic crack growth as a linear elastic phenomenon. The residual 
strength of a test coupon, or a structural component, is frequently computed based on linear elastic fracture indexes. 
Elastic-plastic, or fully plastic analysis such as the J-integral approach is used when large scale yielding occurs. All the 
existing crack growth analysis methods for spectrum life prediction basically deal with using material constant amplitude 
crack growth rate data to compute crack growth history of a structural element. For crack growth at high temperature, the 
conventional crack growth methodology that was based on material room temperature behavior will no longer be 
applicable. 

The need for an updated fracture mechanics technology that can handle the combined effects of temperature, stress 
amplitude, cyclic frequency, and dwell time was first recognized by researchers in the nuclear and aircraft engine 
industries and government agencies. Substantial research efforts have been made since the mid-1970s. Summaries of the 
accomplishments have been documented in a number of review papers, listed here as Ref 1, 2, 3, 4, 5, 6, 7, 8, and 9. 
Application of these new technologies to damage tolerance analysis of aircraft structures is discussed in Ref 10, 11, 12, 
13. 

The key products developed during this period (mid-1970 to 1991) include:  

• NEW FRACTURE MECHANICS INDEXES FOR CHARACTERIZING MATERIAL RESIDUAL 
STRENGTH AND SUSTAINED LOAD CRACK GROWTH AT HIGH TEMPERATURE, NAMELY, 
THE STEADY-STATE CREEP PARAMETER C*, AND THE TRANSIENT CREEP PARAMETER, 
CT (SEE PREVIOUS ARTICLE)  

• A LARGE QUANTITY OF TEST DATA REVEALING THE VARIOUS ASPECTS OF HIGH-
TEMPERATURE CRACK GROWTH BEHAVIOR  

• COMPUTER MODELS FOR CONSTANT AMPLITUDE CRACK GROWTH AT HIGH 
TEMPERATURE (REF 14, 15)  

• AN UPDATED COMPUTER CODE FOR SPECTRUM CRACK GROWTH LIFE PREDICTION 
(REF 16)  



This article discusses the variables affecting the material crack growth rate behavior and those essential elements in 
making spectrum crack growth life prediction. In addition, life assessment for bulk creep damage is briefly reviewed. 
More extensive discussions of these methods are presented in Ref 17 on a component-specific basis for boilers, turbines, 
pressure vessels, and advanced steam plants. 
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Assessment of Bulk Creep Damage 

The current approaches to creep damage assessment of components can be classified into two broad categories: (1) 
history-based methods, in which plant operating history in conjunction with standard material property data is employed 
to calculate the fractional creep life that has been expended, using the life-fraction rule or other damage rules and (2) 
methods based on postservice evaluation of the actual component. 

In history-based methods, plant records and the time-temperature history of the component are reviewed. The creep-life 
fraction consumed for each time-temperature segment of the history can then be calculated and summed up using the 
lower-bound ISO data and the life-fraction rule, or other damage rules. 

The most common approach to calculation of cumulative creep damage is to compute the amount of life expended by 
using time or strain fractions as measures of damage. When the fractional damages add up to unity, then failure is 
postulated to occur. The most prominent rules are as follows:  

• LIFE-FRACTION RULE, TI/TRI = 1  
• STRAIN-FRACTION RULE, I/ RI = 1  
• MIXED RULE, (TI/TRI)  ( I/ RI)  = 1  
• MIXED RULE, K (TI/TRI) + (1 - K) ( I/ RI) = 1  

where k is a constant, ti and i are the time spent and strain accrued at condition i, and tri and ri are the rupture life and 
rupture strain under the same conditions. 

The life-fraction procedure usually is inaccurate because of errors in assumed history, in material properties, and in the 
life-fraction rule itself. The temperature-history information may be somewhat refined by supplemental information 
concerning the current oxide-scale thickness and microstructural details. In spite of such refinements, only gross estimates 
of creep damage are obtained using the calculation technique. 

Direct postservice evaluations represent an improvement over history-based methods, because no assumptions regarding 
material properties and past history are made. Unfortunately, direct examinations are expensive and time-consuming. The 
best strategy is to combine the two approaches. A history-based method is used to determine if more detailed evaluations 
are justified and to identify the critical locations, and this is followed by judicious postservice evaluation. Table 1 
summarizes the techniques that are in use for life assessment and some of the issues pertaining to each technique (Ref 17). 

TABLE 1 LIFE-ASSESSMENT TECHNIQUES AND THEIR LIMITATIONS FOR CREEP-DAMAGE 
EVALUATION FOR CRACK INITIATION AND CRACK PROPAGATION 



CRACK INITIATION 
TECHNIQUE ISSUES 

CRACK PROPAGATION  

CALCULATION INACCURATE 
EXTRAPOLATION OF 
PAST EXPERIENCE 

INACCURATE 

CONVENTIONAL NDE INADEQUATE 
RESOLUTION 

HIGH-RESOLUTION 
NDE: 

ACOUSTIC 
EMISSION 

POSITRON 
ANNIHILATION 

BARKHAUSEN 
NOISE ANALYSIS 

NOT SUFFICIENTLY 
DEVELOPED AT 
THIS TIME 

STRAIN (DIMENSION) 
MEASUREMENT 

UNCERTAINTY 
REGARDING 
ORIGINAL 
DIMENSIONS 
LACK OF CLEAR-
CUT FAILURE 
CRITERIA 
DIFFICULTY IN 
DETECTING 
LOCALIZED 
DAMAGE 

RUPTURE TESTING DIFFICULTY IN 
SAMPLE REMOVAL 
DIFFICULTY IN 
USING AS A 
MONITORING 
TECHNIQUE 
VALIDITY OF LIFE-
FRACTION RULE 
EFFECTS OF 
OXIDATION AND 
SPECIMEN SIZE 
UNIAXIAL-TO-
MULTIAXIAL 
CORRELATIONS 

 

MICROSTRUCTURAL 
EVALUATION: 

CAVITATION 
MEASUREMENT 

CARBIDE-
COARSENING 
MEASUREMENTS 

LATTICE 
PARAMETER 

FERRITE 
CHEMISTRY 
ANALYSIS 

HARDNESS 

QUANTITATIVE 
RELATIONSHIPS 
WITH REMAINING 
LIFE ARE LACKING 

ISSUES: 
UNCERTAINTIES IN INTERPRETATION OF 
NDE RESULTS 
LACK OF ADEQUATE CRACK GROWTH DATA 
IN CREEP AND CREEP-FATIGUE 
LACK OF METHODS FOR CHARACTERIZING 
CRACK GROWTH RATES SPECIFIC TO THE 
DEGRADED COMPONENTS 
LACK OF A CLEAR-CUT END-OF-LIFE 
CRITERION UNDER CREEP CONDITIONS 
DIFFICULTY IN ASSESSING TOUGHNESS OF 
IN-SERVICE COMPONENTS  



MONITORING 
OXIDE SCALE 
MEASUREMENTS FOR 
TUBES 

NEED DATA ON 
OXIDE SCALE 
GROWTH IN STEAM 
KINETICS OF HOT-
CORROSION AND 
CONSTANT-
DAMAGE CURVES 

Source: Ref 17 

Current postservice evaluation procedures include conventional nondestructive evaluation (NDE) methods (e.g., 
ultrasonics, dye-penetrant inspection, etc.), dimensional (strain) measurements, and creep-life evaluations by means of 
accelerated creep testing. All of these methods have limitations. Normal NDE methods often fail to detect incipient creep 
damage and microstructural damage, which can be precursors of rapid, unanticipated failures. Due to unknown variations 
in the original dimensions, changes in dimensions cannot be determined with confidence. Dimensional measurements fail 
to provide indications of local creep damage caused by localized strains such as those in heat-affected zones of welds and 
regions of stress concentrations in the base metal. Cracking can frequently occur without manifest overall strain. 
Furthermore, the critical strain accumulation preceding fracture can vary widely with a variety of operational material 
parameters and with stress state. 

A common method of estimating the remaining creep life is to conduct accelerated rupture tests at temperatures well 
above the service temperature. The stress is kept as close as possible to the service stress value, because only isostress-
varied temperature tests are believed to be in compliance with the life-fraction rule. The time-to-rupture results are then 
plotted versus test temperature. By extrapolating the test results to the service temperature, the remaining life under 
service conditions is estimated. 

Implementation of the above procedure requires a reasonably accurate knowledge of the stresses involved. For cyclic 
stressing conditions, and in situations involving large stress gradients, selection of the appropriate stress for the isostress 
tests is uncertain. Furthermore, the procedure involves destructive tests requiring removal of large samples from operating 
components. There are limitations on the number of available samples and the locations from which they can be taken. 
Periodic assessment of the remaining life is not possible. The costs of cutting out material, machining specimens, and 
conducting creep tests can add up to a significant expenditure. These costs are further compounded by the plant outage 
during this extended period of evaluation and decision making. Development of nondestructive techniques, particularly 
those based on metallographic and miniature-specimen approaches, has therefore been a major focus of the programs 
aimed at predicting crack initiation (see the article "Failure Control in Process Operations" in this Volume). 
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Creep Crack Growth 

As described in previous sections of this article, creep crack growth can be characterized in terms of fracture mechanic 
crack growth by the steady-state (large-scale crack growth regime) parameter C* and the transient parameter Ct. The 
parameter Ct is theoretically equivalent to K (the crack-tip stress-intensity factor) under small-scale creep. It becomes C* 
when the amount of creep deformation approaches steady-state creep condition. Therefore, Ct can be used for the entire 
range of creep deformations. Because K is a more convenient parameter and all the crack growth analysis methodologies 



have been developed based on K, the use of K (in lieu of Ct) is preferable when situation permits. If a material is creep-
resistant, its creep zone size will be smaller than those creep zones in the creep ductile materials. Upon reviewing and 
analyzing creep crack growth data (Table 2), most high-temperature superalloys for aircraft belong to this creep-resistant 
category of materials. In such cases, the linear elastic index K may, in some cases, adequately characterize the high-
temperature crack growth behavior in these alloys. 

TABLE 2 CONTROLLING PARAMETERS FOR CREEP CRACK GROWTH ANALYSIS 

ALLOY  TEMPERATURE 
°C  

CONTROLLING 
PARAMETER  

OTHER 
PARAMETERS 
ATTEMPTED  

REMARKS  REF  

ALUMINUMS  
RR58  150-200  C*  K     31  
2219-T851  150  K        32  
2219-T851  175  K  NOM, NET 

REF, C*  
   48  

LOW-ALLOY STEELS  
A470 CLASS 
8  

482, 538  C, CT  K     33, 
49  

1.0CR-0.5MO  535  C*  K     35  
1.0CR-0.5MO  525  C*  K,J, REF     37  
1.0CR-
1.0MO-0.25V  

427-538  CT  K, C(T), C*     23  

0.5CR-
0.5MO-0.25V  

540  C*, CT  C(T)  (B)  50  

2.25CR-
1.0MO  

540  C*, CT  C(T)  (B)  50  

1.25CR-
0.5MO  

482, 538  CT     (B)  36  

0.16C  400, 500  C*  NET  TESTED IN 
VACUUM AND IN 
AIR  

34  

STAINLESS STEELS  
800H  535  C*  K, NET     27  
316  740  NET  K     20  
316  593  C*  K, REF     21, 

22  
316  593  J  C*  (A)  33  
316  600,650  C*        34  
304  593  C*        18, 

19  
304  650  C*  K, NET, REF     38  
304  593  C*  CT     33  
304  650  C*  NET  ALSO 

CORRELATED 
WITH CT (REF 33)  

34  

SUPERALLOYS  
UDIMET 700  850  K  J, C*     26  
DISCALOY  649  C*  K, NOM     51  
ASTROLOY  704  K        24  
WASPALOY  704  K        24  
NIMONIC 650  K  C*     35  



80A  
NIMONIC 
115  

704  K        24  

RENÉ 95  704  K        24  
INCO 718  538  K  C*     25, 

30  
INCO 718  538  K     TESTED IN 

VACUUM  
29  

INCO 718  593  K  C*     25, 
30  

INCO 718  649  K  C*     25, 
30  

INCO 718  649  K     TESTED IN 
VACUUM  

29  

INCO 718  704  K        24  
INCO 718  704  K     TESTED IN 

VACUUM  
24  

IN 100  732  K, C*, NET     C*; AND NET 
CORRELATED 
WITH CT 
SPECIMENS ONLY  

28  

 
(A) NET SECTION FAILURE PER REF 2. 
(B) BOTH THE AS-PROCESSED AND THE USED MATERIALS WERE TESTED. SOURCES: AS 

LISTED.  

For heavy-walled process equipment, initiation criteria can be combined with crack-growth data to perform fracture-
mechanic analysis of localized damage by creep crack growth. To estimate critical crack sizes for end-of-life under 
brittle-fracture conditions, nondestructive methods are needed for characterizing the toughness of the in-service 
components. Several methods, including Auger analysis, chemical analysis, miniature-specimen testing, chemical etching, 
electron microscopy, and others, have been explored for ferritic steels. 

To perform a remaining-life assessment of a component under creep crack growth conditions, two principal ingredients 
are needed: (1) an appropriate expression for relating the driving force K, C*, or Ct to the nominal stress, crack size, 
material constants, and geometry of the component being analyzed; and (2) a correlation between this driving force and 
the crack growth rate in the material, which has been established on the basis of prior data or by laboratory testing of 
samples from the component. Once these two ingredients are available, they can be combined to derive the crack size as a 
function of time. The general methodology for doing this is illustrated below, assuming Ct to be the driving crack-tip 
parameter. 

Estimating Ct. The generalized expression for calculating Ct from measurements of load versus deflection rates on 
laboratory samples is defined (in Eq 36 of the previous article). Under extensive creep conditions, Ct can be simply 
calculated from the C* expression ( Eq 8 in previous article). 

Another analytical expression for calculating Ct has been given as (Ref 2):  

  

(EQ 1) 

where has a value of approximately 1/7.5. In Eq 1, the first term denotes the contribution from small-scale creep and the 
second term denotes the contribution from steady-state, large-scale creep. The first term is time-variant whereas the 



second term is time-invariant. In the limit of T 0, approaching small-scale creep conditions, the first term dominates, 
implying that K is the controlling parameter in crack growth, with time also explicitly entering the relationship. In the 
limit t , the first term becomes zero and Ct becomes identical with C*. In Eq 36, F is a function of (a/W) and F' is 
given by dF/d(a/W). In Eq 43, is a constant whose value is a function of n, and A and n are the Norton law coefficients. 

Equation 1 can be used to estimate Ct from an applied load (stress) and from a knowledge of the elastic and creep 
behavior of the material, the K calibration expression, and the C* expression for the geometry of interest. The K and C* 
expressions can be found in handbooks--at least for selected geometries. The material properties A and n can be obtained 
from creep tests. The C* expressions (for example, in Ref 39) are not as abundantly available for different geometries as 
the K expressions. At the present time, this is viewed as a limitation of the technology. More detailed descriptions of the 
derivations of the C* and Ct expressions, and the manner of obtaining some of the constants and calculating their values, 
are presented in the previous article. Procedures for estimating C* based on the reference-stress approach also have been 
described by Ainsworth et al. (Ref 40). 

Life Assessment under Creep Crack Growth with Ct. The general expression for Ct given in Eq 1 essentially 
reduces to the form  

CT = (A, N)AH (GEOMETRY, N)  (EQ 2) 

where is the stress far from the crack tip, obtained by stress analysis, is the strain rate far from the crack tip, which is a 
function of the constants A and n in the Norton relation (see Eq 2 in the previous article "Elevated-Temperature Crack 
Growth"), a is the crack depth from NDE measurements, and H is a tabulated function of geometry and the creep 
exponent n. The values of A and n are either assumed from prior data or generated by creep testing of samples. By 
assembling all the constants needed, the value of Ct can be calculated. 

Once Ct is known, it can be correlated to the crack-growth rate through the constants b and m in the following relation:  

=   (EQ 3) 

Values of the constants b and m for all the materials analyzed by Saxena et al. are listed in Table 3. It can be shown (from 
Eq 6 and 7 of the previous article) that m should have the approximate value n/(n + 1), where n is the creep-rate exponent. 

TABLE 3 CREEP CRACK GROWTH CONSTANTS B AND M FOR VARIOUS FERRITIC STEELS 

B  M  
UPPER 
SCATTER LINE  

MEAN  
MATERIAL  

BU(A)  SI(B)  BU(A)  SI(B)  

UPPER 
SCATTER  

MEAN  

ALL BASE METAL  0.094  0.0373  0.022  0.00874  0.805  0.805  

2 CR-1MO WELD METAL  0.131  0.102  0.017  0.0133  0.674  0.674  

1 CR- MO WELD METAL  
(C)  (C)  (C)  (C)  (C)  (C)  

2 CR-1MO AND 1 CR- MO HEAT-
AFFECTED-ZONE/FUSION-LINE 
MATERIAL  

0.163  0.0692  0.073  0.031  0.792  0.792  

Source: Saxena, Han, and Banerji, "Creep Crack Growth Behavior in Power Plant Boiler and Steam Pipe Steels, " EPRI Project 2253-
10, published in Ref 17 

(A) BU = BRITISH UNITS: DA/DT IN IN./H; CT IN IN. · LB/IN. · H × 103. 
(B) SI = SYSTÈME INTERNATIONAL UNITS: DA/DT IN MM/H; CT IN KJ/M2 · H. 
(C) INSUFFICIENT DATA; CREEP CRACK GROWTH RATE BEHAVIOR COMPARABLE TO THAT 



OF BASE METAL.  

Combining Eq 2 and 3 provides a first-order differential equation for crack depth, a, as a function of time, t. 
Theoretically, this equation can be solved by separating variables and integrating. However, the procedure is complicated 
by the time dependency of Ct and the a (crack size) dependency of the term H in Eq 3. To circumvent this, crack growth 
calculations are performed with the current values of a and the corresponding values of da/dt to determine the time 
increment required for incrementing the crack size by a small amount a; that is, t = a/ . This provides new values 
of a, t, and Ct, and the process is then repeated. When the value of a reaches the critical size ac as defined by KIc, JIc wall 
thickness, remaining ligament thickness, or any other appropriate failure parameter, failure is deemed to have occurred. 

Although this procedure appears complex at first sight, the calculations are relatively easy once the principles are 
understood. Computer programs have been developed that perform the entire analysis on personal computers. The only 
judgment involved is in selecting proper values for the constants A, n, b, and m, because large scatter in creep and crack 
growth data necessitates subjective choices. If actual creep and/or crack growth tests could be performed, more accurate 
results could be obtained. Several case histories are available in the literature to acquaint the reader with the procedures 
involved (Ref 17). 

A sample output may be in the form of a table of crack depth versus time or a plot of crack size versus remaining life 
(Fig. 1). This plot was generated for a thick-wall cylinder under internal pressure containing a longitudinal crack. The 
outside radius and wall thickness of the cylinder were assumed to be 45.7 and 7.62 cm (18 and 3 in.), respectively, and the 
hoop stresses were calculated for internal pressures of 8.96 and 13.79 MPa (1.3 and 2 ksi). Material properties in the 
degraded condition (hot region) as well as in the undergraded condition were considered. The results show that the 
remaining life is a function of the stresses as well as of prior degradation. Plots of this type could be used to determine 
remaining life or to set inspection criteria and inspection intervals. Examples of remaining-life analyses are presented in 
Ref 17 on boilers and rotors. 

 

FIG. 1 TYPICAL OUTPUT FROM CRACK GROWTH ANALYSIS SHOWING REMAINING LIFE VERSUS INITIAL 
CRACK SIZE FOR AN INTERNALLY PRESSURIZED CYLINDER OF 1.25CR-0.5MO STEEL AT 538 °C (1000 °F). 
SOURCE: REF 17 

Ainsworth et al. have recently described a unified approach for structures containing defects (Ref 40). This approach 
incorporates structural failure by rupture, incubation behavior preceding crack growth, and creep crack growth in a single 
framework. Service life is governed by a combination of time to rupture, time of incubation, and time of crack growth. 
All of these quantities are calculated using a reference stress that is specifically applicable to the geometry of the 



component and is derived analytically or based on scale-model tests. If the desired service life exceeds the calculated 
rupture time, retirement may be necessary. In the opposite situation, further analysis is carried out to calculate the 
incubation time during which no crack growth is expected to occur. If the calculation indicates that the incubation time ti 
is less than the desired service life, then a crack growth analysis is performed to calculate the crack growth life tg. If the 
total life, ti + tg, is less than the desired service life, safe operation beyond that point would be considered undesirable. 
This approach seems very promising and is the subject of further investigation. 
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High-Temperature Fatigue Crack Growth 

As previously mentioned in the section "Creep Crack Growth," the use of the linear elastic stress intensity factor (K) may 
be adequate for analyzing high-temperature fracture resistance of creep-resistant superalloys. This section briefly 
summarizes the factors affecting high-temperature fatigue crack growth in the context of traditional K-factor analysis. 

If cyclic crack growth testing at high temperature is done in a traditional way (i.e., with a sinusoidal or symmetrically 
triangular waveform at a moderately high frequency), the crack growth rates are functions of K and R similar to those at 
room temperature with the following exceptions: (1) for a given R, the value of the crack threshold Kth is higher at 
higher temperature, and (2) for a given R, the terminal K value is higher at higher temperature because Kc is usually 
higher at a higher temperature (due to the fact that the material tensile yield strength is lower at a higher temperature). A 
schematic representation of these temperature influences, on da/dN is shown in Fig. 2. It should be noted that crack 



growth rates are not always higher at temperatures higher than room temperature as implied in Fig. 2. Depending on 
frequency and K range, some material (particularly those sensitive to environment) may exhibit slower crack growth 
rates at intermediate temperatures. Moisture, which might have acted similarly to a corrosive medium, was vaporized by 
heat; therefore, the magnitude of the environmental fatigue component (which inherently associates with crack 
propagation) would be reduced (Ref 41). 

 

FIG. 2 SCHEMATIC OF TEMPERATURE EFFECT ON FATIGUE CRACK THRESHOLD AND GROWTH RATES 

In the power-law (Paris equation) crack growth regime, the effects of temperature, stress ratio (R), and hold times have 
been investigated for many high-temperature alloys. Typical behavior and crack growth results for specific alloys are 
covered elsewhere in this Volume. However, a general comparison of temperature effects on fatigue crack growth of 
several different high-temperature alloys is shown in Fig. 3. Because the reported data are obtained at various K ranges 

and temperature ranges, the general comparison is based on a constant K (arbitrarily chosen as 30 MPa , or 27 

ksi ). A clear trend of crack growth rate increase with increasing temperature can be seen as shown in Fig. 3. At 
temperatures up to about 50% of the melting point (550 to 600 °C, or 1020 to 1110 °F), the growth rates are relatively 
insensitive to temperature, but the sensitivity increases rapidly at higher temperatures. The crack growth rates for all the 
materials at temperatures up to 600 °C relative to the room-temperature rates can be estimated by a maximum correlation 
factor of 5 (2 for ferritic steels). 



 

FIG. 3 VARIATION OF FATIGUE CRACK GROWTH RATES AS A FUNCTION OF TEMPERATURE AT K = 30 

MPA  (27 KSI ). SOURCE: REF 17 

Besides temperature, cyclic frequency, or duration of a stress cycle (e.g., with hold time), is a key variable in high-
temperature crack growth. At high frequency--that is, fast loading rate with short hold time (or no hold time)--the crack 
growth rate is cycle dependent and can be expressed in terms of crack growth per cycle (da/dN). At low frequency (or 
with long hold time), however, the crack growth rate is time dependent; that is, da/dN is in proportion to the total time 
span of a given cycle. For tests of different cycle times, all crack growth rate data points are collapsed into a single curve 
of which da/dt is the dependent variable. A mixed region exists in between the two extremes. The transition from one 
type of behavior to another depends on material, temperature, frequency, and R (Ref 42 ). For a given material and 
temperature combination, the transition frequency is a function of R. The frequency range at which the crack growth rates 
remain time dependent increases as R increases (Ref 42). The limiting case is R approaching unity. It is equivalent to 
crack growth under sustained load, for which the crack growth rates at any frequency will be totally time dependent. 

To further understand the complex interaction mechanisms of stress, temperature, time, and environmental exposure, a 
vast amount of experimental and analytical data was compiled (from a bibliography of 42 references) and reviewed. 
Crack growth behavior for 36 types of loading profiles, which were in excess of 60 combinations in material, temperature, 
frequency, and time variations, were examined. A compilation of the results is presented in Ref 12. The evaluation 
method was to classify the data into groups representing a variety of isolated loading events. In this way, the 
phenomenological factors that influence load/environment interaction mechanisms can be determined. It also enables 
micromechanical modeling to be made to account for the contribution of each variable to the total behavior of crack 
growth. A composite of these load segments also provides a basis for spectrum loading simulation. 

At room temperature, cyclic frequency and the shape of a stress cycle have an insignificant effect on either constant 
amplitude or spectrum crack growth behavior. The magnitude and sequential occurrences of the stress cycles are the only 
key variables affecting room-temperature crack growth behavior. Therefore, an accurate representation of the material 
crack growth rate data as a function of the stress amplitude ratio (i.e., the so-called crack growth law or crack growth rate 
equation), and a load interaction model for monitoring the load sequence effects on crack growth (the commonly called 
crack growth retardation/acceleration model), are the only two essential elements in cycle-dependent crack growth life 



predictive methodology. However, the time factor in a given stress cycle (whether it is associated with hold time or low 
frequency), which promotes time-dependent crack growth behavior, might play a significant role in high-temperature 
crack growth. Therefore, the section below briefly reviews cycle-dependent versus time-dependent crack growth. 

Cycle-Dependent Versus Time-Dependent Crack Growth. Research conducted on conventional high-temperature 
superalloys, Inco 718 in particular, has shown that sustained load creep crack growth rate data can be used to predict 
cyclic crack growth in the time-dependent regime (Ref 43, 44). In those regions in which the cycle-dependent and the 
time-dependent phenomena are both present, implementation of a semiempirical technique may be required. A summary 
on formulating a procedure to predict crack growth in the time-dependent regime is given in this section. 

Applying the Wei-Landes superposition principle for subcritical crack growth in an aggressive environment (Ref 45), 
crack growth rate for a given stress cycle can be treated as the sum of three parts:  

1. THE UPLOADING PART (I.E., THE LOAD RISING PORTION OF A CYCLE)  
2. THE HOLD TIME  
3. THE DOWNLOADING (UNLOADING) PORTION OF A CYCLE  

Therefore  

  
(EQ 4) 

It has been shown frequently, by experimental tests, that the amount of da for the unloading part is negligible unless the 
stress profile is unsymmetric, and the uploading time to the unloading time ratio is significantly small (that is, the 
unloading time, compared to the uploading time, is sufficiently long). For simplicity, this discussion is limited to those 
cases based on two components only, that is, by setting (da/dN)d equal to zero. However, the (da/dN)r term may be cycle-
dependent, or time-dependent, or mixed. This term consists of two parts; one part accounts for the cyclic wave 
contribution, and another part accounts for the time contribution. Consequently, Eq 4 can be rewritten as:  

  
(EQ 5) 

The first term on the right-hand side of Eq 5 represents the cycle-dependent part of the cycle. It comes from the 
conventional crack growth rate data at high frequency; that is, it follows those crack growth laws cited in the literature 
(such as the Paris and Walker equations). In reality, when a stress cycle is totally cycle dependent, the magnitude of the 
second term on the right-hand side of Eq 5 will be negligibly small. On the other hand, when a stress cycle is totally time 
dependent, the contribution of (da/dN)c to the total da/dN is negligible; thereby the validity of Eq 5 in respect to full 
frequency range is maintained. 

When a crack growth rate component exhibits time-dependent behavior, it is equivalent to crack growth under a sustained 
load of which the crack growth rate description is defined by da/dt (instead of da/dN) as:  

  
(EQ 6) 

This quantity is obtained from a sustained-load test. To express the second term on the right-hand side of Eq 5 in terms of 
da/dt, consider a generalized function that can describe K at any given time in a valley to peak cycle. That is:  

K(T) = R · KMAX + 2KMAX · (1 - R) · TR· F  (EQ 7) 

where tr is the time required for ascending the load from valley to peak, and f is the frequency of the cyclic portion of a 
given load cycle. For symmetric loading, Eq 7 gives K(t) = Kmin at tr = 0, and K(t) = Kmax at tr = 1/2f. The amount of crack 
extension over a period tr can be obtained by replacing the Kmax term of Eq 6 by K(t), and integrating, that is,  



  
(EQ 8) 

For any positive value of m, Eq 8 yields  

  
(EQ 9) 

where  

RM = (1 - RM + 1)/[(M + 1) (1 - R)]  (EQ 10) 

Therefore, for a given Kmax, (da/dN)r increases as R increases in the time-dependent regime. This trend is opposite to that 
commonly observed in the high-frequency (cycle-dependent) regime. 

The third term on the right-hand side of Eq 5 simply equals da/dt times the time at load. Recognizing that the first term on 
the right-hand side of Eq 9 is actually equal to da/dt, finally, Eq 5 can be expressed as:  

  
(EQ 11) 

where tH is the hold time. 

The applicability of Eq 11 is demonstrated in Fig. 4 and 5. In these figures, the test data were generated from the Inco 718 
alloy, at 649 °C, having various combinations of K, R, tH, and f. The test data, which were extracted from the open 
literature (Ref 43, 44), are presented in the figures along with the predictions. 

 

FIG. 4 HIGH-TEMPERATURE FATIGUE CRACK GROWTH RATES OF INCO 718 (ACTUAL AND PREDICTED RATES, 



R = 0.1) 

 

FIG. 5 HIGH-TEMPERATURE FATIGUE CRACK GROWTH RATES OF INCO 718 (ACTUAL AND PREDICTED RESULT, 
R = 0.5) 

One of the two data sets in Fig. 4 was generated using trapezoidal stress cycles with a frequency of 1 Hz (i.e., 0.5 s for 
uploading, and 0.5 for unloading) and varying tH = 1 to 500 s. The data points for the other data set were obtained by 

conducting tests at various frequencies without hold time. A constant K level (either 25 MPa  or 36 MPa  
with R = 0.1) was applied to all the tests. Crack growth rate per cycle was plotted as a function of total time per cycle. For 
example, for a total cycle time of 100 s, it would mean that the test was conducted at a frequency of 1 Hz with tH = 99 s, 
or f = 0.01 Hz without hold time. The predictions were made by using Eq 6 and 11 with C = 2.9678 × 10-11 m/s and m = 
2.65. The value for the (da/dN)c term was set to those experimental data points for f = 10 Hz. It is seen that the correlation 
between Eq 11 and the trapezoidal load test data is quite good. 

It is also shown in Fig. 4 that Eq 11 correlates with those triangular load test data in the time-dependent region (f 0.02 
Hz, or total time 50 s) but fails to predict the crack growth rates in the mixed region (0.02 < f < 10 Hz). For this group 
of data, a better correlation was obtained by using the latest version of the Saxena equation (Ref 46):  

  
(EQ 12) 

where f0 is the characteristic frequency, which separates the cycle-dependent and the mixed regions. For those data sets in 
Fig. 4, the value for f0 was assumed to be 10 Hz. Using a procedure given by Saxena (Ref 47), it was determined that C4 = 
1.075 × 10-10, = 2.35. 

The example case shown in Fig. 5 involves all three loading variables, tH, tr, and R (as compared to those data sets shown 
in Fig. 4, of which the crack growth rates were functions of tH and R or f and R). The test condition for this data set was: R 

= 0.5, f = 0.01 Hz (i.e., tr = 50 s), tH = 50 s, Kmax = 20 to 140 MPa  ( K = 10 to 70 MPa ). A very good match 

was obtained (up to K = 35 MPa . It thus appears that Eq 11 is superior to the other crack growth models. A 
comparison with the SINH model (Ref 14), a model that is widely used by the engine industry, is shown in Fig. 5. 

In conclusion, crack growth behavior of a stress cycle having a trapezoidal wave form can be predicted by using the 
combination of conventional high-frequency da/dN data, sustained load data (da/dt), and Eq 11. For these stress cycles 
having a triangular wave form, test data for a specific frequency in question may be required. Otherwise, a set of test data 



containing several frequencies is needed for developing those empirical constants in the Saxena equation. It should be 
noted that Eq 12 is basically an empirical function for curve fitting and data interpolation; it is not a scientific rule that 
dictates the frequency effect on crack growth behavior. Therefore, although not essential, it is desirable to have an all-
around method that can describe the da/dN behavior in the mixed region. 

Summary. As long as load/environment interactions are absent, the total crack growth rate for a loading block 
containing both triangular and trapezoidal stress cycles will be  

  

where i denotes the ith loading step in the entire group of loads under consideration. The amount of da for each loading 
step is determined by using Eq 11 or 12. 

An attempt to extend the existing load interaction models (for room temperature) to handle high-temperature crack 
growth under variable amplitude and variable waveform loadings involving all three types of crack-tip deformation 
modes (i.e., plasticity, creep, and environment-induced damage) is more speculative and beyond the scope of this article. 
Significant modifications on characterization of material properties and the load interaction and damage accumulation 
models are required due, in part, to the numbers of variables involved in defining the high-temperature crack growth 
behavior. The complexity of high-temperature crack growth is summarized in a comparison of all the major elements 
involved in room-temperature and high-temperature crack growth (Table 4). 

TABLE 4 COMPARISON OF FRACTURE MECHANICS ELEMENTS FOR ROOM-TEMPERATURE AND 
HIGH-TEMPERATURE CRACK GROWTH 

   ROOM 
TEMPERATURE  

HIGH 
TEMPERATURE  

DEPENDENT 
VARIABLES  

DA/DN  DA/DN, DA/DT, MIXED  

FUNCTIONS OF  R-RATIO  R-RATIO, TEMPERATURE, FREQUENCY, 
WAVEFORM  

CONTROLLING 
PARAMETER  

K, J  K, CT, C*  

PLASTICITY (FTY, N)  
STRESS RELAXATION DUE TO CREEP (E, 
A, N, T)  

CRACK-TIP 
DEFORMATION 
MODE  

PLASTICITY (FTY, N)  

ENVIRONMENTAL DIFFUSION 
COEFFICIENTS (Q, R, T)  

SPECTRUM LIFE  SINGLE MODE FOR 
LOAD INTERACTION  

MULTIPLE MODES FOR 
LOAD/TEMPERATURE/TIME 
INTERACTIONS   
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Thermal and Thermomechanical Fatigue of Structural Alloys 

Huseyin Sehitoglu, Department of Mechanical and Industrial Engineering, University of Illinois 

 

Introduction 

STRUCTURAL ALLOYS are commonly subjected to a variety of thermal and thermomechanical loads. If the stresses in 
a component develop under thermal cycling without external loading, the term thermal fatigue (TF) or thermal stress 
fatigue is used. This process can be caused by steep temperature gradients in a component or across a section and can 
occur in a perfectly homogeneous isotropic material. For example, when the surface is heated it is constrained by the 
cooler material beneath the surface, and thus the surface undergoes compressive stresses. Upon cooling, the deformation 
is in the reverse direction, and tensile stresses could develop. Under heat/cool cycles, the surface will undergo TF 
damage. Examples of TF are encountered in railroad wheels subjected to brake-shoe action, which generates temperature 
gradients and, consequently, internal stresses (Ref 1, 2). 

On the other hand, TF can develop even under conditions of uniform specimen temperature, instead caused by internal 
constraints such as different grain orientations at the microlevel or anisotropy of the thermal expansion coefficient of 
certain crystals (noncubic). Internal strains and stresses can be of sufficiently high magnitude to cause growth, distortion, 
and surface irregularities in the material (Ref 3). Consequently, thermal cycling results in damage and deterioration of the 
microstructure. This behavior has been observed in pure metals such as uranium, tin, and cadmium-base alloys and in 
duplex steels with ferritic/martensitic microstructures. 

The term thermomechanical fatigue (TMF) describes fatigue under simultaneous changes in temperature and mechanical 
strain (Ref 4, 5). Mechanical strain is defined by subtracting the thermal strain from net strain, which should be uniform 
in a specimen. The mechanical strain arises from external constraints or externally applied loading. For example, if a 
specimen is held between two rigid walls and subjected to thermal cycling (and is not permitted to expand), it undergoes 
"external" compressive mechanical strain. Examples of TMF can be found in pressure vessels and piping; in the electric 
power industry, where structures experience pressure loadings and thermal transients with temperature gradients in the 
thickness direction; and in the aeronautical industry, where turbine blades and turbine disks undergo temperature 
gradients superimposed on stresses due to rotation. In the railroad application discussed earlier, when external loading due 
to rail/wheel contact is considered, then the material undergoes the more general case of TMF. The temperature rise on 
the surfaces of cylinders and pistons in automotive engines combined with applied cylinder pressures also represents 
TMF. Based on the mechanical strain range, the results of TF and TMF tests should correlate well. 

A distinction must be drawn between isothermal high-temperature fatigue as cyclic straining under constant nominal 
temperature conditions versus TMF. As such, isothermal fatigue (IF) can be considered a special case of TMF. In most 
the deformation and fatigue damage under TMF cannot be predicted based on IF information. Therefore, TMF 
experiments have been considered in studies of both stress-strain representation and damage evolution. 



Sometimes the term low-cycle thermal fatigue or low-cycle thermomechanical fatigue is used. Low-cycle fatigue (LCF) 
can be identified two ways: (1) high-strain cycling where the inelastic strain range in the cycle exceeds the elastic strain 
range and (2) where the inelastic strains are of sufficient magnitude that they are spread uniformly over the 
microstructure. Fatigue damage at high temperatures develops as a result of this inelastic deformation where the strains 
are nonrecoverable. In low-cycle cases, the material suffers from damage in a finite (short) number of cycles. 
Thermomechanical fatigue is often a low-cycle fatigue issue. For example, in railroad wheels only severe braking 
applications--occurring infrequently over thousands of miles--contribute to damage, fewer than 10,000 cycles take place 
during a wheel's lifetime. Similarly, the largest thermal gradients and transients in jet engines develop during startup and 
shutdown. The total number of takeoffs and landings for an aircraft is fewer than 30,000 cycles over the lifetime of an 
aircraft. In the laboratory, investigations often are conducted under low-cycle conditions to complete the experiments in a 
reasonable period of time. 

The inability to predict TMF damage from the IF database continues to challenge engineers and researchers. 
Thermomechanical fatigue encompasses several mechanisms in addition to "pure" fatigue damage, including high-
temperature creep and oxidation, which directly contribute to damage. These mechanisms differ, depending on the strain-
temperature history. They are different from those predicted by creep tests (with no reversals) and by stress-free (or 
constant-stress) oxidation tests. Microstructural degradation can occur under TMF in the form of (1) overaging, such as 
coarsening of precipitates or lamellae; (2) strain aging in the case of solute-hardened systems; (3) precipitation of second-
phase particles; and (4) phase transformation within the temperature limits of the cycle. Also, variations in mechanical 
properties or thermal expansion coefficients between the matrix and strengthening particles (present in many alloys) result 
in local stresses and cracking. These mechanisms influence the deformation characteristics of the material, which 
inevitably couple with damage processes. 

Because of the importance of TMF in real-world applications, considerable attention has been devoted to the problem via 
workshops and symposiums. Ever since the early 1950s and 1960s, TMF experiments have been reported by research 
groups in the United States, Europe, and Japan. A number of books, review articles, and symposia proceedings on the 
subject have been published (Ref 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, and 20). The advent of computer control 
and servohydraulic testing equipment has allowed simultaneous, accurate control of temperature and strain. 
Consequently, research in the field has flourished. 

The database of TMF research, however is small compared to the IF database. Experiments involving TMF remain 
difficult and expensive. The use of IF data to predict the performance of a material under TMF has been demonstrated to 
have drawbacks. The use of isothermal LCF and mechanical strain-range results at the maximum temperature end (or at a 
temperature with low IF resistance) may still be nonconservative. Attempts have been made to relate TMF crack growth 
to IF crack growth using linear elastic fracture mechanics (LEFM) concepts, but further refinements incorporating elastic-
plastic fracture mechanics (EPFM) are needed. Many of the existing models do not account for the interaction of the 
mechanical strain with temperature. This interaction is rather complex and not well understood. 

A distinction must be drawn between TMF and thermal shock (Ref 6, 21). Thermal shock involves a very rapid and 
sudden application of temperature (due to surface heating or internal heat generation), and the resulting stresses are often 
different from those produced under slow heating and cooling (i.e., quasi-static) conditions. Physical properties, such as 
specific heat and conductivity (which do not appear in low-strain-rate cases), appear explicitly in the thermal shock case. 
The rate of strain influences the material response and should be considered in damage due to thermal shock or in 
selection of materials for better thermal shock resistance. 

Finally, if the body is subjected to thermal cycling conditions with superimposed net section loads, the component will 
undergo thermal ratcheting, which is the gradual accumulation of inelastic strains with cycles (Ref 22, 23). Failure due to 
thermal ratcheting involves both fatigue and ductile rupture mechanisms. The "two-bar structure" will be used to illustrate 
thermal ratcheting in a later section. Thermal ratcheting sometimes occurs unintentionally in thermomechanical tests 
when a region of the specimen is hotter than the surrounding regions, resulting in a bulge in the hot region. 

This article provides an overview of the experimental methods in TF and TMF and presents experimental results on 
structural materials that have been considered in TF and TMF research. Life prediction models and constitutive equations 
suited for TF and TMF are also covered. 
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Thermal and Thermomechanical Fatigue of Structural Alloys 
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Mechanical Strain and Thermal Strain 

Free (unrestrained) thermal expansion and contraction produce no stresses. When the thermal expansion of a body is 
restrained upon uniform heating, thermal stresses develop. Consider the case where a bar is held between two rigid walls 
and subjected to thermal cycling. The length of the bar cannot change during heating and cooling. Let T0 be the reference 
temperature at which the bar was placed under total constraint. The compatibility equation for this bar is given as:  

NET = TH + MECH = (T - T0) + MECH  

In this case the net strain is zero, and all of the thermal strain is converted to mechanical strain. The thermal strain is 
defined as the product of coefficient of thermal expansion and the temperature range T - T0, whereT is the current 
temperature. Then,  

MECH = -  (T - T0)  

Sometimes the total constraint case is identified as th/ mech = -1. When this ratio is larger than -1, some free expansion 
and contraction occur, and the term partial constraint is used. If the th/ mech ratio is lower than -1, the condition is known 
as overconstraint (Ref 24). Therefore, the constraint influences the mechanical strain for a given thermal strain. 
Mechanical strain comprises elastic strain and inelastic strain (once yield stress is reached) and is the key parameter in 
TMF studies. The stress/mechanical-strain behavior shown in Fig. 1 is highly idealized; the material exhibits no 
hardening after yielding, the tension and compression strength are the same, and elastic modulus is independent of 
temperature. Upon heating, the bar is elastic and follows the stress-strain curve along OA. At A, the bar yields in 
compression, and upon further increase in temperature the mechanical strain on the bar increases along AB. The bar 
accumulates inelastic strain along AB. If the bar is cooled from B, it will deform in the reverse (i.e., tensile) direction. 
When the initial temperature is reached, the bar will return to zero mechanical strain, but a residual tensile stress will exist 
in the bar at point C. If the bar is again heated to the maximum temperature, the material will cycle between the stress 
point B and C. The bar is operating within the "shakedown" regime. It is unlikely that the bar will fail under these 
conditions because there is no plastic flow after the first reversal. 



 

FIG. 1 IDEALIZED STRESS-STRAIN BEHAVIOR UNDER TOTAL CONSTRAINT 

Next, consider the case when the thermal strain in the first heating portion of the cycle exceeded twice the elastic strain 
and a mechanical strain corresponding to point D is reached. Upon cooling back to the initial temperature, T0, the bar will 
yield in tension and inelastic flow will occur until point E is reached. Upon reheating, the bar will deform in the reverse 
direction (dashed line) until it reaches point D in compression. A hysteresis loop develops as a result of this thermal cycle. 
Under alternate heat/cool cycles, forward and reverse yielding will occur every cycle, resulting in failure in a finite 
number of cycles. 

The constrained bar model is conceptually easy to visualize, but in real structures the condition can be different from total 
constraint. This will be analyzed later in this article. 
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Experimental Techniques in TF and TMF 



Table 1 summarizes different heating methods for TF and TMF. The advantages and disadvantages of each technique are 
listed, as are the materials examined. In early work, experimenters subjected specimens alternately to high and low 
temperatures with no external loading. One way to accomplish this procedure was by immersing the specimens in cold 
and hot fluidized beds, which can be operated up to 1150 °C (2100 °F) (Ref 49). Over the years, various wedge-shape 
specimen geometries have been used. 



TABLE 1 SUMMARY OF TMF AND TF TEST METHODS 

TYPE 
OF 
TEST  

HEATING 
METHOD  

ADVANTAGES  DISADVANTAGES  MATERIALS 
STUDIED  

REFERENCE  

TF  IMMERSION IN HOT 
AND COLD OIL 
BATH  

SIMPLICITY OF THE 
EXPERIMENT  

TRANSIENT STRESS STRAIN 
COULD BE PRESENT AND 
SHOULD BE CALCULATED  

NONCUBIC 
CRYSTALS, 
INCLUDING TIN, 
ZINC, CADMIUM  

3  

TMF  DIRECT 
RESISTANCE  

RAPID HEATING; ALLOWS 
SPACE TO MOUNT THE 
EXTENSOMETER AND 
PYROMETER FOR CRACK 
GROWTH MEASUREMENTS  

ELECTRIC ISOLATION OF 
GRIPS; LOCAL HEATING OF 
CRACK TIPS  

CONDUCTIVE 
MATERIALS, 
STAINLESS STEEL  

25, 26, 27, 28, 29, 
30, AND 31  

TMF 
AND 
TF  

INDUCTION (10-450 
KHZ, 5-40 KW 
CAPACITY)  

RAPID HEATING; COMPLEX 
SPECIMEN GEOMETRIES 
PERMITTED; INERT 
ENVIRONMENT TESTING 
USING BELLOWS  

EXPERIENCE WITH COIL 
DESIGN REQUIRED; ELECTRIC 
NOISE IN THE STRAIN SIGNAL 
DUE TO HIGH-FREQUENCY 
MAGNETIC FIELDS; HIGH COST 
OF UNIT  

ALUMINUM, 
COPPER, STEELS, 
NICKEL-BASE 
SUPERALLOYS  

24, 32, 33, 34, 35, 
36, 37, 38, 39, 40, 
41, 42, 43, 44, 
AND 45  

TMF 
AND 
TF  

QUARTZ LAMP 
(RADIATION)  

INEXPENSIVE; UNIFORM 
TEMPERATURE OVER 
DIFFERENT ZONES OF THE 
SPECIMEN  

SHADOW EFFECTS; SLOW 
COOLING RATES; ENFORCED 
COOLING NEEDED  

NICKEL- AND 
COBALT-BASE 
SUPERALLOYS, 
METALLIC 
COMPOSITES  

46, 47, AND 48  

TF  FLUIDIZED BED  GOOD FOR SCREENING TF 
RESISTANCE OF 
MATERIALS  

STRESS-STRAIN TEMPERATURE 
TRANSIENTS MUST BE 
CALCULATED AND SURFACE 
OXIDATION REMOVED  

NICKEL-BASE 
SUPERALLOYS  

49, 50, 51, AND 
52  

TF  BURNER HEATING; 
FLAME HEATING  

GOOD FOR SCREENING TF 
RESISTANCE OF 
MATERIALS; SURFACE HOT 
CORROSION DAMAGE 
REPRESENTATIVE OF 
SERVICE  

STRESS-STRAIN TEMPERATURE 
TRANSIENTS MUST BE 
CALCULATED  

NICKEL-BASE 
SUPERALLOYS, 
STEELS  

53  

TF  THERMAL FATIGUE 
UNDER BENDING  

UNDER REVERSED 
BENDING ONE SURFACE 

STRESS-STRAIN GRADIENTS 
MUST BE CALCULATED  

NIMONIC ALLOYS  54  



UNDERGOES OP, THE 
OTHER UNDERGOES IP  

TF  DYNAMOMETER 
(FRICTION 
HEATING)  

VERY HIGH 
TEMPERATURES ON 
SURFACE REACHED; 
REPRESENTATIVE OF 
SERVICE  

OXIDES ARE WEDGED INTO 
CRACKS; FRICTION 
CHARACTERISTICS CHANGE 
WITH TIME  

0.5 TO 0.7% C 
STEELS  

1, 2  

 



The crack growth can be observed and the data presented as a function of maximum temperature. If the results are to be 
compared to IF or TMF tests, the stresses and strains should be calculated (Ref 51, 55) with the finite-element method 
(FEM) or other numerical methods. The geometry and strain-temperature variation for the wedge specimen are shown in 
Fig. 2. Note that as the temperature increases, the strain-temperature variation is out of phase (OP). The minimum strain is 
reached within 10 s. At times beyond 10 s, the strain-temperature variation is in-phase (IP). Upon cooling, the reverse 
behavior was observed. Relative thermal fatigue resistance of many alloys can be classified with fluidized-bed 
experiments. This technique has proved to be of considerable value in examining the role of directional solidification, 
grain size, and ' size and morphology in superalloys (Ref 51, 52, 56). The -T variation in Fig. 2(b) resembles the TMF 
diamond counterclockwise (DCCW) history that will be discussed later. 

 

FIG. 2 (A) WEDGE GEOMETRY FOR TF STUDIES. DIMENSIONS GIVEN IN INCHES. (B) STRAIN-TEMPERATURE 



VARIATION IN THE FLUIDIZED-BED EXPERIMENTS. SOURCE: REF 13 

Instead of the fluidized-bed technique, burner heating and quartz lamp heating can be applied to the specimens. More 
recently, Remy and colleagues (Ref 47) used the quartz heating method to study the thermal fatigue behavior of nickel- 
and cobalt-base superalloys. Their specimen geometry was slightly different from the wedge used in early studies, but the 
principles of the method were the same. The use of quartz lamps is considerably more economical than other thermal 
fatigue heating methods. Simovich (Ref 34) developed a different specimen design: 5 cm diam disk (Fig. 3). This 
specimen was heated axisymmetrically using an induction heater with no external load, and a temperature gradient was 
developed in the radial direction. Cooling water was pumped through the large hole; the dark spot at the right marks a 
typical location for thermocouples. The maximum temperature considered was 650 °C (1200 °F) and the cycle time was 
approximately 60 s (controlled by induction heating). Using an axisymmetric model, Simovich calculated the 
circumferential stresses upon cooling and compared these results to experimental measurements. Under these conditions, 
cracks near 7 mm (0.3 in.) appeared in less than 2000 cycles in 0.7% C class steels. 

 

FIG. 3 DISK SPECIMEN, SHOWING RADIAL CRACKS LARGER THAN 6.35 MM, USED BY SIMOVICH (REF 34) IN 
THERMAL FATIGUE STUDIES ON STEELS. THE DARK SPOT AT THE RIGHT IS USED FOR TEMPERATURE 
SENSING. 

All the experiments discussed thus far involved no external loading. Thermomechanical fatigue experiments with 
externally imposed strain were pioneered by Coffin (Ref 4, 25), who plotted the results versus plastic strain range. Both 
hollow and solid specimen designs were used. The hollow design allows more rapid heating and cooling. On the other 
hand, the solid specimen design lowers the possibility of buckling. Most IF experiments have been conducted on solid 
specimens; to obtain meaningful comparisons, such specimens should also be used in TMF studies. 

Currently used techniques include resistance heating (Ref 4, 25, 26, 27, 28, 29), quartz lamp heating (Ref 46, 47, 48), and 
induction heating (Ref 24, 32, 33, 34, 35, 36, 37, 38). Induction heating is preferred, and the actual temperature gradient 
in the specimen should be known. Temperature measurements have been accomplished with spot-welded thermocouples, 
strapped-on thermocouples, or pyrometers. The temperature must be continuously monitored throughout the test. Infrared 
pyrometers are preferred in order to avoid potential failure originating from thermocouple beads or oxides formed at the 
thermocouple/specimen intersection. If thermocouples are chosen, a backup thermocouple is advised in case one should 
break off. A different temperature profile at different specimen locations could result in specimen barreling or instability 
effects. Depending on the thermal mass (i.e., grips) at the ends of the specimen and the "chimney" effect with induction or 
quartz heating, the coils or the lamp power in different zones of the specimen should be adjusted to avoid temperature 
gradients more than 5 °C (9 °F). Coffin (Ref 57) has observed progressive thickening of the sample cross section at one 
region and progressive thinning at another region. Manson (Ref 6) has shown that if a local region of the specimen 
undergoes higher temperatures relative to the major length of the specimen, localized plastic strains and creep will occur 
in this region due to reduced yield stress. In some cases, when localized deformation as described above occurred, 
experimenters accounted for it in their analysis; interpretation of the results, however, is rather complex. Optimizing the 
dynamic rather than the static temperature profiles circumvents this problem and should be completed before a serious 
TMF research program is undertaken. 

Quartz or alumina rod extensometers are used to control and measure the net strain during TMF experiments. Net strain is 
defined as the deflection divided by the initial gage length. Special attention should be paid in mounting the extensometer 



in the presence of an induction coil. The ends of the rods can be conical or chisel edged. At high temperatures, the spring 
load on the rods should be reduced to avoid penetration and notching of the specimen. In early studies, diametral strain 
measurements were made on hourglass specimens and converted to axial strain (Ref 4, 25, 28). The conversion requires 
Poisson's ratio and modulus of elasticity as a function of temperature and could have caused some errors in strain 
determination. 

Thermal strain compensation is achieved by cycling the temperature at zero load before the test and determining the 
thermal strain as a function of temperature and time. Thermal strain can be defined using the coefficient of thermal 
expansion (CTE). Mechanical strain that produces stresses is defined by subtracting the thermal strain from the net strain. 
A good calibration and a good extensometry are required, because in TMF the mechanical strain range could be much 
lower than the thermal strain range. 

Figure 4 shows a schematic of a modern TMF test system (currently used at the University of Illinois at Urbana-
Champaign). The test machine is a digital-control servohydraulic test frame. There are two close loops (C/L) in the 
control system. The control tower receives axial strain, position, and load signals from the test frame and sends them to a 
Macintosh computer fitted with a general-purpose instrumentation bus (GPIB) board. The computer, using Labview 
software, generates strain and temperature histories, which are transmitted to the temperature controller and to the control 
tower. Data collection is performed with the Labview software, and the results are displayed on the monitor during the 
experiment. A noncontact infrared pyrometer device has been used for temperature measurements. Specimens were 
heated using a high-frequency induction heater with a 15 kW capacity. The test system can perform TMF IP and OP tests, 
IF tests, and other complex strain-temperature variations. 

 

FIG. 4 SCHEMATIC OF A MODERN TMF SYSTEM 

TMF IP versus TMF OP 

Mechanical strain/temperature waveform is classified according to the phase relation between mechanical strain and 
temperature. In-phase TMF means that peak strain coincides with maximum temperature; out-of-phase TMF means that 
peak strain coincides with minimum temperature. These two cases are shown in Fig. 5(a), along with the IF case. Generic 
hysteresis loops corresponding to the TMF OP and TMF IP cases are shown in Fig. 5(b) and 5(c), respectively. For a 
TMF cycle, the hysteresis loops are "unbalanced" in tension versus compression. In the TMF OP case, considerably more 



inelastic strains develop in compression relative to tension. The opposite behavior occurs in the TMF IP case. Some TMF 
experiments have been conducted under R  = -1 (i.e., completely reversed) conditions. Other TMF experiments have 
been conducted under R  = -infinity (maximum mechanical strain is zero; see Fig. 1 [Ref 24] and R  = 0 conditions 
(minimum mechanical strain is zero [Ref 4]). 

 

FIG. 5 (A) MECHANICAL STRAIN/TEMPERATURE VARIATION IN TMF OP, TMF IP, AND IF. (B) TMF OP STRESS-



STRAIN RESPONSE. (C) TMF IP STRESS-STRAIN RESPONSE 

The inelastic strain is defined by subtracting the elastic strain from the mechanical strain:  

  
(EQ 1) 

For computational purposes, pairs of stress and temperature data points are needed. The variation in elastic modulus, 
E{T(t)}, as a function of temperature should be determined from isothermal experiments. A stress/inelastic strain 
hysteresis loop can be constructed using Eq 1. If there are hold periods during the TMF cycle, the equation will still be 
valid. The mechanical strain range, mech, is shown in Fig. 6. The stress range in a TMF cycle is also shown for the OP 
case. The loop for the IP case is similar, but reversed. Note that at the minimum strain (point B) the stress is not 
necessarily a minimum. Inelastic deformation with softening due to decrease in strength with increasing temperature is 
observed during AB. At B the maximum temperature is reached. Upon cooling, the behavior is elastic, followed by plastic 
deformation at the low-temperature end. 

 

FIG. 6 DEFINITIONS OF STRESS RANGE AND MECHANICAL STRAIN RANGE IN TMF 

For engineering purposes, the inelastic strain range of a thermomechanical cycle can be determined to a first 
approximation by subtracting the elastic strains computed at the maximum and minimum strain levels. This gives:  

  

(EQ 2) 

where EC is the elastic modulus at the maximum strain and EB is the elastic modulus corresponding to the minimum 
strain. Equation 2 slightly underestimates the inelastic strain range compared to the more exact equation. Note that the 
inelastic strain range includes the plastic strain, creep strain, and other strain components (e.g., transformation strain). 
Separation of plastic and creep strains in a TMF cycle is not straightforward. If needed, it can be done experimentally 
(Ref 58) by stress hold at selected points of the hysteresis loop or via constitutive models including plasticity and creep. 
Several constitutive models have been proposed for thermomechanical cyclic loadings and will be discussed later. 



Just as in IF conditions, the TMF response of engineering materials involves cyclic hardening, cyclic softening, or 
cyclically stable behavior, depending on the microstructure, the maximum temperature level, and the phasing of strain and 
temperature. However, the behavior can be somewhat complex because of strain-temperature interaction. A material can 
harden, soften, or be cyclically stable at Tmax of the cycle; likewise, at Tmin the material can cyclically soften, harden, or be 
stable. Two possibilities are shown in Fig. 7. In Fig. 7(a), the material softens at Tmax and remains cyclically stable at Tmin. 
The material can cyclically soften at high temperature due to thermal recovery, causing coarsening of the microstructure, 
and in this case the hysteresis loops appear to "climb" in the tensile direction. Therefore, the tensile mean stress increases 
with increasing number of cycles. The microstructural coarsening could subsequently affect the strength at Tmin, with the 
maximum stress in the cycle dropping with increasing number of cycles. Thereafter, the climbing of the hysteresis loops 
stops and the range of stress in the cycle decreases. This behavior has been documented in Ref 59. In the second example 
(Fig. 7b), stable behavior is observed at Tmax, but the strength at Tmin increases because of dynamic or static strain-aging 
effects. In this case, the hysteresis loops also climb in the tensile direction and, at the same time, overall stress range 
increases. Examples of this are discussed in Ref 60. 

 

FIG. 7 STRESS-STRAIN RESPONSE UNDER CYCLIC SOFTENING (A) OR CYCLIC HARDENING (B) CONDITIONS 

Other Strain-Temperature Variations in TF and TMF 

Diamond (or baseball) TMF strain variation is obtained by changing the mechanical strain and temperature 90° or 270° 
out of phase. The diamond path should be specified as clockwise (DCW) or counterclockwise (DCCW), which could 
influence TMF life. The strain-temperature variation and the generic hysteresis loops for the DCCW case are shown in 
Fig. 8. In many structural alloys studied, the DCW and DCCW were not as damaging as TMF IP or TMF OP, because at 
the maximum temperature neither the strains nor the stresses were at a maximum. It is important to study the diamond 
TMF histories; they are encountered in many practical situations, such as turbine blades. Examples of more complex 
strain-temperature histories observed in service will be discussed in a later section. 



 

FIG. 8 STRAIN-TEMPERATURE VARIATION (A) AND SCHEMATIC OF STRESS-STRAIN RESPONSE (B) FOR THE 
DCCW CASE 

A variation of the diamond history was proposed in the early 1970s (Ref 28). The term bithermal fatigue was coined in 
the mid-`80s by NASA researchers (Ref 30). In this case, the tensile portion of the loop is applied at one temperature, T1, 
and the compressive portion of the loop is conducted at a different temperature, T2. The temperature is changed, T1 T2, 
at zero stress. Advantages of this technique are that the tests can be conducted without the need for TMF computer 
software and the results more readily related to IF tests. If the thermal strains are large, however, the extensometer must 
have the range and the resolution to handle strain control at both temperature extremes. Also, some creep recovery due to 
internal stresses could occur during the zero stress temperature excursions. 
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TF and TMF of Structural Alloys 

Carbon Steels, Low-Alloy Steels, and Stainless Steels 

One of the early laboratory investigations of thermal fatigue in steels was conducted at the University of Illinois to further 
understand TMF in railroad wheels (Ref 1, 2). During the brake-shoe action on a railroad wheel, the rim is constrained by 
the surrounding cooler hub and the plate. Upon heating, circumferential compressive stresses develop; upon cooling, 
yielding in the tensile direction can occur. Under repeated brake applications, TF cracks can develop. This is simulated in 
the laboratory with a wheel dynamometer and a brake-shoe heating. Thermal cracks can grow to a size sufficient to 
exceed the fracture toughness of the material, resulting in catastrophic fracture. 

Later experiments were conducted by Simovich (Ref 4), who subjected disk specimens to TF with induction heating. In 
this case, disks approximately 50 mm (2 in.) in diameter were heated and cooled with induction, generating a temperature 
gradient in the radial direction. The steel developed radial cracks that grew to sizes near 10 mm (0.4 in.). Simovich 
conducted a thermal analysis and stress analysis of the disk and correlated the fatigue results as a function of mechanical 
strain and stress range. 

Well-controlled TMF experiments using direct resistance heating were conducted by Coffin at General Electric. The 
effect of prestrain on the fatigue life of type 347 stainless steel under thermal cycling has been established (Ref 4), as has 
the maximum temperature effect (up to 600 °C, or 1110 °F). The role of strain hold period in reducing TMF lives was 
established for periods of from 6 to 180 s. The influence of the hold period was explained as an increase in the inelastic 
strain range of the cycle. Coffin also examined the effect of thermal cycling on the subsequent stress-strain response and 
noted strain hardening of the material. Papers by Coffin (Ref 4) and Manson (Ref 5) were the first to propose a 
relationship between plastic strain range and life was proposed; this was later coined as the low-cycle fatigue, or Coffin-
Manson, equation. 

Coffin's results on type 347 stainless steel are shown in Fig. 9. The specimens were subjected to total constraint ( net = 0). 
The mean temperature was maintained constant at 350 °C (660 °F), and the maximum temperature considered was as 
high as 650 °C (1200 °F). The horizontal axis (log scale) is the fatigue life, defined as fracture of the specimen. The 
vertical axis (linear coordinates) is given in terms of temperature range and mechanical strain. In the experiments of 
Coffin, these two quantities are not exactly equal because of deformation of supports and temperature distribution along 
the length of the tube. Therefore, the mechanical strain range is slightly lower than the thermal strain range in these 
experiments. The specimen is hot in tension and cold in compression and is undergoing TMF OP loading. Whether the 
specimen is clamped at the minimum temperature or the maximum temperature influences only the mean strain and has 
very little, if any, influence on fatigue life. 



 

FIG. 9 RESULTS OF TMF EXPERIMENTS BY COFFIN (REF 4) UNDER TOTAL CONSTRAINT FOR ANNEALED TYPE 
347 STAINLESS STEEL 

Coffin used resistance heating and developed a cam-and-lever mechanism to apply independent strains on the sample. 
This design has been duplicated in a number of subsequent TMF investigations in Japan, the United States, and the former 
Soviet Union. For example, research on constrained specimens was conducted on railroad wheel material, and hysteresis 
loops were established for carbon steels (0.4 to 0.7% C) at temperatures reaching 500 °C (930 °F) (Ref 39). 

In Great Britain, the thermal fatigue resistance of carbon steels, alloy steels, and cast irons was investigated by Baron and 
Bloomfield (Ref 38) in the early 1960s. They used induction heating of an edge of a cold specimen. The strains were not 
measured or calculated for this case, but results have been displayed using Tmax versus cycles to form a crack of finite 
size. The maximum temperature considered was 900 °C (1650 °F), where most steels transform to austenite, and 
martensite formed upon rapid cooling, resulting in rapid formation of cracks. At high temperatures austenitic stainless 
steels were found to be superior to other steels, while some of the nodular irons approached the TMF resistance of plain 
carbon steels. 

Thermomechanical fatigue research on steels has attracted considerable attention in Japan. Kawamoto et al. (Ref 29) 
conducted TMF experiments on 0.7% C steels and 18-8 stainless steels. They confirmed that the hold periods reduced 
fatigue life and suggested that hold periods allow formation of metal carbides and oxides at grain boundaries. They found 
no considerable difference between IP and OP cycling when the results were compared based on mechanical strain range. 
They made the noteworthy observation that under TMF the lives were shorter than under IF, even when the IF test was 
conducted at the maximum temperature of the thermal cycle. 

Taira and colleagues (Ref 35, 36, 37) have authored a number of key TMF papers covering a range of steels, including 
1016 steel, chromium-molybdenum steels, and type 304 stainless steel. They used the mechanical strain range and plastic 
strain range to compare their data obtained under thermal cycling of 1016 steel in the temperature range of 100 to 600 °C 
(210 to 1110 °F). It is expected that considerable creep and oxidation effects are present in these steels at temperatures 
exceeding 500 °C (930 °F). Taira et al. (Ref 61, 62) also conducted thermal ratcheting tests under TMF OP conditions 
with stress control. Thermomechanical fatigue damage was predicted from creep-rupture data for these experiments. 

Fujino and Taira (Ref 63) demonstrated that for type 304 stainless steel (at 200 to 750 °C, or 390 to 1380 °F) the TMF IP 
lives were shorter than the TMF OP case by nearly a factor of four. Their results are shown in Fig. 10 for carbon steel and 
for type 304 stainless steel. Isothermal fatigue data at 425 and 750 °C (800 and 1380 °F) for type 304 and at 400 and 500 
°C (750 and 930 °F) are given. The TMF OP lives were lower than IF lives in carbon steel, whereas for the stainless steel 
they were similar to the IF lives at maximum temperature of the cycle. The researchers made measurements of grain-
boundary sliding and found evidence of it in TMF IP cases, but not in TMF OP or IF loadings. As the maximum 
temperature was lowered from 750 to 600 °C (1380 to 1110 °F) in TMF experiments (Ref 36), the TMF OP, TMF IP, and 
IF results at Tmax of the cycle converged. It is clear that grain-boundary sliding due to unbalanced displacements at the 
microlevel becomes more pronounced as the maximum temperature in the cycle is increased. 



 

FIG. 10 RESULTS OF FUJINO AND TAIRA (REF 53) ON CARBON STEEL AND TYPE 304 STAINLESS STEEL, 
SHOWING MORE DAMAGE IN TMF IP RELATIVE TO TMF OP 

Other studies in Japan were conducted by Udoguchi and Wada (Ref 31), who considered H46 martensitic stainless steel 
and type 347 stainless steel under TMF OP conditions with a maximum temperature of 700 °C (1290 °F) and 1040 steel 
with a maximum temperature of 400 °C (750 °F). Their results also confirmed that the TMF resistance is inferior to IF 
even when the results are compared at Tmax. One of the most systematic investigations of TMF of steels was undertaken 
by Kuwabara and Nitta in the mid to late 1970s (Ref 40, 41). They conducted TMF OP and TMF IP experiments on type 
304 stainless steel under continuous cycling and also in the presence of tensile or compressive hold periods (300 to 600 
°C, or 570 to 1110 °F). The TMF IP lives were shorter than TMF OP lives, but comparison with IF lives at 600 °C (1110 
°F) showed that IF tests were more damaging. In another set of experiments on type 304, they showed that TMF IP and 
TMF OP were comparable when the maximum temperature was only 550 °C (1020 °F) (Ref 42); still, more intergranular 
cracking was observed for the IP case relative to the IF and OP cases. A hold period on these steels drastically reduced the 
TMF IP lives, but had little effect on the TMF OP behavior. The trends were somewhat reversed when chromium-
molybdenum-vanadium steels were investigated; 1Cr-Mo-0.25V (Ref 43) (examined between 300 and 550 °C, or 570 and 
1020 °F) and nickel-molybdenum-vanadium forged steel (Ref 44) exhibited shorter lives in TMF OP compared to TMF 
IP. This behavior is consistent with the propensity of these alloys to suffer from considerably higher oxidation damage 
relative to stainless steels. For both alloys, higher surface crack density was measured in the TMF OP case. At high 
strains TMF OP and TMF IP results converged. In early studies, Manson et al. (Ref 64) demonstrated the significant 
surface cracking due to oxidation effects in low-alloy steels; the TMF results were consistent with the shorter lives 
observed in PC (plasticity in tension reversed by creep in compression) type cycling relative to CP (creep in tension 
reversed by plasticity in compression) type cycling for this class of alloys. 

Research at NASA (Ref 58) considered type 316 stainless steel subjected to temperature cycling in the range of 230 to 
815 °C (445 to 1500 °F). Considerable creep strains were measured, and thermal recovery was present in these TMF 
experiments. Later, Halford and colleagues (Ref 30) conducted bithermal IP and bithermal OP tests on type 316, which 
showed good agreement with the earlier TMF OP and TMF IP tests. Their results showed that TMF IP was more 
damaging than TMF OP, a finding confirmed by Miller and Priest (Ref 19) on the same class of stainless steel. Sheffler 
(Ref 28) conducted bithermal TMF OP and TMF IP tests on type 304 stainless steel and demonstrated that both OP and IP 
lives were shorter than the IF data at maximum temperature of the cycle. Similarly, for the A-286 alloy the bithermal IP 
lives were shortest compared to OP and IF results. Sheffler made the TMF and IF comparisons for tests conducted at the 
same frequency and in ultrahigh vacuum. An interesting observation was that cavities formed due to unreversed grain-
boundary displacements cannot be fully accommodated by intergranular sliding. 



In Canada, Westwood (Ref 27, 65) conducted TMF tests on type 304 in the temperature range of 350 to 700 °C (660 to 
1290 °F). The results showed good agreement between TMF IP and IF tests conducted at Tmax of the thermal cycle, while 
the lives under TMF OP were longer. Although a larger difference between TMF IP and IF is expected at these 
temperatures, the lifetimes are generally consistent with previous data reported for similar materials. 

Hysteresis response and life was studied by Jaske (Ref 66) on 1010 steel subjected to thermal cycling in the range of 95 to 
540 °C (200 to 1000 °F). The cyclic hardening phenomenon was noted when the maximum temperature was below 425 
°C (800 °F), possibly due to strain-aging effects. The TMF lives were significantly shorter than IF lives, even when the IF 
results from the maximum temperature were considered. The results of this study are shown in Fig. 11. The mechanical 
strain range versus life is plotted for TMF OP, TMF IP, and IF cases. There appears to be crossover in lives between TMF 
OP and TMF IP slightly below a strain range of 0.02. All the TMF data shown fall below the IF curves. This is consistent 
with the findings of Fujino and Taira (Ref 63). Similarly, Laub (Ref 67) studied 1010 steel used in heat exchangers and 
subjected specimens to total constraint TMF OP cycling where the mean temperature of the cycle was maintained 
constant. The most severe case examined was a mean temperature of 315 °C (600 °F) and a maximum temperature of 760 
°C (1400 °F). Considerable oxidation of crack tips has been noted at temperatures exceeding 480 °C (900 °F). 

 

FIG. 11 RESULTS OF JASKE (REF 66) ON TMF OF 1010 CARBON STEEL. NOTE: (6) INDICATES A 6 MIN HOLD 
TIME AT MAXIMUM TEMPERATURE. 

Finally, in the work of Sehitoglu on 1070 steel, the stress-strain response was determined under total/partial and 
overconstraint TMF OP conditions with a minimum temperature of 150 °C (300 °F) and a maximum temperature of 700 
°C (1290 °F). In later studies, Sehitoglu and his students investigated variable amplitude effects in TMF (Ref 59), 
environment effects in TMF (Ref 68, 69), phasing effects (TMF OP versus TMF IP) (Ref 68), strain-temperature changes 
conducive to strain aging (Ref 60), and notch effects and crack growth behavior under TMF (Ref 24, 60). A temperature-
time history for a two-step TMF OP loading (total constraint) is shown in Fig. 12(a). One block includes one major cycle 
plus 100 minor (sub) cycles (Ref 33). In this case the major cycle underwent 150 600 °C (300 1110 °F) cycling 
under total constraint and the minor cycle experienced 500 600 °C (930 1110 °F). Because of considerable 
coarsening of the microstructure due to high-temperature exposure, the strength of the material at 150 °C (300 °F) is 
considerably lowered and the inelastic strain range of the cycle increases. The fatigue lives for these types of histories, 
where Tsub = 0, 100, 150, and 200 °C (30, 210, 300, and 390 °F), are shown in Fig. 12(b). This diagram indicates the 
dramatic deterioration of fatigue life in the presence of subcycles. On the same class of steels, Neu and Sehitoglu (Ref 68, 
69) observed a typical crossover of the fatigue lives: At high strains IP tests were more damaging than OP, whereas the 
trend reversed at small strains. In tests conducted in a helium environment, the TMF IP experiments were more damaging 
than the TMF OP. The results of TMF OP and TMF IP experiments in air and in helium environment are shown in Fig. 
13. The use of maximum-temperature IF data obtained for strain rates comparable to the TMF test predicted the trends, 
but a more sophisticated TMF life model has been proposed. Some of these studies will be discussed. 



 

FIG. 12 (A) TEMPERATURE-TIME HISTORY UNDER BLOCK LOADING. (B) THERMOMECHANICAL FATIGUE LIVES 
UNDER TMF OP BLOCK LOADING. SOURCE: REF 59 



 

FIG. 13 COMPARISON OF TMF OP AND TMF IP EXPERIMENTS IN AIR AND IN HELIUM. SOURCE: REF 68, 69 

Mughrabi and his group in Germany (Ref 70) recently conducted both TMF IP and TMF OP tests on type 304L stainless 
steels. They observed a higher stress amplitude in TMF relative to IF when the TMF cycle coincides with temperatures 
near 450 °C (840 °F), where maximum dynamic strain aging occurs. Similar to the work of Sehitoglu et al. (Ref 33), they 
found that as the maximum temperature is increased, the maximum stress in the cycle occurs before the maximum 
temperature and maximum strain are reached. Thermomechanical fatigue IP tests revealed shorter lives when creep 
damage became more pronounced, whereas cavitation damage was not observed in the TMF OP case. 

It is difficult to compare the results of one investigator to another, especially in TMF loading cases. This is because the 
TMF strain rates or frequency is dictated by the heating and cooling system, which is unique to the investigator. Even if 
the same heating method is used, there are no standards for TMF specimen geometry or for test control software, and the 
tests are often slowed down to ensure proper agreement between temperature and strain. Improved hardware and software 
would lead to greater reliability and consistency among different laboratories. 

Environmental Effects. Coffin (Ref 71, 72) was the first to emphasize the significance of oxide damage in steels. At 
temperature exceeding 500 °C (930 °F), an oxide layer forms on the surface of iron-base alloys. The iron oxides that form 
are brittle and facilitate crack advance into the substrate. This layer experiences a mechanical strain, which can result 
from one or a combination of the following: (1) strain from the applied mechanical loading in the material, (2) mismatch 
in the thermal expansion coefficients among the different stoichiometries of the oxides and substrate (Ref 33 and 73), (3) 
load due to the volume difference between the substrate and the various oxides (e.g., Fe2O3, Fe3O4, and FeO) (Ref 74, 75), 
and (4) other factors discussed in Ref 68. These mechanisms could affect the morphology of the surface oxide as well as 
the growing oxide-induced crack. Tensile oxide fracture facilitates crack initiation and crack growth, because the repeated 
oxide fracture can channel crack growth into the substrate. In TMF OP, the oxide forms near maximum temperature and 
upon cooling undergoes tension and fractures locally. Skelton (Ref 76) has shown that on 0.5Cr-Mo-V steels the crack 
growth rate in air is nearly an order of magnitude faster than in vacuum, with crack growth rates in steam environment 
falling between these two extremes. 

One way to separate environmental damage from fatigue and creep damage is by performing tests in an inert or 
nonoxidizing atmosphere. Although a number of studies have been conducted on LCF under nonoxidizing environments 
(Ref 77, 78, 79), only two studies have been made on TMF of steels under an inert environment (Ref 28, 68). Sehitoglu 
and Neu devised a unique method of testing the specimen surrounded by bellows in which helium is trapped. The 
experiments were conducted under both TMF IP and TMF OP conditions. The increase in life relative to air results in the 
TMF OP case was nearly a factor of five, whereas in the TMF IP case the lives were not significantly influenced. The 
results are shown in Fig. 13. 



Under conditions where creep mechanisms are dominant compared to environmental interaction effects, the fatigue life in 
air is about the same as in an inert atmosphere (Ref 78). However, when an environmental contribution exists, the fatigue 
life of smooth specimens is increased by a factor of 2 to 20 in a nonoxidizing atmosphere compared to tests performed in 
air (Ref 68, 76, 77, 79). 

Strain Rate and Temperature Effects. Sehitoglu and his students conducted numerous investigations of 0.7% C steels 
(used in railroad wheels) and established the stress-strain behavior over the temperature range of 150 to 170 °C (300 to 
1290 °F) (Ref 80, 81, 82). The effects of maximum temperature, strain aging, and thermal recovery due to spheroidization 
effects on stress-strain response have been identified. The effects of alloying were also examined. Early experiments have 
been reported on TMF behavior of carbon steels; unfortunately, the hysteresis loops have not been provided in these 
cases. 

The influence of strain rate and temperature on life has been examined by Majumdar (Ref 83), who conducted 
experiments with a minimum temperature of 425 °C (800 °F) and a maximum temperature of 595 °C (1100 °F). They 
showed that at strain rates equal to or higher than 10-4/s, the fractures are predominantly transgranular. For strain rates 
lower than 10-4/s, however, the fractures become intergranular and the lives are shorter than the isothermal lives at 
maximum temperature. Majumdar also investigated the effect of hold time and demonstrated that hold periods reduce the 
cycles to fatigue. 

The strain rates used in TMF studies vary in a narrow range. In his original study, Coffin (Ref 4) considered the influence 
of hold time and demonstrated that the cycles to fatigue decreased by a factor of three when the hold time increased from 
6 to 180 s. Several high-strain-rate experiments were conducted by Taira and colleagues (Ref 61, 62) and Udoguchi and 
Wada (Ref 31) in their work on steels. Strain rates on the order of 10-4/s were considered, which correspond to cycle times 
of 60 s. On the other extreme cycle, times near 30 min were considered (Ref 58). In most TMF research, the cycle time is 
on the order of 2 to 4 min, which corresponds to 5 × 10-5/s. Direct resistance and induction heating methods can readily be 
used to produce strain rates on the order of 5 × 10-5/s. Higher strain rates and the accompanying rapid temperature 
changes could produce temperature gradients in the specimen and make interpretation of the results difficult. Kuwabara 
and Nitta (Ref 84) examined the relationship between cycle time and TMF life in the range of 2 to 20 min. As the cycle 
time was increased, the fraction of intergranular cracks increased in the TMF IP case; however, the TMF OP results were 
not sensitive to strain rate. Commensurate with this finding is that TMF IP lives decreased with increasing cycle time 
while TMF OP lives remained constant. 

Carbon steels undergo metallurgical changes in the form of coarsening of the pearlite lamellae and, ultimately, 
spheroidization at temperatures exceeding 400 °C (750 °F). Strain plays an important role in the spheroidization of 
pearlite. Deformation sets up subboundaries within the cementite, which are then rounded by diffusion driven by 
chemical potential gradients at the interface. This rounding of the interface edges leads to a complete band of ferrite 
separating the cementite. Many of these divisions occurring throughout the cementite break the lamellae up into 
segments, which then spheroidize. Strain-accelerated spheroidization can greatly reduce the time necessary to spheroidize 
a specimen at a given temperature. 

In Fig. 14 the maximum stress in the TMF OP cycle is plotted versus the mechanical strain range in the cycle. Because 
the Tmin was maintained constant in these experiments, higher strain ranges were achieved with higher maximum 
temperature. As the temperatures exceed the 500 °C (930 °F) value (or when the mechanical strain amplitude exceeds 
0.003), the maximum stress decreases gradually with increasing mechanical strain. There are two main implications of 
this result: (1) the maximum stress cannot be used as a predictor of fatigue damage because for the same maximum stress 
there are two corresponding strain levels, one in the low-temperature and the other in the high-temperature regime (see 
discussion in Ref 33), and (2) the softening of the material at 150 °C (300 °F) means that the resistance of the material to 
deformation has decreased and the inelastic strain in the cycle has increased, producing enhanced damage. 



 

FIG. 14 DECREASE IN MAXIMUM STRESS IN TMF OP CASE DUE TO THERMAL RECOVERY. SOURCE: REF 45 

Microstructural Changes in Steels. The mechanical properties below the transformation temperature (body-centered 
cubic, or bcc, phase) and above the transformation temperature (austenite face-centered cubic, or fcc, phase) are 
considerably different (Ref 85). Two series of creep tests were performed under constant stress and temperature. Creep 
tests were conducted at temperatures of 400, 450, 500, and 550 °C (750, 840, 930, and 1020 °F) on 1070 steel well below 
the transformation temperature of 660 °C (1220 °F); the second series was conducted to investigate creep at temperatures 
above the austenitic transformation at temperatures of 700 and 800 °C (1290 and 1470 °F). It was found that both the 
transient and steady-state creep strain rates in the fcc phase were higher than the creep rates predicted with bcc phase 
properties by two orders of magnitude. 

The second series of relaxation experiments (Ref 85) differed from the previous set in that, before each experiment, the 
specimen was heated to above its austenitic transformation temperature, to 925 °C (1700 °F), and was held at this 
temperature for 1 h. Then the specimen was rapidly cooled in air to the desired temperature of 500 or 550 °C (930 or 1020 
°F), and the experiment proceeded as outlined above. Results indicate that the final stresses are similar for experiments 
with preheating and experiments without preheating to 925 °C (1700 °F), considering that preheat experiments indicate an 
initial stress about 50% lower than experiments without preheating. 

The effect of phase transformations during thermal fatigue has been explored by Nortcott and Baron (Ref 86), who noted 
that repeated formation of austenite and martensite during the TF cycle generally leads to cracking of the material. 
Similarly, Sehitoglu (Ref 24) considered TMF experiments beyond 650 °C (1200 °F) on 1070 steels where the hysteresis 
loops recorded displayed the transformation effect. Thermal expansion characteristics are influenced by the nature of 
austenitic transformation. The mean value of for 1070 steel below the transformation temperature is 8.34 × 10-6 1/°F, 
whereas the mean value for above the transformation temperature is 1.52 × 10-5 1/ °F. The coefficient of thermal 
expansion can be defined two ways: (1) tangent to the thermal strain-temperature curve, or (2) as a secant modulus, the 
slope of the line connecting the thermal strain point to the origin. It is important to specify whether the CTE is a tangent 
or a secant value. When phase transformations occur, it is advisable to use a secant modulus; this avoids the problem of 
rapid changes in the tangent modulus upon phase transformation. 

Many steels undergo strain aging, which results in considerable hardening in a TMF test or a test that involves exposure 
of the material to temperatures below 400 °C (750 °F). Certain temperature-strain histories in solute-hardened materials 



produce strain aging, and thus strengthening, of the material. Thermomechanical fatigue studies under strain-aging 
conditions for steels and nickel-base superalloys have been discussed in Ref 20. Strengthening is caused by interstitial 
solute atoms, which anchor the dislocation motion. If the pinning of the dislocations occurs during deformation, the term 
dynamic strain aging is used (Ref 87). If the aging occurs under a constant load (after some plastic deformation), it is 
called static strain aging (Ref 87). 

Static strain-aging experiments have been conducted on both 1020 and 1070 steels (Ref 80). The material was cycled at 
20 °C (70 °F), but was exposed to the aging temperature time at zero stress every reversal. The experimental results are 
shown in Fig. 15. In these experiments, the deformation is at 20 °C (70 °F) but with intermittent exposure to 300 °C (570 
°F) (up to 30 min) at zero load of the cycle. Increase in room-temperature strength as high at 30% has been measured after 
40 reversals. The strain range of the hysteresis loops is 0.005 + /2E, where is the stress range and E is the elastic 
modulus at 20 °C (70 °F). Since this material is cyclically stable at room temperature, the observed strengthening is 
attributed to strain aging. The specimen is cycled at a strain rate of 2 × 10-3/s. 

 

FIG. 15 EXPERIMENTAL -  RESPONSE UNDER TMF STRAIN-AGING CONDITIONS. SOURCE: REF 80 

Thermal recovery effects have been observed in steels when temperatures exceed 500 °C (930 °F). In the case of pearlitic 
steels, the lamellae structure coarsens and, ultimately, a spheroidized material results. Examples of the microstructural 
change are illustrated in Fig. 16. Consequently, these changes alter the stress-strain response of the material. Figure 16(a) 
shows the mean lamellae thickness to be nearly 145 . As the microstructure becomes spheroidized (Fig. 16b), the mean 
spheroidite diameter is much larger than any of the cementite thicknesses. The coarsening process takes the form of an 
early breaking-up of the lamellae, followed by spheroidite growth. This difference in size is apparent in Fig. 16. This 
phenomenon was documented in early studies by Sehitoglu (Ref 25, 34, 82). Table 2 summarizes the microstructural 
damage mechanisms identified by various experiments on steels. 

TABLE 2 SUMMARY OF MICROSTRUCTURAL DAMAGE MECHANISMS IN STEELS 

MATERIAL  TMF IP  TMF OP  REFERENCE  
1070 STEEL  • CRACK GROWTH AT 

PEARLITE COLONY 
BOUNDARIES; 
FERRITE-PEARLITE 

• STRAIN-AGING EFFECT 
DUE TO EXPOSURE AT 
ELEVATED 
TEMPERATURE, 

20, 24, 38, 45  



INTERFACES  
• INTERNAL OXYGEN 

ATTACK OF MNS 
PARTICLES; 
COARSENING OF 
PEARLITE LAMELLAE; 
SPHEROIDIZATION  

• PHASE 
TRANSFORMATION, 
BCC-FCC; 
RECRYSTALLIZATION  

 

FOLLOWED BY LOW 
TEMPERATURE  

• FORMATION AND 
REPEATED FRACTURE 
OF OXIDES; INTERNAL 
OXYGEN ATTACK OF 
MNS PARTICLES  

• COARSENING OF 
PEARLITE LAMELLAE; 
SPHEROIDIZATION  

 

TYPE 304 
STAINLESS 
STEEL  

• STRENGTHENING DUE 
TO STRAIN AGING; 
CREEP DAMAGE 
(GRAIN-BOUNDARY 
TRIPLE POINTS) IN 
TENSILE STRESS PART 
OF THE CYCLE  

• HIGHER DISLOCATION 
DENSITY COMPARED 
TO IF  

• MIXTURE OF 
DISLOCATION 
ARRANGEMENTS 
COMPARED TO IF  

• HIGH DENSITY OF 
INTERGRANULAR 
CRACKS  

• HIGHER GRAIN-
BOUNDARY SLIDING 
IN TENSION RELATIVE 
TO COMPRESSION, 
RESULTING IN 
RATCHETING AT THE 
MICROLEVEL  

• GRAIN-BOUNDARY 
RESIDUAL STRESSES 
AT LOW 
TEMPERATURE RELAX 
AT HIGH 
TEMPERATURES, 
RESULTING IN CAVITY 
NUCLEATION  

 

• STRENGTHENING DUE 
TO STRAIN AGING; 
HIGHER DISLOCATION 
DENSITY COMPARED 
TO IF; MIXTURE OF 
DISLOCATION 
ARRANGEMENTS 
COMPARED TO IF  

• LOWEST DENSITY OF 
INTERGRANULAR 
CRACKS COMPARED TO 
IF AND IP  

 

70, 63, 28, 19  

1CR-1MO-
0.25V STEEL  

. . .  HIGHER DENSITY OF CRACK 
FORMATION IN OP RELATIVE 
TO IP AND IF, POSSIBLY DUE 
TO FRACTURE OF OXIDE 
SCALE  

44, 76  

TYPE 347 
STAINLESS 
STEEL  

CREEP DAMAGE AT GRAIN 
BOUNDARIES PRODUCED 
SHORTEST LIVES FOR IP  

. . .  31  



1016 STEEL  INTEGRAL BREADTH OF X-
RAY DIFFRACTION 
PROFILES AS A MEASURE OF 
SUBGRAIN EVOLUTION 
DURING TMF  

. . .  88  

 

 

FIG. 16 CHANGE IN LAMELLAE MORPHOLOGY UPON EXPOSURE OF STEEL AT HIGH TEMPERATURE. SOURCE: 
REF 82 

TMF of Aluminum Alloys 

Only a handful of experiments has been reported on the elevated-temperature behavior of aluminum alloys. At 
temperatures exceeding 150 °C (300 °F), aluminum alloys undergo creep damage in the form of grain-boundary 
cavitation (Ref 89) and intergranular crack growth (Ref 90). Under TMF conditions with Tmean = 200 °C (390 °F), creep 
damage is expected to occur under both OP and IP conditions. Extensive studies on the fatigue of aluminum (Ref 91, 92, 
93) at room temperature revealed accelerated fatigue damage in air relative to a vacuum environment. At elevated 
temperatures the environment (oxidation) effect is expected to be more pronounced (Ref 94, 95, 96). Figure 17 compares 
TMF OP and TMF IP lives for aluminum alloys 2xxx-T4, a powder metallurgy material with minimal porosity level. In 
the experiments, R  = -1, the minimum temperature was 100 °C (210 °F), and the maximum temperatures were 200 and 
300 °C (390 and 570 °F). A crossover in lives occurred for the 100 200 °C case, but there was no such crossover for 
the 100 300 °C case (Ref 90). Two other studies on TMF of aluminum alloys have been reported (Ref 97, 98). In Ref 
97, a cast Al-Si-10Mg alloy was studied under total constraint TMF OP conditions; the mechanical strain increased 
proportionally with increasing maximum temperature. The minimum temperature was maintained constant at 50 °C (120 
°F). The most severe case studied was under 50 350 °C (120 660 °F) conditions, and considerable cyclic softening 
was observed both at the low- and high-temperature ends of the cycle. In Ref 98, the cast alloys A1319 and Al356 were 
considered. This work studied the role of dendrite arm spacing, porosity level, composition, and heat treatment. 



 

FIG. 17 COMPARISON OF TMF OP AND TMF IP LIVES FOR AL 2XXX-T4. SOURCE: REF 95 

Relatively very few studies have been conducted on the TMF aluminum alloys. The major issues are the following:  

• OXIDATION HAS AN INFLUENCE ON FATIGUE DAMAGE BOTH AT ROOM TEMPERATURE 
AND AT ELEVATED TEMPERATURES. A NUMBER OF FUNDAMENTAL STUDIES HAVE 
BEEN MADE OF IF OF ALUMINUM AT ROOM TEMPERATURE AND A FEW VACUUM TESTS 
AT ELEVATED TEMPERATURES (REF 99), BUT THERE ARE NO REPORTED EXPERIMENTS 
UNDER TMF LOADING. BASED ON THE WORK OF BHAT AND LAIRD (REF 99), 
CONSIDERABLE OXIDATION DAMAGE IS PRESENT IN POLYCRYSTALLINE ALUMINUM 
ALLOYS.  

• IF THE MAXIMUM TEMPERATURE EXCEEDS THE AGING TEMPERATURE, THEN 
CONSIDERABLE SOFTENING CAN BE OBSERVED IN TMF DUE TO CHANGES IN THE 
SHAPE AND SIZE OF THE PRECIPITATES. THE AGING TEMPERATURES CAN VARY FROM 
150 TO 200 °C (300 TO 390 °F).  

• CREEP DAMAGE HAS BEEN OBSERVED AT TEMPERATURES EXCEEDING 200 °C (390 °F) 
IN TMF EXPERIMENTS. THE CREEP DAMAGE IS IN THE FORM OF DISTRIBUTED CRACKS. 
WHEN CREEP DAMAGE WITH DIFFUSE CRACKS OCCURS, CONTINUUM DAMAGE 
MECHANICS CONCEPTS WOULD BE APPROPRIATE. IN THIS CASE, THE -  BEHAVIOR OF 
A DAMAGED MATERIAL CAN BE DESCRIBED BY USING EFFECTIVE STRESS AND 
HYDROSTATIC STRESS INTEGRATED OVER THE CYCLE (REF 100).  

TMF of Nickel-Base High-Temperature Alloys 

Much has been published on the high-temperature behavior of nickel-base superalloys--the development of which is 
ongoing, including the use of coating treatments. The major advantage of nickel-base superalloys over other metals is 
their useful TMF operating range, which extends to Tmax/Tm = 0.8, where Tmax is the maximum temperature in the cycle 
and Tm is the melting temperature in degrees Kelvin. On the other hand, when Tmax/Tm values exceed 0.5, the TMF 
strength of steels is considerably lowered. 

Depending on the test temperature, the superalloys may show either cyclic softening or cyclic hardening behavior. The 
hardening behavior is attributed to dislocation buildup at the precipitate/matrix interface. On the other hand, softening 
behavior is considered to be due to precipitate shearing, increased dislocation climb facilitated by increased diffusion 
rates, and reduced dislocation densities caused by recovery processes (for a review, see Ref 101 and 102). 



Similar to IF tests, TMF experiments exhibit a temperature and strain range dependence of cyclic stress response. Castelli 
et al. (Ref 103) observed cyclic hardening of Hastelloy X under OP cycling at m = 0.006 over a temperature range of 
600 to 800 °C (1110 to 1470 °F). When the temperature range was increased to 800 to 1000 °C (1470 to 1830 °F), cyclic 
softening was observed. Marchand et al. (Ref 104) tested B-1900+Hf under TMF OP and TMF IP at a temperature range 
of 400 925 °C (750 1700 °F). Cyclic stress-strain curves revealed cyclic hardening at low strain ranges and cyclic 
softening at high strain ranges when compared to cyclic stress-strain response at Tmax. Sehitoglu and Boismier (Ref 105), 
working with polycrystalline Mar-M247 (500 870 °C), found gradual cyclic softening for most of the life at small 
strains, whereas cyclic hardening was observed at high strains. Stress-strain behavior has been found for René 80 (Ref 
106), Mar-M247 (Ref 105), and Mar-M246 (Ref 107), CMSX-6 single crystals (Ref 108), and on Inconel 617 by 
Macherauch and colleagues (Ref 109). They studied Inconel 617 and reported significant hardening at Tmax of 750 to 850 
°C (1380 to 1560 °F). When the maximum temperature was higher than 950 °C (1740 °F), the response was stable. 

A number of Japanese investigators have published results on TMF of superalloys. An extensive study of superalloys has 
been undertaken by Kuwabara et al. (Ref 42), who considered Inconel 718, Inconel 738LC, Inconel 939, Mar-M247, and 
René 80. For Inconel 718, the temperatures were 300 650 °C (570 1200 °F); for the other alloys, 300 900 °C 
(570 1650 °F). For Inconel 718, Inconel 939, and Mar-M247, shorter lives were demonstrated for the TMF IP case in 
the high strain range and a crossover in life at small strain levels. The Inconel 738LC and René 80 exhibited shorter lives 
for the TMF OP case relative to TMF IP. Taira et al. (Ref 36) considered Hastelloy X in the temperature ranges 300 
900 °C and 300 750 °C (570 1650 °F and 570 1380 °F) and found that TMF IP lives are considerably shorter 
than the TMF OP case. These results are shown in Fig. 18. 

 

FIG. 18 COMPARISON OF TMF OP AND TMF IP LIVES FOR HASTELLOY X. SOURCE: REF 36 

In Great Britain, extensive thermal fatigue studies have been reported by Glenny and Taylor (Ref 110) on Nimonic and 
directionally solidifed nickel alloys. The duration of the thermal cycle (immersion times) and the maximum temperature 
effect (up to 920 °C, or 1690 °F) have been examined, and intergranular cracking has been noted. Tilly (Ref 111) used the 
tapered-disk geometry with the fluidized-bed technique under 20 920 °C (70 1690 °F) conditions. This author also 
conducted reverse bend tests with temperature cycling of 350 1000 °C (660 1830 °F) in air and in vacuum and 
showed an increase in fatigue life in vacuum relative to air of nearly a factor of two. The lives were lower than those 
predicted based on IF data at Tmax. 

Other TF experiments have been conducted by Woodford and Mowbray (Ref 50) on the nickel-base superalloys Inconel 
738 and René 77 using the tapered-disk specimen. The hysteresis behavior was calculated at the disk periphery, and the 
temperature-strain phasing was similar to the DCW type. Crack length was monitored as a function of cycles. The 
temperature range was 22 920 °C (72 1690 °F) for both materials. These investigators made the important 
observation of '-depleted zones in the vicinity of crack tips. In these regions, aluminum is depleted and the ' structures 
break down. Bizon and Spera (Ref 51) considered 22 nickel-base superalloys using the fluidized-bed technique. They 
noted the positive role of directional solidification and coatings on TF life. 



Most nickel-base superalloys exhibit a crossover of the TMF IP and TMF OP mechanical strain-life curves. In this case, 
TMF IP fatigue lives are shorter than TMF OP lives at high mechanical strain ranges, but are greater than TMF OP lives 
at low mechanical strain ranges. The crossover occurs at approximately m = 0.0045. Kuwabara et al. (Ref 42) 
observed the crossover in life curves for Inconel 718 and Mar-M247 under temperature cycling of 300 650 °C and 300 

900 °C (570 1200 °F and 570 1650 °F), respectively. Bill et al. (Ref 112) investigated Mar-M200 at mechanical 
strain ranges greater than 0.01 and over a temperature range of 495 1000 °C (925 1830 °F). These results are 
shown in Fig. 19. 

 

FIG. 19 COMPARISON OF TMF OP AND TMF IP LIVES FOR POLYCRYSTALLINE MAR-M200. SOURCE: REF 112 

Nelson et al. (Ref 113) studied B-1900+Hf at a temperature range of 540 870 °C (1000 1600 °F) and also observed 
a crossover corresponding to a mechanical strain range of 0.0045. Ramaswamy and Cook (Ref 114) conducted tests on 
Inconel 718 at m = 0.015 and over temperature ranges of 345 565 °C and 345 650 °C (650 1050 °F and 650 

1200 °F) and found TMF IP to be more damaging than TMF OP. However, they noted that René 80 (760 870 °C, 
or 1400 1600 °F) also showed a crossover in the TMF life curves. The TMF OP lives were shorter than the TMF IP 
cases (Ref 115); this has been attributed to high mean stresses in the TMF OP case. Gayda et al. (Ref 116) found that for 
coated PWA 1480 at inelastic strain ranges of less than 0.2%, the TMF OP lives are significantly longer than TMF IP, 
whereas in the high strain regime the TMF OP and TMF IP lives are comparable. 

In the past, TMF life has been approximated by IF life at the maximum temperature of the TMF cycle using the same 
mechanical strain range. This appears to be applicable for TMF OP conditions. Experiments conducted by Bill et al. (Ref 
112) on Mar-M200 revealed that IF life at Tmax was slightly longer than TMF OP life (500 1000 °C, or 930 1830 
°F). The IF lives may have been greater because the IF tests were conducted at a frequency 100 times greater than that of 
the TMF tests. Nelson et al. (Ref 113) also found a correlation between IF life at Tmax and OP life (540 to 870 °C, or 1000 
to 1600 °F) for B-1900+Hf. Malpertu and Rémy (Ref 117) conducted TMF experiments on Inconel 100 utilizing a cycle 
similar to a counterclockwise 135° cycle over a temperature range of 600 to 1050 °C (1110 to 1920 °F). Initiation life was 
the same as the IF initiation life at Tmax. There is a correlation between TMF OP life and IF life at Tmax, but there are 
discrete differences in the damage mechanisms. 

A few TMF studies have included nonproportional phasing of the mechanical strain and temperature. Nonproportional 
loading cycles are very important because they more closely approximate a service-induced strain-temperature history of 
an actual component. An example is the diamond-shape history, where the maximum and minimum mechanical strain 
occur at the median of the temperature range. Embley and Russell (Ref 115) conducted DCW history tests on Inconel 738 
and found lives approaching two orders of magnitude longer than TMF OP and TMF IP lives over the same temperature 
range (425 to 870 °C, or 800 to 1600 °F). Nelson et al. (Ref 113) conducted TMF experiments on B-1900+Hf utilizing a 
counterclockwise elliptical strain-temperature cycle at 540 to 870 °C (1000 to 1600 °F). They discovered a fivefold 
increase in life over TMF OP lives. 



Guedou and Honnorat (Ref 48) considered three alloys--Inconel 100, AM1, and DS 200--subjected to DCW and DCCW 
histories with a 650 1100 °C (1200 2010 °F) temperature range. The AM1 is a single-crystal alloy, DS-200 is 
directionally solidified, and Inconel 100 is polycrystalline. Based on mechanical strain range, AM1 exhibited the best 
properties. Isothermal fatigue data at Tmean was closest to the TMF mechanical strain life curve. Bernstein et al. (Ref 118) 
considered Inconel 738LC both in the coated and uncoated state under 425 870, 915, and 980 °C (800 1600, 1680, 
and 1800 °F) conditions. They found shorter lives for the coated material relative to the uncoated material. They 
discussed the turbine blade strain-temperatures extensively (in particular, the role of the startup and shutdown) and 
showed that the TMF OP cycle best describes the engine conditions. 

Recently Halford et al. (Ref 30) have proposed the use of bithermal fatigue cycles as a simple alternative to TMF testing. 
Bithermal results have been interpreted with strain range partitioning (SRP) as a predominantly PC or CP type of loading. 
Bithermal experiments conducted on B-1900+Hf were directly related to TMF results by use of an appropriate damage 
rule. Other research on TMF OP of Hastelloy X has been reported by Kaufman and Halford (Ref 119) in the ranges 505 

905 °C and 425 925 °C. 

Recent research on TMF in Europe centers around Remy et al. at École de Mines (Ref 117, 120), Guedou at Snecma (Ref 
48), Bressers and various colleagues at Petten (Ref 121), and Mughrabi and his students in Germany (Ref 70, 108). Remy 
and coworkers (Ref 120) studies the crystallographic orientation effect on the cyclic -  behavior of AM1 superalloy in 
the temperature range of 600 1100 °C. These results are summarized in Fig. 20(a) for the [001] and [111] orientations. 
The inelastic strain range in the cycle was found to be strongly orientation dependent, with [001] producing smaller 
inelastic strains than [111] (Fig. 20a). This is evident when the stress/inelastic-strain loops are compared for the case of 
mechanical strain range of 1.2%. The longest fatigue lives among five crystal orientations were found for the [001]-
oriented specimens (Fig. 20b). 

 

FIG. 20 EFFECT OF CRYSTALLOGRAPHIC ORIENTATION ON TMF BEHAVIOR OF AM1. SOURCE: REF 120 

Bressers et al. (Ref 121) used a 135° OP cycle (i.e., diamond counter clockwise, DCCW) and studied the TMF behavior 
of SRR99 in the coated and uncoated condition. They considered both R = 0 and R = -  cases and monitored the crack 
length as a function of cycles. The role of oxidation is emphasized in their model. Mughrabi and coworkers (Ref 108) 
studied CMSX-6 single-crystal superalloys of [001] orientation under 600 1100 °C conditions and documented the 
coarsening of precipitates during TMF. They confirmed that the mean stress in nickel-base superalloys play a 
considerable role. The life under TMF OP was considerably shorter than under TMF IP (five times), with DCW (diamond 
clockwise) and DCCW cases between these two extremes. This study also confirms that inelastic strain range is not a 
good correlator of life when failure occurs in a finite number of cycles with very small in components. They noted that 
when the ' structure rafts, soft -matrix channels permit unconstrained dislocation motion. Also, during the high-
temperature phase of the cycle dislocation climb and during the low-temperature end of the cycle, cutting of the particles 
has been observed. 

Other work from Europe includes Marchionni et al. (Ref 122), who have been studying an oxide dispersion (Y2O3) 
Inconel alloy. The TMF OP and TMF IP results are similar and lie within the scatter of data. Macherauch and his group at 
Karlsruhe (Ref 109) have reported TMF OP and TMF IP experiments on Inconel 617, showing TMF IP damage to be 



more significant than TMF OP. The maximum temperature was in the range of 850 to 1050 °C, while the minimum 
temperature was 600 °C. 

Strain Rate and Frequency Effects. Strain rate can affect cyclic stress-strain response as well as fatigue life. In studies 
conducted on René 80 (Ref 123), Hastelloy X (Ref 103), Mar-M246 (Ref 49), and Mar-M200 (Ref 124), it has been 
reported that decreasing the frequency resulted in a decrease in the stress range; no change in the relative hardening and 
softening behavior has been observed. There is abundance of information on the strain-rate effects under IF conditions, 
including decreasing frequency, lowering strain rates, or introducing hold times (Ref 118, 124, 125, 126). These effects 
are attributed to increased environmental and creep damage (Ref 126, 127, 128). Only in rare cases do the strain rate or 
hold times have no effect (Ref 112, 129) or does decreasing the strain rate or introducing hold periods increase fatigue life 
(Ref 124, 130, 131). This latter behavior can be explained based on a reduced creep component caused by reduced cyclic 
stresses when ' precipitate coarsening occurs. 

There have been no systematic attempts to alter the strain rate (analogous to IF experiments), but some TMF experiments 
have introduced a hold period at maximum temperature. The effect of compressive hold periods on TMF of Inconel 738 
has been established by Bernstein et al. (Ref 118), who reported shortened cycles to failure. In nickel-base superalloys, if 
the hold period in TMF OP results in stress relaxation in compression, high tensile mean stresses develop upon reversed 
loading--which is detrimental to fatigue life. 

Environmental Effects. The effects of the environment on nickel-base superalloys at elevated temperatures are very 
complex. Environmental damage can affect both crack initiation and crack propagation and has a detrimental effect on 
fatigue life. Crack nucleation often originates from preferentially oxidized grain boundaries (Ref 126, 130, 132, 133). 
Grain boundaries are preferentially oxidized because they are paths of rapid diffusion and their composition may differ 
from that of the matrix (Ref 105, 107, 134, 135). An example of oxidation at grain boundaries and intergranular initiation 
in Mar-M247 subjected to TMF IP conditions is shown in Fig. 21. The experiment was conducted under TMF IP 500 
870 °C conditions. 

 

FIG. 21 GRAIN-BOUNDARY OXIDATION AND CRACKING IN MAR-M247. SOURCE: REF 105 

Rémy et al. (Ref 136) oxidized precracked specimens and compared the crack growth with that of virgin specimens. 
These experiments revealed crack growth rates as much as three orders of magnitude higher than the virgin samples. They 
proposed a modified fracture mechanics approach to handle the crack growth under repeated oxide fracture; the oxidation 
constants were determined via integration over the cycle. The different TMF strain/temperature waveforms (600 1050 
°C) were predicted with their model. 

Under elevated-temperature conditions, a protective oxide scale forms on the surface of the specimen, separating the 
substrate from the environment. However, spalling and cracking of the protective oxide scale occur due to stresses 
developed in the scale. The principal sources of stress in the oxide scale are the thermal stresses due to the difference 
between the thermal expansion coefficients of the oxide and the matrix. Although there is zero thermal stress at the oxide 



formation temperature, upon cooling by T, a stress is generated in the oxide layer. Oxide spikes penetrate from the 
surface toward the inside of the substrate. The oxide spike morphology could form at the surface or at the 
coating/substrate interface upon failure of the coating. The problem of stress fields associated with oxide spikes has been 
studied by Kadioglu and Sehitoglu (Ref 107, 135). In their work, an oxide spike was modeled as a semispherical surface 
in homogeneity. The stress field in the vicinity of the oxide spike was calculated using a technique based on Eshelby's 
method. Then the calculated strain at the tip of the oxide spike was used in the life prediction model. Strains at the oxide 
tips increase considerably as the ratio of oxide elastic modulus to metal elastic modulus decreases. The stresses under 
different levels of thermal mismatch also were shown. Sample results are presented in Fig. 22. The geometry of the oxide 
intrusion (spike) is shown in Fig. 22(a). The variation of ij/(Em

th), which is the stress tensor normalized by the product 
of matrix modulus and thermal mismatch strain, as a function of distance measured from the surface is shown in Fig. 
22(b). The term = Eox/Em is the oxide to matrix modulus ratio, and X3/c represents the normalized distance normal to the 
free surface. The X3/c > 1 represents the matrix region ahead of the oxide intrusion, while X3/c < 1 represents the oxide. 
The critical parameter extracted from these studies is , the mechanical strain range at the tip of the oxide. This 
result was used in the life prediction model described in Ref 135. 

 

FIG. 22 (A) GEOMETRY OF AN OXIDE SPIKE (INTRUSION). (B) OXIDE STRESSES AS A FUNCTION OF AND E 
MISMATCH. SOURCE: REF 107 

Oxidation characteristics of nickel-base superalloys can vary widely. The oxidation products formed vary with alloy 
composition, temperature, and time at temperature. A general oxidation characterization for nickel-base superalloys at 
870 °C (1600 °F) can be drawn from Ref 137 and 138. Initially, a continuous film of Al2O3 forms. Diffusional mass 
transport of chromium through the Al2O3 layer alloys the formation of an outer layer of Cr2O3. Eventually, spinels of 



Ni(Cr,Al)2O4 are formed. Some TiO2 may also be formed. This sequence of events is a specific case. The oxides formed 
will vary from alloy to alloy and with variations in temperature and time of exposure. 

Oxidized surfaces usually are associated with an adjacent zone of alloy depletion. This is characterized by a zone depleted 
of ' precipitates. Several studies have reported the existence of '-depleted zones (Ref 105, 107, 113, 126, 131, 132, 
133). The '-depleted zone is caused by the loss of aluminum to the formation of oxides. This zone may also be depleted 
of solid-solution-strengthening elements such as chromium. The fatigue characteristics of such a layer may be markedly 
different in the initial cracking stages. Deformation bands develop in precipitate-free areas and lead to premature 
microcracking and fatigue failure (Ref 139). Due to oxidation of the crack tip, a region depleted of oxide-forming 
elements will be formed ahead of a fatigue crack. As a result, the crack will propagate into a region having changed 
mechanical properties. Crack growth in each cycle may be controlled by the size of the environmentally affected zone at 
the crack tip (Ref 126). 

Steady-state formation of the oxide and alloy-depleted layers is governed by parabolic rate kinetics (Ref 128, 130, 138, 
140). The rate of oxidation and alloy depletion is considered to be affected by the application of stress. It has been shown 
that oxidation and alloy depletion increases when stress is applied (Ref 108, 138). The effect of stress on environmental 
attack may vary with alloy composition and exposure conditions. 

Coating Effects in Superalloys. Environmental degradation due to oxidation and corrosion may be prevented by using 
protective coatings. Various types of coatings have been used to reduce the deleterious effect of the environment (Ref 33, 
45). Many of the coatings developed fulfill their protection role against oxidation or corrosion of the base material. Three 
main types of coatings have been used to protect superalloys: (1) diffusion coatings, (2) overlay coatings (MCrAlY, 
where M is nickel or cobalt), and (3) thermal barrier coatings (TBCs). 

The predominant oxide formed on the coating is Al2O3. The overlay coatings consist of Ni(Co,Fe),Cr, Al, and Y, and are 
called MCrAlY type. Finally, TBCs have been used to limit the heat flow into the base alloy. The materials most 
commonly considered as TBCs are general oxides such as ZrO2 and Al2O3. The low thermal expansion coefficient of the 
ceramic coatings and the relatively high thermal expansion coefficient of the base alloy result in a large mismatch strain, 
which encourages the propagation of cracks in the coating. The presence of porosity, discontinuities, random 
microcracking, and a columnar structure with grain boundaries to the surface, known as coating segmentation, has also 
been observed. 

Under TMF conditions, coatings undergo complex stress-strain changes and at the low-temperature end of the cycle could 
fracture. Various researchers have found coatings to provide benefit, depending on the temperature (Ref 107, 128, 135, 
141, 142, 143, 144). In some cases, however, a reduction in the fatigue lives of some directionally solidified alloys (Ref 
141) and other nickel-base superalloys (Ref 145, 146) has been noted. Goward (Ref 147) has investigated the TMF 
behavior of aluminide and CoCrAlY coatings. The tests were conducted under fully reverse condition by cycling the 
temperature between 425 and 925 °C. In these tests, the low-aluminum CoCrAlY coating exhibited a much higher 
resistance to crack initiation than the higher-aluminum CoCrAlY. 

The effects of protective coatings on TF of superalloys have been studied by alternately immersing a variety of tapered 
disk and wedge-type specimens into hot and cold fluidized beds (Ref 148, 149). However, the strain/temperature cycle 
was not precisely known in these experiments. Thermomechanical fatigue tests in which the temperature and strain can be 
controlled separately have been used to investigate the effects of coatings on superalloys (Ref 150, 151, 152). Among the 
various forms of strain/temperature phase relations, the most damaging is TMF OP. In fact, it was reported that coated 
superalloys exhibited shorter lives under TMF OP than under TMF IP (Ref 150, 151). 

Under service conditions, additional strains on the coatings may arise due to thermal expansion mismatch, elastic moduli 
mismatch, diffusion between coating and substrate, phase transformation, or chemical reaction with the environment. 
These additional strains and stresses alter the crack initiation and propagation resistance of the materials, resulting in 
spallation of protective oxide scales and/or coating or early crack formation, which allows oxidation attack into the base 
alloy. To improve the fatigue performance of the coated components, these strains should be minimized by adjusting the 
mechanical and metallurgical properties of the coatings (provided that oxidation/corrosion resistance capability is 
maintained). Therefore, a life prediction methodology that will relate coating performance to the mechanical/physical 
properties of coating/substrate systems and environmental conditions is needed. 

Coating cracking lives have been successfully correlated with total strain, which is the summation of the thermal 
expansion mismatch strain and the mechanical strain (Ref 152, 153). A fatigue crack growth model has also been 



proposed by Strangman (Ref 154). In this work, the penetration of a coating crack into the base metal has been analyzed 
using the fracture mechanics approach. In another approach (Ref 155), the life of a coated system was considered as the 
summation of the number of cycles to initiate a crack through the coating, the number of cycles for the coating crack to 
penetrate a small distance into the substrate, and the number of cycles to propagate the substrate to failure. In a recent 
study (Ref 151), the mechanical damages for the coating and the substrate have been calculated separately and then 
combined to produce an optimum prediction damage parameter. The predicted lives for coated superalloys were within a 
factor of two for TMF OP tests. The two-bar model representing the coating and the substrate has been used to determine 
the constitutive stress-strain loop for the coating under TMF conditions. Then, the number cycles to initiate a crack in the 
coating has been estimated by the hysteretic energy method (Ref 156). With this approach, the fatigue life of overlay 
coatings was estimated within a factor of 2.5 in the case of TMF conditions (Ref 155). Although the two-bar model is one 
dimensional, it captures the first-order effects of the coatings on the behavior of base alloys. To study the effect of 
biaxiality requires nonlinear FEM due to the highly nonlinear behavior of the coating/substrate system (Ref 157). 

Swanson et al. (Ref 156) have conducted isothermal fatigue tests at 760, 925, and 1040 °C and TMF tests by cycling the 
temperature between 425 and 1040 °C on PWA 286 (NiCoCrAlY+Si+Hf) overlay and PWA 273 (NiAl, outward 
diffusion) aluminide-coated single-crystal PWA 1480 alloy. Their tests used hollow tubes as test specimens. They found 
that, in many cases, coating cracks had progressed into the PWA 1480 alloy and directly caused failure. In some 
specimens, however, the coating cracks did not extend into the substrate, and failure was caused by a crack initiated from 
the uncoated inner surface. The coating cracks penetrated into the substrate in both OP and IF tests for specimens coated 
with PWA 273, but only in the OP tests for specimens with overlay coating. In this case, coating-initiated cracking was 
the dominant failure mode. It was difficult to draw a general conclusion about the effects of coatings on fatigue life from 
this work due to variation of specimen design and orientations, frequencies used, cycle type, and strain ranges applied. 

Wright (Ref 128) has examined the oxidation-fatigue interactions in René N4. Isothermal tests were performed on 
uncoated, aluminide-coated, and preoxidized alloy at 1095 °C. The test results showed that although there were no 
differences in the fatigue life of coated and uncoated specimens in low-frequency tests (f = 1/2 cycle/min), fatigue life 
increased significantly during high-frequency tests (f = 20 cycle/min). Glenny and Taylor (Ref 56), Bizon and Spera (Ref 
51), and Woodford and Mowbray (Ref 50) have investigated the thermal fatigue characteristics of uncoated and coated 
superalloys using a variety of tapered-disk and wedge-type specimens. However, the available data from these studies are 
difficult to interpret due to the large variety of specimen shapes, thermal cycle shapes, and differences in the definition of 
failure criteria. 

In summary, the following general rules apply for the TMF of nickel-base superalloys:  

• FOR SINGLE CRYSTALS, THE BEST TMF RESISTANCE HAS BEEN OBTAINED IN THE [001] 
DIRECTION. IN THIS DIRECTION, THE ELASTIC MODULUS (AND THUS THE STRESSES) 
DEVELOPED IS LOWER THAN IN OTHER DIRECTIONS; CONSEQUENTLY, FOR A GIVEN 
MECHANICAL STRAIN RANGE THE PLASTIC STRAIN RANGE IS LOWEST AMONG ALL 
POSSIBLE DIRECTIONS. DIRECTIONALLY SOLIDIFIED ALLOYS REMOVE THE GRAIN 
BOUNDARIES TRANSVERSE TO THE PRINCIPAL STRESS AND ALSO LOWER THE ELASTIC 
MODULUS IN THAT DIRECTION RELATIVE TO POLYCRYSTALLINE MATERIALS. FOR 
POLYCRYSTALLINE NICKEL-BASE SUPERALLOYS, GRAIN SIZE AND COATINGS 
INFLUENCE TMF LIVES.  

• BECAUSE OF THE UNBALANCED NATURE OF INELASTIC DEFORMATION IN TMF, MEAN 
STRESSES ARE SUSTAINED AND DO NOT RELAX. THE MEAN STRESSES PLAY A 
CONSIDERABLE ROLE AT FINITE LIVES, BECAUSE THE PLASTIC STRAIN RANGE IS 
SMALLER THAN THE ELASTIC STRAIN RANGE.  

• COMPLEX CHEMISTRIES OF OXIDES FORM WITH PROPERTIES DIFFERENT FROM THOSE 
OF THE SUBSTRATE, RESULTING IN INTERNAL STRESSES AND OXIDE FRACTURE THAT 
CHANNELS THE CRACK INTO THE MATERIAL. CONSIDERABLE DEPLETION IN THE 
VICINITY OF OXIDES HAS BEEN MEASURED.  

• AT SMALL STRAINS AND LONG LIVES, OXIDATION DAMAGE PERSISTS. DEPENDING ON 
STRESS AND TEMPERATURE, CREEP DAMAGE APPEARS TO BE MORE SIGNIFICANT AT 
SHORT LIVES.  

• FOR THE MAJORITY OF NICKEL-BASE ALLOYS AT TEMPERATURES ABOVE 700 °C, TMF 
RESULTS DISPLAY STRAIN-RATE SENSITIVITY. GENERALLY, AS THE STRAIN RATE IS 



REDUCED OR HOLD PERIODS ARE INTRODUCED, THE CYCLES TO FAILURE ARE 
LOWERED.  

• FOR MOST NICKEL-BASE SUPERALLOYS, TMF IP DAMAGE IS LARGER THAN TMF OP 
DAMAGE AT HIGH STRAIN AMPLITUDES, WHEREAS THE TREND IS REVERSED AT LONG 
LIVES. THE DIAMOND CYCLE OFTEN PRODUCES LIVES THAT FALL BETWEEN THE TMF 
IP AND TMF OP EXTREMES.  

Microstructural Changes. Under TMF conditions considerable changes in nickel-base superalloy microstructure have 
been known to occur, including changes in the size and morphology of ' precipitates and the formation of dislocation 
networks around precipitates. For polycrystalline nickel-base superalloys exposed to temperatures above 800 °C, TMF 
OP loading results in transgranular propagation and TMF IP results in intergranular propagation. 

Castelli et al. (Ref 103) and later Castelli and Ellis (Ref 32) observed cyclic hardening of Hastelloy X under TMF OP at 
m = 0.006 over a temperature range of 600 to 800 °C. In this alloy dynamic strain aging occurs in the region from 200 

to 700 °C, and precipitation of chromium-rich precipitates also produces hardening. When the temperature range was 
increased to 800 to 1000 °C, cyclic softening was observed. Since this is a solute-hardened superalloy, it undergoes 
considerable dynamic strain aging when the temperature is at 600 °C. Considerable precipitation of M23C6 carbides also 
occurs in the vicinity of dislocations, which coarsens at high temperatures and loses its effectiveness as the additional 
hardening mechanism. Examples of extensive hardening for Hastelloy X in TMF are shown in Fig. 23. Both TMF IP and 
TMF OP results are shown for 400 600 °C conditions. The results are obtained at strain rates of 5 × 10-5/s conditions. 
Strengthening increases by more than a factor of two over several thousand cycles. The IF results at 595 and 425 °C are 
also shown for comparison. 

 

FIG. 23 CYCLIC HARDENING FOR HASTELLOY X UNDER TMF CONDITIONS. SOURCE: REF 103 



Thermal recovery processes in TMF have been documented by Sehitoglu and Boismier (Ref 105) and by Kadioglu and 
Sehitoglu (Ref 135) in the form of ' coarsening and eventual rafting of the ' microstructure. 

Research on TF and TMF has described several microstructural changes that influence deformation (stress-strain) 
behavior as well as fatigue lifetime. Some, but not all, of the findings are listed in Table 3. The most important 
mechanisms are:  

• AGING OF THE MICROSTRUCTURE WHEN EXPOSED TO HIGH TEMPERATURES  
• REPEATED OXIDE RUPTURE DUE TO MISMATCH IN MECHANICAL AND PHYSICAL 

PROPERTIES OF MATRIX AND OXIDE  
• STRAIN AGING IN THE CASE OF SOLUTE-HARDENED MATERIALS AT THE ELEVATED-

TEMPERATURE END, RESULTING IN CONSIDERABLE HARDENING  
• ENHANCED GRAIN-BOUNDARY DAMAGE DUE TO UNEQUAL DEFORMATION DURING 

THE CYCLE  
• CARBIDE PRECIPITATION AT GRAIN BOUNDARIES AT HIGH TEMPERATURE  

TABLE 3 REPORTED DAMAGE MECHANISMS FOR TMF IN-PHASE AND TMF OUT-PHASE LOADINGS 

MATERIAL  TMF IN-PHASE  TMF OUT-PHASE  REFERENCE  
COATING NI-BASE 
SUPERALLOYS  

   FRACTURE OF 
COATING UPON 
COOLING BELOW ITS 
DUCTILE BRITTLE 
TRANSITION  

158  

MAR-M247 (UNCOATED 
POLYCRYSTALLINE)  

INTERGRANULAR CRACK 
INITIATION AND GROWTH  

REPEATED OXIDE 
DAMAGE RAFTING 
OF THE ' 
STRUCTURE 
DIFFERENT THAN IF 
OR TMF IP  

105  

MAR-M247 (COATED 
AND UNCOATED)  

INTERGRANULAR CRACK 
INITIATION AND GROWTH, 
INTERNAL CRACK 
INITIATION 
RAFTING OF THE ' 
STRUCTURE DIFFERENT 
THAN IF OR TMF OP  

FRACTURE OF 
COATING UPON 
COOLING BELOW ITS 
DUCTILE BRITTLE 
TRANSITION 
RAFTING OF THE ' 
STRUCTURE 
DIFFERENT THAN IF 
OR TMF IP  

107, 135  

HASTELLOY X 
(SOLUTION 
STRENGTHENED NI-
BASE SUPERALLOY)  

STRAIN RATE DEPENDENT 
DYNAMIC STRAIN AGING 
PRECIPITATION HARDENING 
DUE TO CR-RICH M23C6  

STRAIN RATE 
DEPENDENT 
DYNAMIC STRAIN 
AGING 
PRECIPITATION 
HARDENING DUE TO 
M23C6  

103  

AM1 SINGLE CRYSTAL     ENVIRONMENT 
INITIATED DAMAGE 
IN TMF DIFFERS 
FROM CASTING 
DEFECT INITIATED 
DAMAGE IN IF  

48  



IN 738 LC (COATED 
AND UNCOATED)  

   LOWER LIVES FOR 
COATED OP CASE 
BECAUSE OF 
COATING FRACTURE  

118  

CMSX-6 (SINGLE 
CRYSTALS)  

SOFT ' MATRIX 
FORMATION, CUTTING OF 
PARTICLES AT LOW 
TEMPERATURES, 
DISLOCATION CLIMB 
DURING HIGH-
TEMPERATURE PORTION 
OF THE CYCLE  

   108  

 
Other Structural Alloys 

Several classes of advanced materials have been investigated under TMF loading conditions. Thermomechanical fatigue 
of titanium aluminide has been investigated by Wei et al. (Ref 159) under total constraint 25 °C 750 °C, 25 °C 900 
°C conditions. The role of hydrogen and helium environment was investigated and the lives were ×2 higher in helium 
environment relative to air. On a similar material (Ti3Al) Mall et al. (Ref 160) studied TMF crack growth under OP and 
IP cases. 

TMF data on cobalt-base superalloys have been published by Reuchet and Rémy (Ref 140) and Kalluri and Halford (Ref 
161). Early research by Sheffler and Doble (Ref 162) on TMF of tantalum alloys showed that the TMF IP lives are 
considerably shorter than the TMF OP case. These materials have been investigated as an alternative to nickel-base 
superalloys, but their cost and/or performance characteristics have not been superior to nickel-base superalloys. 
Undoubtedly, they will find some specialty applications. 

Thermomechanical fatigue is of considerable interest in the electronics industry. Failure mechanisms are currently being 
investigated in aluminum thin films in integrated circuits and in lead-tin solders undergoing temperature, current density, 
and mismatch in thermal expansion conditions. Recent TMF data on 63Sn-37Pb solder alloys (Ref 163) have been 
published. In these experiments the material is subjected to simultaneous shear loading and temperature cycling. It is 
important to note that if the specimen is subjected to shear and temperature, a set of material planes will experience TMF 
OP loading and the other orthogonal planes will undergo TMF IP loadings. 

Starting in mid-1980, interest grew in metal-matrix composites (metal reinforced with ceramic particulates whiskers or 
fibers). These materials, although expensive, have been touted for lower thermal expansion coefficient, higher elastic 
modulus relative to matrix, and better high-temperature properties. Although some properties have improved with these 
new classes of `advanced' materials, the TMF resistance of these materials is not superior to that of the monolithic alloy. 
This is partly due to difficulties in the processing uniformity and detrimental residual stresses. Karayaka and Sehitoglu 
(Ref 164, 165), VanArsdell et al. (Ref 166, 167), and Sehitoglu (Ref 168) have authored a number of papers on TMF OP 
and IP of Al2024 reinforced with SiC particulates with volume fractions of SiC in the range 15% to 30%. Recent work 
(Ref 169, 170) focused on TMF of Timetal 21s (titanium alloy) reinforced with SiC (SCS-6) composites studied under 
TMF OP and TMF IP conditions (stress-control). Under TMF IP fiber damage was dominant and under TMF OP 
environment damage in the matrix or at interfaces was found to be most important. Sample results are shown in Fig. 24 
for TMF OP and TMF IP loading conditions under stress control. The experimental techniques developed in Ref 46 were 
utilized. The results are plotted in an Smax-Nf format. Under TMF IP, conditions. the lives are controlled by the fiber 
failure while for TMF OP case the damage mechanism is a combination of environmental and fatigue processes. We note 
that at long lives the TMF OP is far more damaging. At high stresses there is crossover and TMF IP damage exceeds the 
TMF OP damage. 



 

FIG. 24 TMF OP AND TMF IP FOR SIC/TITANIUM ALUMINIDE COMPOSITE. SOURCE: REF 169 
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Multiaxial Effects in TF and TMF 



The multiaxial effect is one of the least explored aspects of TF and TMF loadings. When a surface is heated the stresses 
are generally biaxial and this phenomenon has been discussed by Manson (Ref 6). Manson discusses thermal shock as 
well as slow heating cases where a two-dimensional stress state develops. Taira and Inoue (Ref 171) considered the 
biaxial stress fields in their TF analysis. In their experimental work they cooled a solid cylinder at one end, and plotted 
their TF results using the von Mises equivalent strain range and showed good agreement with uniaxial tests on .16% steel. 
Recent research considers TMF under multiaxial loadings (Ref 172) where axial-torsional loading is applied 
simultaneously with temperature. 
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Crack Initiation and Crack Propagation 

Crack Initiation in TF and TMF. Crack initiation within nickel-base superalloys can occur intergranularly at oxidized 
surface exposed grain boundaries or transgranularly. Transgranular initiation can be caused by heterogeneous planar slip 
which produces initiation along persistent slip bands at free surfaces (Ref 125, 139, 173). Transgranular initiation can also 
occur at pores, inclusions, and carbides (Ref 117, 139). Transgranular crack initiation is more prominent at low 
temperatures and high frequencies. This is because the contributions from the creep and environmental components of 
damage are minimal. Gell and Leverant (Ref 126) indicated that one of the first observed effects of an increased creep 
component is a transition from transgranular to intergranular initiation. Runkle and Pelloux (Ref 174) found under IF 
conditions, as temperature is increased, initiation changes from transgranular to intergranular for Astroloy. A similar 
transition was observed for a decrease in strain rate by Nazmy (Ref 127) for IN 738 under IF loading at 900 °C (1650 °F). 

At high temperatures crack initiation is predominantly intergranular (Ref 124, 130, 131, 174). This is attributed to 
increased damage contributions from creep and environmental attack. Environmental attack appears to be the more 
dominant of the two damage mechanisms. Intergranular crack initiation typically occurs at oxidized surface connected 
grain boundaries which are often accompanied by an adjacent zone of ' depletion (Ref 50, 102, 118, 130, 131). 
Preferential grain boundary environmental attack occurs because of the easier path of oxygen diffusion. The decrease in 
fatigue life with increased temperature and decreased frequency can partially be attributed to the transition from 
transgranular to intergranular crack initiation. In general, intergranular crack initiation occurs at a faster rate than 
transgranular initiation (Ref 126). In the work of Kadioglu and Sehitoglu (Ref 107) the Mar-M246 exhibited intergranular 
crack initiation followed by a switch to transgranular crack growth. 

Crack Propagation in TF and TMF. It is important to know the mode of crack propagation to develop physically 
meaningful fracture mechanics or micro-mechanical models to characterize the crack driving force. The interaction of 
creep damage and environmental attack and their effects on crack propagation under TMF conditions can be very 
complicated. In general, TMF OP produces transgranular crack propagation while intergranular fracture is observed for 
TMF IP case, within representative service temperature ranges (300-1000 °C) at moderate strain rates (10-3 to 10-6/s). 
TMF experiments conducted on B-1900+Hf at temperature ranges of 427-925 °C (Ref 153) and 538-871 °C (Ref 113) 
revealed predominantly transgranular OP crack propagation and intergranular IP propagation. Kuwabara and Nitta (Ref 
42) observed intergranular crack propagation for IN 718 (300-650 °C) and Mar-M247 (300-900 °C) under TMF IP 



loading. Milligan and Bill (Ref 124) performed TMF experiments on Mar-M200 (500-1000 °C) and found intergranular 
crack propagation and internal grain boundary cracking for TMF IP case, while TMF OP produced mixed transgranular 
and intergranular cracking. Ramaswamy and Cook (Ref 175) also observed transgranular cracking under TMF OP and 
intergranular cracking under TMF IP tests conducted on IN 718 (343-565 °C and 343-649 °C) and René 80 (760-871 °C). 
Intergranular crack propagation in TMF IP case is attributed to a tensile creep component that results in ratcheting at the 
microlevel resulting in weakening of the grain boundaries. In a study conducted on Mar-M247 similar results have been 
observed (Ref 105). 

Rau et al. (Ref 176) performed TMF crack growth tests on Mar-M200 DS (427-927 °C) and B-1900+Hf (316-927 °C) 
under strain control. The Mar-M200 DS out-of-phase crack growth rates were greater than in-phase. The Tmax IF crack 
growth rates for B-1900+Hf were the same as out-of-phase TMF crack growth rates. Leverant et al. (Ref 153) also tested 
B-1900+Hf (427-927 °C) under strain control. It was observed that out-of-phase and in-phase TMF crack propagation 
rates were the same. Heil et al. (Ref 177) conducted TMF crack growth tests on IN 718 under load control at a 
temperature range of 427-649 °C (800-1200 °F). They discovered that in-phase loading produced greater crack growth 
rates than out-of-phase loading. The subject of TMF crack growth rates needs to be investigated further. Figure 25 shows 
their result compared on the basis of the stress intensity range. These experiments were conducted under load control R = 
0.1 conditions. The 90° refers to DCW and the 270° refers to DCCW load-temperature history. The 0° refers to TMF IP 
and 180° refers to TMF OP. They found that TMF IP is more damaging than TMF OP in 718 based on K. Heil et al. 
forwarded a simple model incorporating crack growth from cycle and time dependent damage. Their results are intuitively 
correct in view of the fact that the crack closure phenomenon will be minimum for the TMF IP case. 

 

FIG. 25 CRACK GROWTH RATES IN TMF OP AND TMF IP CASES FOR INCONEL 718. SOURCE: REF 177 

Okazaki and Koizumi (Ref 178, 179) in Japan used the J-Integral to correlate crack growth rates under TMF IP conditions 
for low-alloy ferritic steel (Co-Mo steel). Sehitoglu (Ref 24) correlated crack growth rates in TMF OP (150 °C 400 °C 
to 600 °C) and IF results from room temperature using the range in crack opening displacement. Gemma et al. (Ref 180) 
considered crack growth in both DS Mar-M200 and B-1900 alloys under TMF OP conditions with 427 °C 1038 °C 
and showed that lower crack growth rates were obtained when the loading axis and the grain growth direction coincided 



confirming the benefit of DS alloys. In the UK, Skelton (Ref 181) studied crack growth in steels (Alloy 316, Alloy 800, 
1/2Cr-Mo-V) and used both the linear elastic and elasto-plastic fracture mechanics parameters. The elasto-plastic crack 
growth parameter was C( in)naQ where C, n, and Q are constants, a is crack length, and in is inelastic strain. Skelton used 
this parameter for small cracks both for TMF and thermal shock conditions. 

Recent research from Wright Patterson Air Force Base (Ref 160) has investigated TMF crack growth in titanium 
aluminide. Similar to IN718 the TMF IP crack growth rates were higher than TMF OP. The LEFM parameter K was 
used. The authors noted a distinct difference between superalloys and aluminides in that the crack tip blunts in aluminide 
and sustained load cracking do not occur. 

Jordan and Meyers (Ref 182) conducted TMF OP, TMF IP experiments as well as a DCCW type cycle. Higher crack 
growth rates were noted for the TMF OP case relative to IF test at Tmax for the case 427 °C 871 °C. Several elasto-
plastic fracture mechanics parameters have been used including the strain-intensity range, stress-intensity range and the 
range in J-integral. 
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Temperature-Strain Variations in Service 

McKnight et al. (Ref 183) conducted finite element analysis of turbine blades with a simplified mission cycle. The 
purpose was to analyze tip cracking due to thermomechanical fatigue. In their analysis of a hollow, air cooled turbine 
blade they did focus at a tip cap designated as a `squealer tip' just below the leading edge. They showed that at this critical 
location, the blade experiences a TMF OP type of cycle with a small amount of ratcheting in the compressive direction. 
The analysis indicated that the mechanical strain range (the principal strain component) in the critical location was near 
0.31% after several cycles and the maximum temperature was as high as 1100 °C. Both the maximum and the minimum 
mechanical strains were negative. The strain temperature was predominantly a TMF OP cycle with an initial temperature 
of 300 °C. Under these conditions the lifetime of René 80 simulated on a laboratory sample was 3000 cycles as 
established by Kaufman and Halford (Ref 119). 

Embley and Russell (Ref 115) studied strain temperature phasings that are rather complex and representative of those 
experienced by turbine blades. Bernstein and colleagues (Ref 118) also studied `faithful' histories typical of leading edge 
of turbine blades. A schematic of this history is given in Fig. 26. The schematics in Embley and Russell (Ref 115) work 
and Bernstein's paper are similar. We note that during the startup the behavior is of TMF OP type. Higher strains in the 
compressive direction are achieved for `fast' acceleration relative to `normal' acceleration. The temperature does not reach 
a maximum at the acceleration peak; the temperature reaches a maximum during the steady state operation (the 
load/unload portion). Upon normal shutdown the strain increases in the tensile direction as temperature is reduced. In the 
case of an emergency shutdown the tensile mechanical strains reached can be considerably higher. 

 

FIG. 26 STRAIN/TEMPERATURE HISTORY ON A TURBINE BLADE. SOURCE: REF 118 

Heating and cooling of the surface of a thick structure under the impingement of steam has been considered by Skelton 
(Ref 76). When the surface is exposed to the steam at 550 °C (1020 °F) it undergoes compression (OP behavior) because 
it is surrounded by the cooler material. With time, the temperature front moves into the structure, the temperature gradient 
reduces, and the surface unloads elastically at temperature. During steady state conditions the strain remains constant and 
some relaxation of the stress can occur. When the steam is shut off, the surface wants to contract but is again constrained 
by the warmer surrounding material. The surface then undergoes tension and the maximum stress in the cycle is reached 
corresponding to the minimum temperature. 

The current railroad wheel design has evolved as a result of TF experiments on actual wheels and also from 
thermomechanical elasto-plastic analysis of stresses under braking conditions. The original wheel design had a straight 



plate region which produced higher stresses (due to the constraint) than the curved plate design. The curved plate design 
is shown in Fig. 27(a). Localized heating due to friction occurs at the tread area. The results of a FEM analysis are given 
in Fig. 27(b). The circumferential stress-mechanical strain behavior under the brake-shoe (at the tread region of the 
wheel) is depicted in Fig. 27(b). The times and temperatures are also shown during the different stages of the heating 
process (Ref 184). The analysis was conducted for a 50HP application to the surface for a period of 1 h followed by 1 h 
cooling, then 5 min cool down to room temperature. The minimum stress develops 15 minutes into the 50HP application 
and upon subsequent rise in temperature the material softens. At the end of the heating period (60 min) the peak 
temperature at the surface has reached 615 °C (1139 °F). We note that the tensile stresses upon cooling are near 200 MPa 
(29 ksi). 

 

FIG. 27 RAILROAD WHEEL DESIGN AND STRESS/MECHANICAL STRAIN 

Often in engineering applications an approximate measure of inelastic strains and stresses are needed without the 
execution of an elasto-plastic FEM analysis. If the results of an elastic FEM analysis are available, the results of such an 
analysis can be used to estimate the inelastic strains. As pointed out earlier by Manson (Ref 6), the elastic strains 
calculated from FEM are assumed as total strains. Then, given the total strains, corresponding stresses and inelastic 
strains can be determined. This approach is referred to as `strain invariance principle' and has been successfully 
demonstrated for TF analysis of the wedge specimen (Ref 13). 
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Thermal Ratcheting 

To understand thermal ratcheting, a two bar structure shown schematically in Fig. 28 is considered. The two bars are in 
series and are subjected to a net section load, Pn, and one of the bars undergoes thermal cycling. In the present model, Bar 
2 remains at a steady temperature of T0 and Bar 1 undergoes thermal cycling such that the maximum temperature is T0 
and the minimum temperature is T0 - T. Several regimes of material behaviors can be identified. These are (i) elastic 
(high-cycle fatigue), (ii) elastic shakedown (high-cycle fatigue), (iii) reversed plasticity (thermomechanical fatigue, low-
cycle fatigue, and (iv) ratcheting regimes (shown as progressive and excessive distortion regions). In the first mode, all 
strains are elastic. In the second mode, one of the two bars yields during the first half of the cycle followed by elastic 
response in both bars. 



 

FIG. 28 SCHEMATIC OF A TWO-BAR STRUCTURE AND TEMPERATURE HISTORY ON BARS 1 AND 2. SOURCE: 
REF 185 

In the third mode, called plasticity, one of the bars yields plastically while the second bar remains elastic. TMF occurs in 
this regime. In the ratcheting case, one bar yields during the cooling half of the cycle while the second bar yields in the 
same direction during the heating portion of the cycle. This results in accumulation of strains in the tensile direction and 
ultimately failure due to a combined fatigue and ductility exhaustion mechanism. The equilibrium equation is  

PN = 1A1 + 2A2  

and the compatibility equation ( 1 = 2) is  

1L1 = 2L2  

where 1 is the net strain on Bar 1 given as  

1 = + +  

2 = +   

where , , represent elastic, inelastic, and thermal strain components. 

A common way of representing the different deformation regimes is to plot the dimensionless parameter E T/ y 
versus the Pn/PL where PL is the limit load determined from the yield strength y at T0 and is the thermal expansion 
coefficient. We note that similar results would be obtained by considering a pressure vessel subjected to a temperature 
gradient across the wall thickness and subjected to an internal pressure. The regime of `thermal ratcheting' and TMF are 



shown in Fig. 29. The experimental results obtained from various tests are also shown in the diagram. The letter "P" 
denotes plasticity, "R" denotes ratcheting, "S" stands for shakedown, and HCF stands for high-cycle fatigue. The stress-
net strain response of a two-bar structure with Pn/PL = 0.5 and T = 150 °C (270 °F) are shown in Fig. 30 for a 304 
stainless steel. We note that Bar 1 undergoes tension upon cooling. Therefore, the response depicted in Fig. 30 is termed 
"OP" (temperature is a minimum when stress is a maximum). 

 

FIG. 29 DIAGRAM SHOWING THE OPERATING REGIMES OF COMPONENT BEHAVIOR. SOURCE: REF 185 

 

FIG. 30 RATCHETING OF THE TWO-BAR STRUCTURE FOR TYPE 304 STAINLESS STEEL. SOURCE 185 

These experiments were conducted by using two servohydraulic test systems with command signals from a 
microcomputer which enforces equilibrium and compatibility of the two-bar structure. Similar experiments have been 
reported by Swindeman and Robinson (Ref 186) using 2.25Cr-1Mo steel. In addition to thermal cycling they also 
considered compression hold period effects on ratcheting. 



Thermal ratcheting experiments have been conducted under stress control cycling or constant stress with superimposed 
thermal cycling (Ref 61, 62). Taira (Ref 88) has proposed constitutive models for predicting the transient and steady-state 
stage of deformation under these conditions and forwarded creep rupture as the mechanism of failure under this type of 
cycling. Also, Russ et al. at WPAFB (Ref 187) conducted stress control TMF experiments which resulted in thermal 
ratcheting in titanium aluminides. 
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Thermal Shock 

Thermal shock occurs under rapid temperature change conditions and results in thermal stresses that cause fracture of the 
material. There are three main differences between thermal shock and thermal fatigue: (i) thermal shock is a single 
application of a temperature change while thermal fatigue means repeated thermal cycling, (ii) physical properties such as 
specific heat and thermal conductivity influence the stresses developed which is not the case in the case of quasistatic 
thermal stress because the strain rates are high in the thermal shock case, the sensitivity of the material to strain rate is 
important, and (iii) the stresses generated in thermal shock are high enough that fracture toughness level is important 
while it does not enter in thermal fatigue considerations. In this section, we will be only concerned with thermal shock 
behavior of structural metallic materials and not the more well studied thermal shock in ceramics. Thermal shock in 
metals can be encountered in hot working manufacturing applications, such as the rapid temperature rise in the bore of a 
gun barrel, friction heating conditions such as in disk brakes, and rapid startups such as that in space shuttle main engines. 
The thrust chamber of the space shuttle has an inner liner with axial flow coolant channels constructed from copper or a 
copper-zirconium-silver alloy. During the firing cycle liquid hydrogen enters the channels to cool the chamber (or the hot 
gas wall) and a severe temperature rise occurs within a second. 

The flame heating has been used to simulate engine environment and involves very rapid heating of the surface (Ref 21). 
The Association of American Railroads used flame heating on the rim of a rotating wheel of 0.7% C steel which was then 
subjected to a water quench when the same region rotated through a water pool. In this case, because the surface 



temperatures were above the transformation temperature, thermal cracks developed upon quenching to room temperature. 
Baron (Ref 188) employed a tapered disk specimen similar to Glenny and Taylor (Ref 56) and using induction heating, 
reached heating of the order of 1 s. Rapid heating of a surface while the bulk remains cool can produce thermal shock 
conditions. For more details of thermal shock, the reader is referred to the text by Manson (Ref 6). More recently, Skelton 
(Ref 181) has studied crack growth under `thermal shock' conditions. 

Another variation of thermal shock is called `thermal striping.' In thermal striping fatigue the surface temperature 
fluctuations develop due to mixing of fluid streams which impinge on the surface of structures. A temperature gradient 
develops through the component wall and the frequencies are generally much higher than in classical TF tests. 
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Life Prediction under TF and TMF 

The question has been raised when correlating IF and TMF results as to what equivalent temperature should be used for 
meaningful comparisons. The maximum stress in a TMF experiment may not be at the maximum temperature and also the 
maximum strain may not coincide with the maximum temperature. Even though conventional IF data at the maximum 
temperature of a TMF cycle have been used to predict TMF lives, many researchers have shown that nonconservative 
predictions can still result (Ref 18, 40, 41, 42, 43, 44, 59, 60, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 
82, 83) with this approach. It is essential to compare TMF and isothermal fatigue data at similar strain rates so that time-
dependent damage mechanisms in both cases correspond. 

Both environmental damage and creep damage on the material contribute to fatigue damage at elevated temperatures. A 
number of oxidation damage mechanisms have been proposed. These include (a) enhanced crack nucleation and crack 
growth by brittle surface oxide scale cracking (Ref 130, 189, 190), (b) grain-boundary oxidation which results in 
intergranular cracking (Ref 130, 134), and (c) preferential oxidation of second-phase particles (Ref 140). Oxidation and 
fatigue can interact resulting in a life much less than either of them acting alone. TMF OP loading is more damaging 
whenever the rate of oxide fracture damage exceeds that of creep damage. Oxidation damage accelerates with increasing 

, Tmax, or increasing thermal coefficient mismatch of metal and oxide. The low ductility of oxides promotes cracking. 
If repeated oxidation is very severe for a given alloy, this could result in shorter TMF OP lives compared with TMF IP 
lives over a wide range of life regime. Low-carbon steels and low-alloy Cr-Mo steels exhibit shorter lives under TMF OP 
compared with TMF IP. These materials are known to be susceptible to oxidation damage. The TMF OP curve will be 
also lowered if the mean stress effects become significant. In the TMF OP case, tensile mean stresses develop which are 
conducive to minimal contact between crack surfaces and rapid crack growth rates. 

Many mechanisms have been proposed to explain creep-induced damage and creep-fatigue interactions. These include (a) 
coalescence of intergranular voids ahead of an advancing crack (Ref 191, 192), (b) a greater crack tip plastic zone 
resulting from the summation of the plastic zones of voids ahead of a crack (Ref 193), (c) grain-boundary sliding 



initiating wedge-type cracks at grain boundaries (Ref 89), and at hard second-phase particles on the grain boundaries (Ref 
194), (d) grain boundaries acting as weak paths for flow localization and crack growth (Ref 195), and (e) the modification 
of the crack tip strain fields in the absence of cavities (Ref 196). It would be expected that a number of these creep 
mechanisms would operate under both isothermal and TMF conditions depending on the alloy. 

The models developed for TMF studies can broadly be divided into two categories: the continuum-based models (using 
parameters such as strain range, stress range, product of maximum stress and strain range, and plastic work) and physical 
damage equations (incorporating oxidation damage kinetics, microstructural observations, and creep damage mechanism). 
The major issue is how these equations perform at log lives where TMF data are scarce. Extrapolation of short-life data to 
long lives has limitations because the severity of the mechanisms will change. Therefore, models based on physical 
mechanisms and not empirical fits to data are preferred when predictions in the long-life regime are considered. We 
finally note that microstructural coarsening and other metallurgical instabilities are encountered in alloys at high 
temperatures and this could result in a decrease in lives for both the TMF OP and TMF IP cases. 

Oxidation Damage and Oxidation Fatigue Laws. Specific modeling of oxide failure processes has been attempted by 
a number of investigators and are given in Ref 197, 198, 199, 200, 201, 202, and 203. The range of mechanisms include 
separation of an oxide film at a slip step (Ref 197), failure due to mismatch of the coefficient of thermal expansion (Ref 
198), failure due to growth stresses (Ref 199, 200, 201, 203), interfacial shear failure (Ref 202), failure due to oxide 
buckling (Ref 203), and fatigue failure of oxide (Ref 68, 69, 135). These models are listed in Table 4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



TABLE 4 SUMMARY OF OXIDE FAILURE MECHANISMS AND MODELS 

 



The majority of the models proposed characterize failure due to scale growth stresses or temperature change conditions. 
The effect of mechanical strains on oxidation is not well understood. Many of the models consider uniform oxide 
thickness. Experimental observations, however, indicate nonuniform thickness in the form of oxide intrusions (Ref 135). 

A summary of oxidation-fatigue laws is given in Table 5 (Ref 1, 2, 3, 4, 25, 26, 27, 28, 29, 34, 46, 47, 48). The models 
depicted in Table 5 specifically address fatigue plus oxidation damage. Despite the lack of quantitative understanding of 
oxidation-fatigue, the models provide a qualitative description of the oxidation-fatigue process. The earliest oxidation-
fatigue model is that proposed by Coffin (Ref 72, 126) and is referred to as the frequency modified life approach. 
Antolovich and coworkers (Ref 130) recognized the formation of oxide spikes at preferential grain boundaries in Ni 
alloys and proposed a strain-life relation incorporating oxidation kinetics. Liu and Oshida (Ref 134) modified fracture 
mechanics parameters and accounted for accelerated crack growth upon oxide film rupture at crack tips. Rémy and 
Reuchet's (Ref 140) model incorporates crack growth according to a Dugdale type of model modified to account for 
oxidation of metal and carbides. The model proposed by Sehitoglu and coworkers (Ref 68, 69, 105, 107, 135) 
incorporates an oxidation phasing factor and accelerated oxidation under mechanical straining conditions. This is based 
on measurement of oxide thicknesses and observations of oxide failure at the surface and at crack tips. The details of this 
model will be illustrated later. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



TABLE 5 SUMMARY OF OXIDATION-FATIGUE LAWS 

 

Several observations should be made on these models. Since the experimental data that form their foundations have been 
obtained primarily under IF conditions, the use of these relations for thermomechanical loading is not recommended. The 
Neu-Sehitoglu model incorporates a varying oxidation severity depending on the strain-temperature history and can 
handle TMF cases. 

Depending on the material, OP or IP loading condition, and whether or not tensile or compressive hold periods are 
encountered, oxidation damage could be significantly greater than creep damage. By performing experiments in 
controlled atmospheres, the mechanisms of oxide failure can be isolated and more easily interpreted. 

Creep Damage and Creep Fatigue Models. A summary of creep laws is given in Table 6. The strain range 
partitioning method (Ref 50, 62) separates the inelastic strain range into four generic components (pp = plastic-plastic, pc 
= plastic-creep, cp = creep-plastic, cc = creep-creep). Plastic-plastic stands for plasticity in tension reversed by plasticity 



in compression; plastic-creep stands for plasticity in tension reversed by creep in compression; etc. Recently, the method 
has been modified to handle time effects on the strain components, and a total strain range version has also been 
proposed. The application of the model to TMF has been outlined where stress hold experiments conducted at various 
points around the stress-strain hysteresis loop are needed (Ref 50). 

TABLE 6 SUMMARY OF CREEP-FATIGUE LAWS 

 

Source: Ref 58, 64, 204, 205, 206, 207, 83, 191, 208, 68, 69, 118, 209 

The time-cycle fraction rule (adopted as an ASME Code, Ref 204) involves linear summation of fatigue and creep 
damage, where the fatigue damage is expressed as cycle ratio and the creep damage is written as a time ratio. Creep 
damage is determined from stress-rupture diagrams, and fatigue damage is obtained from the strain-life equation. Since 
experimental results indicate that predictions based on the time-cycle fraction rule can be nonconservative, a modified 
time-cycle fraction rule has been proposed by Lemaitre and Plumtree (Ref 205) with applications involving cumulative 
damage. Recognizing that creep ductility is a function of strain rate, a ductility exhaustion approach has also been 
proposed which defines creep damage as strain rate to ductility ratio (Ref 206). 

Several researchers considered creep-fatigue to be a crack propagation-controlled problem where the creep mechanism is 
assumed to influence the fatigue crack growth or vice versa. Majumdar and Maiya (Ref 83) considered the influence of 
creep cavity growth ahead of a crack growing by fatigue in their damage-rate equations. In their model, sintering of 



cavities occurs in compression, effectively reversing the creep damage occurring in tension. The model is suitable for 
materials that exhibit copious cavitation. These damage-rate equations have recently been applied to thermomechanical 
fatigue loadings (Ref 191). 

The model of Saxena and Bassani (Ref 207) accounts for cavity formation ahead of a crack tip and modified the crack tip 
stress fields; therefore, modified fracture mechanics parameters have been used to handle fatigue-creep crack growth. In 
the absence of cavities, the crack tip stress-strain fields are still modified; this is the basis for a modified crack closure 
model proposed by Sehitoglu and Sun (Ref 208). The model by Neu and Sehitoglu (Ref 68, 69) incorporates effective 
stress and hydrostatic stress components and a creep phasing factor which depends on the thermomechanical history. 

By performing tests in a helium environment, oxidation damage is eliminated leaving only the fatigue-creep damage. This 
allows the constants in the fatigue-creep damage term to be formulated directly. 

In the Neu-Sehitoglu model (Ref 68, 69), to characterize the oxidation rate at different partial pressures of oxygen, the 
(PO2)1/q term should be placed on the right-hand side of the growth law where q is a constant and PO2 is the partial 
pressure of oxygen in the testing environment. In general, Kp will not be constant for a cycle which undergoes a varying 

temperature history. Therefore, an effective oxidation constant, is defined. The growth of voids and intergranular 
cracks occur predominantly under tensile loading. Consequently, to take into account the load asymmetry, the creep 
damage term is a function of effective and hydrostatic stress components (see Ref 68, 69, and 105 for details). The 
constitutive model proposed by Slavik and Sehitoglu (Ref 80), which utilizes two state variables, was used in the 
simulations, but other constitutive models can also be used. In Table 6 we did not show some of the commonly used life 
prediction models including the max

in/2, a quantity related to tensile hysteresis energy, and the Wp, plastic work or 
the total hysteresis energy parameters. As pointed out by Halford (Ref 18) the use of these parameters in TMF places 
rather unrealistic restrictions on the flow ( - ) and failure behavior of existing structural materials. 

Prediction of TMF OP lives for 1070 steel are shown in Fig. 31. The minimum temperature is maintained at 150 °C (300 
°F) in these experiments and the mechanical strain increases proportionally with maximum temperature with th/ mech = -
1/2 in the first case and th/ mech = -2 in the second case. The predictions with the model are shown as solid lines. The 
th/ mech = -2 is termed partial constraint and the case th/ mech = -1/2 is termed overconstraint (Ref 24, 68, 69). 

 

FIG. 31 THERMOMECHANICAL FATIGUE OP LIFE PREDICTION FOR STEELS UNDER TH/ MECH = -  AND TH/
MECH = -2 CONDITIONS. SOURCE: REF 68, 69 
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Constitutive Equations Suitable for TMF 

Recent research on high-temperature deformation has produced a considerable number of constitutive models. Two 
classes of constitutive models suitable for thermomechanical loading have been reviewed by Slavik and Sehitoglu (Ref 
81). 

Nonunified Creep Plasticity Models and Their Use in Thermal Loading. In the first class of models a time-
dependent creep strain is added to the plastic strain resulting in the so-called nonunified models. The plastic strain can be 
described by the classical von Mises yield criteria and Prager or Ziegler rules. In the paper by Slavik and Sehitoglu (Ref 
81), the Drucker-Palgen model (Ref 210) was used. The different strain rate components and other important parameters 
are given in Table 7. 

TABLE 7 NONUNIFIED PLASTICITY MODEL 

 

Source: Ref 81 

In Table 7 the first row gives the elastic strain rate of an isotopic material where the elastic modulus is a function of 
temperature. The second row is the thermal strain rate for an isotropic material. The yield criteria is the von Mises type 
where k is the yield stress in shear and the center of the yield surface is permitted to move in stress space. The equations 
for this translation are given in Ref 81. The plastic strain rate is normal to the yield surface and also changes with 
temperature as shown in Table 7. The creep strain rate is expressed as a function of equivalent stress and the creep rate is 
in the same direction as the deviatoric stress rate. The plastic modulus, the slope of the stress-plastic strain rate, varies 
with plastic strain history such that it exponentially approaches a steady state value. The plastic strain history is described 
by the accumulated plastic strain which is a scalar positive quantity. 

The advantages of this model are the following: (1) it can use the existing database of plastic and creep properties, (2) it 
conforms to existing FEM codes, and (3) it does not require special integration schemes. Experimental results and 
predictions of TMF OP behavior of 1070 steel with the above equations are given in Fig. 32(a) and 32(b) (Ref 81), 
respectively. In this case, 150 °C 450 °C cycling under `overconstraint' ( mech = -2, th) is shown. "Overconstraint" 
means that the mechanical strain is larger than the thermal strain because during heating the material is also subjected to a 



negative net strain as shown in Fig. 32(a). The prediction of the stress-strain response with the nonunified model is 
satisfactory (Fig. 32b). 

 

FIG. 32 THERMOMECHANICAL FATIGUE (OUT-OF-PHASE) STRESS STRAIN OF 1070 STEEL. (A) 
EXPERIMENTAL. (B) PREDICTION USING NONUNIFIED EQUATIONS. SOURCE: REF 81 

Unified Creep Plasticity Models and Their Use in Thermal Loading. These models, termed unified models, have 
the potential to predict creep-plasticity interactions and strain rate effects more accurately than the nonunified models. A 
unified model that has been widely used was proposed by Bodner and Partom (Ref 211) and later modified for cyclic 
loading (Ref 212). The simulations of TMF OP with this model are given in Fig. 33 (Ref 81). Comparison of 
experimental results shown in Fig. 33(a) and predictions shown in Fig. 33(b) prove that the model is satisfactory. In Fig. 
33(a) the stress-net strain response is shown under 150 °C 600 °C and total constraint ( mech = - th) conditions. In this 
case, the net strain is zero and the mechanical strain is equal but opposite of thermal strain. 



 

FIG. 33 THERMOMECHANICAL FATIGUE (OUT-OF-PHASE) STRESS STRAIN OF 1070 STEEL. (A) 
EXPERIMENTAL. (B) PREDICTION USING BODNER'S MODEL. SOURCE: REF 81 



In the unified models, there is no yield surface assumption. Inelastic strain rates are permitted at small levels of effective 
stress which is usually the deviatoric stress-deviatoric backstress. The unified models are often composed of two state 

variables, the deviatoric back stress, and the drag stress, K. The back stress can be used to predict the Bauschinger 
effect in room-temperature loading and also the transient and steady state creep response at high temperatures. The drag 
stress, K, accounts for cyclic hardening or softening, and the influence of plasticity on creep or vice versa. The strain rate 
sensitivity is determined by the flow rule. The general form of these unified relations is given in Table 8. We note that 
Bodner's original form did not include a back stress. 

TABLE 8 TWO UNIFIED MODELS USED FOR TMF - PREDICTION 

Source: Ref 80, 211, 212 

 

The first equation in Table 8 is the flow rule where is the inelastic strain rate (which is the combination of plastic and 

creep strains), is the effective stress, Sij is the deviatoric stress, is the deviatoric back stress, and K is the drag stress. 
The second equation describes the evolution of back (internal) stress where h  is the hardening function for the back 
stress and r  is the recovery function for the back stress. The third equation depicts the evolution of drag stress where hk 
is the hardening function for the drag stress, rk is the recovery function for the drag stress, and is the thermally 
activated drag stress change term (defined as Ko/ T). The term that distinguishes different models is the choice of the 
flow rule, f( /K) and the manner in which the hardening and recovery functions are determined. Different deformation 
mechanisms (plasticity, power law creep, diffusional creep) have been identified in deformation mechanism maps (Ref 
47) but have not been explicitly considered. Sehitoglu and Slavik confirmed that at high strain rates the strain rate 
effective stress relation has the form of the exponential function (i.e., rate insensitive behavior) while at lower strain rates 
the relation between inelastic strain rate and effective stress is consistent with the power law creep relation. An 
experimentally based unified constitutive model has been proposed earlier by Sehitoglu and Slavik (Ref 80, 81). A list of 
functions and corresponding experiments to determine these constants follow:  

 

FUNCTION  EXPERIMENTAL DETERMINATION  
FLOW RULE,F  HIGH AND LOW STRAIN RATES, YIELD STRENGTH 

MEASUREMENTS IN TENSILE OR COMPRESSIVE MONOTONIC 
TESTS  

HARDENING OF 
BACK STRESS  

HIGH STRAIN RATE (ROOM AND HIGH TEMPERATURE)  

RECOVERY OF BACK 
STRESS  

LOW STRAIN RATE OR CREEP (HIGH TEMPERATURE)  

HARDENING OF HIGH STRAIN RATE CYCLING (ROOM AND HIGH TEMPERATURE)  



DRAG STRESS  
RECOVERY OF DRAG 
STRESS  

REST PERIODS (HIGH TEMPERATURE) CHANGE OF KO WITH 
TEMPERATURE  

 CHANGE OF KO WITH TEMPERATURE   

The material constants for the Slavik-Sehitoglu model for different class of materials are listed in Tables 9, 10, and 11. 
These are 1070 steel (Ref 80), Mar-M247 (Ref 105), René 80 (Ref 213), Al2xxx-T4 (Ref 96, 164) and Ti- 21S (Ref 
214). These tables are also summarized in Ref 215 and explained in Ref 80. 

TABLE 9 CONSTANTS FOR THE UNIFIED MODEL FOR SELECTED MATERIALS 

MATERIAL  E(MPA)  (1/°C)  A(SEC-1)  N  M  
1070 STEEL (REF 80)  202,250 - 31.0 

T 
T 440 °C 
309,990 - 
275.7 T 
T > 440 °C  

1.7 × 10-5  4.0 × 109 EXP[-25,300/(T + 273)]  5.4  8.3  

RENÉ 80 (REF 215)  192,170 - 60.7 
T 
T < 871 °C 
310,990 - 
197.1 T 
T 871 °C  

1.6 × 10-5(A)  2.33 × 10-10, T 650 °C 
8.14 × 1015 EXP[-54,288/(T + 
273)], T > 650 °C  

8.06  5.69  

MAR-M247 (REF 
105)  

253,900 - 
107.8 T  

1.6 × 10-5  1.33 × 1023 EXP[-64,515/(T + 273)]  11.6  17.5  

AL2XXX-T4 (REF 96, 
164)  

72,750 - 50 T 
T < 150 °C 
82,000 - 90 T 
T 150 °C  

3.0 × 10-5  9.8 × 1011 EXP[-18,722/(T + 273)]  4.6  10.1  

TI- 21S (REF 214)  114,000 - 42.3 
T 
T 483 °C 
151,500 - 120 
T 
T > 483 °C  

8.24 × 10-6 + 
3.64 
× 10-9 T  

7.7 × 105 EXP[-18,300(T + 273)]  2.7  8.2  

 
(A) NOT DETERMINED FROM EXPERIMENTS  

TABLE 10 CONSTANTS FOR THE UNIFIED MODEL FOR THE DRAG STRESS TERM 

MATERIAL  K0 (MPA)  KSAT (MPA)  B  C  KREC (MPA)  
1070 STEEL  262.7 - 0.04T, T

440 °C 
403.0 - 0.36T, T > 
440 °C  

256.0 + 1.4 × 10-

3T2, T 
304 °C 

568.0 - 0.6T, T > 
304 °C  

5.0  0, T < 300 °C 
108 EXP[-20,000/(T 
+ 273)] T 300 °C  

548 - 0.62 T  

RENÉ 80  384.0, T 60 °C 
2.66 × 10-3 *E, T > 
760 °C  

NA  0   0   NA  

MAR-M247  N/A  886.1 - 0.376 T  NA(A)  0   NA  
AL2XXX - 226 - 0.15T 620 - 1.66T, T < 5  4.9 × 10 - 10 + 4.0 × 260 - 0.8T, T < 



T4  T < 150 °C 
256 - 0.28T 
T 150 °C  

150 °C 
420 - 0.30T, T  
150 °C  

10-6T 
- 3.2 × 10-8 T2 + 1.2 
× 10-10 
T3 - 2.3 × 10-13 T4 + 
1.7 × 
10-16 T5  

150 °C 
20 T 150 °C  

TI- 21S  730 - 0.271T 
T 483 °C 
970 - 0.768T 
T > 483 °C  

506.5 - 0.291T  5(B)  0   NA  

 
(A) K = KSAT IN THIS STUDY. CONSTANTS WERE NOT DETERMINED FOR TRANSIENT 

BEHAVIOR. 
(B) NOT DETERMINED FROM EXPERIMENTS  

TABLE 11 CONSTANT FOR THE UNIFIED MODEL FOR THE BACK STRESS EVOLUTION TERM 

MATERIAL  H   B  R   
1070 STEEL  B(17,200 - 20 ) 

IJ 0 
B(17,200) 

IJ < 0  

0.89 + 2.58 × 10-3T + 1.53 × 10-

5T2 - 6.4 
× 10-8T3 + 5.15 × 10-11T4  

128.6 EXP[-19,460/(T + 
273)] ( )3.3  

RENÉ 80  (2.096 × 10-5 + 1.50 × 10-

15| |B)-1  
5.02 + 2.25 × 10-4T, T 760 °C 
- 109.58 
+ 0.414T - 4.99 × 10-4T2 + 2.005 
× 10-7T3, T 
> 760 °C  

0   

MAR-M247  NOT DETERMINED  NOT DETERMINED  NOT DETERMINED  
AL2XXX-T4  B(20,000 - 1000 ) 

IJ 0 
B(20,000) 

IJ < 0  

1.013 - 8.8 ×10-4T - 2.7 × 10-6T2  0   

TI- 21S  B(14,500 - 422 2) 

IJ 0 
B(14,500) 

IJ < 0  

1 + 0.0125 (T - 23) - 3.38 × 10-5 
(T - 23)2 + 
2.09 × 10-8 (T - 23)3  

0   

 

Predictions of material response utilizing this relation are given in Fig. 34 (Ref 80). The experimental results were shown 
earlier in Fig. 14. In these experiments (total constraint TMF OP), the minimum temperature was constant at 150 °C (300 
°F). Because of thermal recovery effects, the drag stress decreases upon exposure to high temperatures and this results in 
loss of strength at the minimum temperature. Note that the model (solid rectangular points) predicts the decrease in 
maximum stress with increasing mechanical strain very accurately. Because of the thermal recovery effects, the maximum 
stress in the cycle decreases with increasing mechanical strain range. The agreement between experiment and prediction 
is excellent. It is possible to incorporate additional terms to predict such phenomena such as strain aging and dynamic 
recovery into the constitutive models. Other TMF and IF simulations with this unified model can be found in Ref 80, 96, 
105, 164, and 213. Simulations for the case of strain aging for the 1070 steel have been demonstrated in Ref 80 and are 
further discussed below. 



 

FIG. 34 PREDICTION OF MAXIMUM STRESS IN THE TMF OP CASE IN 1070 STEEL. SOURCE: REF 80 

Certain temperature-strain histories in solute-hardened materials produce strain aging, hence strengthening of the 
material. Thermomechanical fatigue studies (under strain aging conditions for steels and nickel-base superalloys) have 
been discussed in Ref 60 and 215. Strengthening is caused by interstitial solute atoms which anchor the dislocation 
motion. If the pinning of the dislocations occurs during deformation, the term "dynamic strain aging" is used (Ref 87). If 
the aging occurs under a constant load (after some plastic deformation), it is called "static strain aging" (Ref 87). 

Static strain aging experiments were conducted on 1070 steel. The material is cycled at 20 °C but is exposed to the aging 
temperature time at zero stress every reversal. A schematic of the strain-temperature history and the results for 1070 steel 
was shown earlier in Fig. 15. The predictions using the unified formulation are given in Fig. 35. The prediction of the 
strengthening under these conditions is very favorable. The details can be found in Ref 80 and 215. 



 

FIG. 35 PREDICTION OF 1070 STEEL RESPONSE UNDER STRAIN AGING CONDITIONS. SOURCE: REF 80 

Finally, we note that other unified models have been tested under TMF loadings but not as extensively as the Slavik and 
Sehitoglu model. For example, Miller (Ref 216) proposed a unified model which he checked against experimental TMF 
IP data on PWA 663. His predictions were satisfactory. Walker (Ref 217) proposed a model for high-temperature/time-
dependent loadings that was also applied to predict TMF behavior. 
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Introduction 

THE LIFE of a structural component is limited by its ability to resist the effects of its usage history, which may consist of 
cyclic loads, fluctuations in temperature, or a corrosive environment. Even with anticipated usage, the material properties 
of a component degrade over time, and that degradation can eventually result in failure. One of the mechanisms by which 
this process occurs, fatigue, is the initiation and growth of cracks. Fatigue is a primary cause of failure in aircraft 
structures. For this reason, a reliable prediction of component fatigue life is critical to aircraft safety. 

Life extension using the damage tolerance design method has become more prominent in the aviation industry. As the 
average age of the world's transport fleet continues to rise, this analysis technique becomes more widespread. With the 
increasing cost of new aircraft, operators find it more economical to refurbish and maintain their existing aircraft than to 
purchase new ones. The resulting increase in the number of aircraft that are being operated beyond their expected service 
life raises important safety questions regarding the structural integrity of these aircraft. To answer these questions, several 
approaches have been developed that attempt to provide some measure of the useful life of aircraft structural components. 
These approaches are either based upon fatigue methods, which can employ statistical data and testing to arrive at an 
estimate of component life, or damage tolerance methods which arrive at a reasonable inspection interval to ensure 
component safety. This latter method is based upon the growth rate of cracks assumed to exist in the component as a 
result of fatigue, accidental damage, or material and manufacturing defects. 

The effect of corrosion, and the degradation it imposes upon materials is complex and not readily deterministic as a 
function of time. Aircraft manufacturers select materials and processes to impede the effect of corrosion, and users of the 
aircraft attempt to preclude the destructive nature of corrosion as a regular part of their inspection program. This article 
provides a general overview of these approaches to corrosion identification and prevention, and discusses their 
application to the process of extending the life of aircraft structural components. 
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Analysis Methods 

The analysis methods that are used to determine the life of aircraft are those using fatigue methods and those using the 
methods of fracture mechanics. The similarities in these methods are the input information, i.e., discrete localized stresses 
and the stress time history (stress spectrum) of the component being analyzed. The differences in these methods are the 
initial condition and the inspection interval. The initial condition in fatigue is a pristine (unflawed) condition in the 
component, while fracture mechanics assumes an initial flaw of a given size and geometry. The fatigue test is complete at 
specimen failure. Two pieces of information are known in a fatigue test; the number of cycles to failure, and the loading 
that the specimen (component) experienced. In a fracture mechanics test, these two are known as well as the number of 
cycles (flight) for the crack to grow a given distance. This additional information allows the analyst to determine 
recurring inspection intervals as the growth behavior of the flaw is identified. 

Fatigue life methods are empirical in nature, using statistical techniques to establish safe estimates of fatigue life from 
S-N or -N test data. A safe estimate is one in which the probability of component failure within a specified time frame is 
very remote. Component life estimates using these methods are typically based upon material and load data gathered from 
axial loading tests, material component tests, and full-scale testing. In axial loading tests, test samples of the material are 
subjected to tension-compression or tension-tension cycles until failure. The data are then presented in the form of an S/N 
curve, which may depict maximum stress, minimum stress, or stress amplitude versus the number of cycles to failure. The 
fatigue life obtained from an S/N curve represents the time for a flaw to initiate and propagate to failure. Because the 
loading is cyclical, the stress ratios are defined to be a function of the minimum and maximum stresses for a given test. 



The two most commonly used ratios are the R factor (the ratio of minimum stress to maximum stress) and the A factor 
(the ratio of alternating stress to mean stress) such that:  

  

where the stress amplitude ( a) = ( max - mi)/2 and the mean stress ( m) = ( max + min)/2. The stress factors are related 
directly:  

R = (1 - A)/(1 + A) 
A = (1 - R)/(1 + R)  

and thus R = -1 and A = under fully reversed loading (zero mean stress). The R factor is normally used in airframe 
design, while the A factor is used in engine design. 

S/N curves are created by averaging the data points from tests conducted on an appropriate sample size of the material. In 
most cases, a test is run to failure at three or four different stress levels to determine the shape of the S/N curve. 
Remaining samples are then tested to failure at the same selected stress levels and the results are averaged to produce a 
curve that reflects a 50% probability of failure. If a large enough number of data points are collected for various stress 
levels, a probability-stress-life plot can be constructed as shown in Fig. 1. For a given stress level, a fatigue life can be 
chosen corresponding to an acceptable probability of failure. Statistical models commonly used in these plots are the 
Weibull and log normal distributions (Ref 1). 

 

FIG. 1 TYPICAL PROBABILITY-STRESS-LIFE-PLOT 

Constant-Amplitude Fatigue Limit. Testing a material under constant amplitude (often at R = -1, A = ) can be used 
to define a fatigue limit. For low-strength steels, the data points on an S/N curve tend to approach an asymptote as the 
number of cycles becomes large. The stress value corresponding to this region is referred to as the fatigue limit of the 
material. For those materials which do not exhibit this region, such as high-strength steels and aluminum alloys, the 
fatigue limit often is defined as the stress value corresponding to 107 cycles (Ref 2). A fatigue limit is useful in designing 
components for `infinite' life, but in practice the mean stress is not always zero. Constant-life diagrams, such as the 
Soderberg line shown in Fig. 2, serve as a guide in fatigue design by relating non-zero mean stress cases to the fatigue 



limit and other properties of a material (Ref 3). Combinations of mean and alternating stress which fall on or beneath the 
line correspond to an indefinite fatigue life for a component. The Soderberg line provides conservative estimates for 
ductile materials. Other relationships, such as the Goodman line (Ref 4) or Gerber parabola (Ref 5), provide comparable 
results. 

 

FIG. 2 PLOT OF THE SODERBERG RELATIONSHIP 

Variable Amplitude Loading. In reality, aircraft components are likely to be subjected to variable amplitude loading 
rather than the simplified constant amplitude loading assumed so far. Determining the fatigue life of a component under 
these conditions requires a method that can relate the variations in mean and alternating stress to fatigue data obtained 
from constant amplitude loading tests. One such method is the Palmgren-Miner Rule (Ref 6, 7), which has the 
mathematical form:  

  

where ni represents the number of cycles of damage and Ni represents the life of a component at a number of levels of 
mean and alternating stress. For each combination of stresses in the spectrum, the fraction of damage done by each is 
added together to obtain a total damage fraction. The reciprocal of this fraction provides a measure of the number of 
loading spectra that a component can sustain before failure. This estimate is based upon the assumptions that the 
relationship between n and N is linear and that the fatigue life is independent of the order in which the stresses are 
applied. In most cases, these assumptions are only marginally valid, and fatigue life estimates obtained using the 
Palmgren-Miner Rule are adjusted through testing or by dividing by a suitable safety factor (Ref 8). 

Fracture mechanics methods are concerned with the initiation and propagation of cracks. Fracture mechanics is based 
upon the fundamental assumption that all structures, whether new or in service for many years, contain minute flaws 
which, under the proper conditions, can cause fracture. These flaws can be in the form of material irregularities, such as 
an inclusion or void, or they can be created during the manufacturing process. A scratch on the inside surface of a fastener 
hole caused by a dull drill bit is an example of a manufacturing defect. In-service structures can sustain flaws from their 
environment and maintenance practices. Manufacturing and maintenance procedures are closely regulated in the aviation 
industry to prevent the creation of flaws, especially in the vicinity of stress concentrations. However, it is an accepted fact 
that flaws will always exist. 

Residual Strength and Griffith Criterion. Once a crack initiates, it will continue to grow longer under the action of 
repeated loads or due to the service environment, until failure occurs. As the crack lengthens, the rate at which it grows 



will increase. Failure occurs when the magnitude of the stress concentration produced by the crack and at the crack tip 
exceeds the residual strength of the structure. The residual strength is a measure of the highest stress a structure can carry 
for a given crack size before failing. 

In order to determine the residual strength of a structure, the relationship between the crack tip stress field and crack 
length must be established. In 1920, Griffith proposed that a crack can propagate in a solid only if the energy available for 
crack growth equals or exceeds the energy required (Ref 9). The energy required for crack growth, referred to as the crack 
resistance, represents the energy necessary to break atomic bonds in the formation of new crack surfaces. Griffith arrived 
at his theory by experimenting with glass rods, where the crack resistance consisted solely of surface energy as a result of 
the brittle nature of glass. For ductile materials, such as metals, the crack resistance consists primarily of plastic energy, as 
the material at the crack tip must yield before crack growth can occur. 

Griffith's theory is essentially a statement of conservation of energy. The potential energy contained within a solid before 
an increment of crack growth must equal the potential energy remaining in the solid after crack growth plus any energy 
increases or decreases resulting from external work done on the solid or energy lost to the surroundings. By analyzing a 
uniformly stressed plate with a preexisting crack in its center and applying the principle of minimum potential energy, 
Griffith arrived at an equation relating applied stress to crack length. The general form of Griffith's equation is:  

  

where G is the elastic energy release rate, is the stress applied to the plate, a is half the crack length, and E is Young's 
modulus. The elastic energy release rate represents the energy available for crack growth. When G equals or exceeds a 
certain critical value, crack growth will occur. 

Stress Intensity Factor. Irwin expanded upon Griffith's theory by determining the crack tip stress field for an edge 
crack in a thin plate (Ref 10). When the crack is small compared to the dimensions of the plate, Irwin found the following 
relationship:  

KI =   

where KI is defined as the stress intensity factor, is the stress applied at the edges of the plate, and a is the crack length. 
The subscript, I, denotes mode I crack loading. Three modes of loading are possible for a crack in a solid: mode I, 
referred to as a tensile or `opening mode,' mode II, referred to as shear or a `sliding mode,' and mode III, referred to as 
torsion or a `tearing mode.' For a crack in a plate, mode I loading is created by normal stresses on the edges of the plate 
which tend to separate the opposing surfaces of the crack. Mode II loading is created by shear stresses in the plane of the 
plate and mode III by shear stresses perpendicular to the plane of the plate. Stress intensity factors can be defined for all] 
three loading conditions, but mode I tends to be the most critical condition for component life and failure. 

The stress intensity factor is a useful parameter that integrates material properties, loading conditions, and geometry into 
the relationship between structural strength and crack size. It is not a stress concentration factor. For finite geometries, the 
equation for the stress intensity factor takes the form:  

KI =   

The dimensionless factor, , is a function of geometry and crack size. For a plate with a central crack subject to uniform 
tension, is a function of the ratio of crack size to plate width. For a plate subject to uniform tension with a hole in its 
center and a crack emanating from one side of the hole, is a function of the ratio of crack size to hole radius. Stress 
intensity factor solutions exist for many combinations of loading conditions and geometry. Since these solutions are based 
upon linear elastic stress analysis, the principle of superposition can be used to solve more complex cases. 

The stress intensity factor is related to the elastic energy release rate by the equation:  



  

where v is Poisson's ratio. From these relationships, it becomes clear that if a critical value of G exists, above which 
fracture will occur, a critical stress intensity factor, KIc, must also exist. This critical value is referred to as the fracture 
toughness. 

Fracture toughness is a material property that is determined through load-displacement tests. Typically, the crack opening 
displacement is plotted as a function of applied load, and the fracture toughness is calculated from the load corresponding 
to a certain percentage of crack extension. The results of these tests are dependent upon many factors, such as 
temperature, material temper, crack geometry, and specimen geometry, and must be applied carefully. The American 
Society for Testing and Materials (ASTM) has written a specification defining this test and its parameters (Ref 11). Plane 
strain fracture toughness tests have well-defined criteria for specimen and crack geometry. Compact tension and bend 
specimens are generally used with their dimensions carefully selected to ensure plane strain conditions. Plane stress 
fracture toughness tests are not as clearly defined and usually require much larger specimens (Ref 12). Knowledge of 
fracture toughness for a given set of material conditions, coupled with the equation for stress intensity factor, allows the 
critical crack length, the largest crack size a structure can withstand before failure, to be calculated for any applied load. 
This value is important in the design of damage tolerant structures. 

Crack Growth Relationships. Once the critical crack length is known, the next question that arises is how long will it 
take an existing crack to propagate from a certain initial crack size to the critical crack length? This question can be 
answered by developing an equation that describes the behavior of a crack under conditions of stable growth. The term 
stable growth refers to crack growth that occurs when the elastic energy release rate is just equal to the crack resistance (G 
= R). When the elastic energy release rate exceeds the crack resistance, relatively rapid, unstable crack growth, referred to 
as fracture instability, will result. Fracture instability occurs at the critical crack length. One of many relationships that are 
assumed to describe stable crack growth is the Paris equation:  

  

where C and n are material constants, and K is the alternating stress intensity factor (Ref 13). This equation states that 
the change in crack length per cycle is a function of the difference between the maximum and minimum stress intensity 
factors. Since stress intensity is a function of stress as well as crack length, K relates the stress spectrum directly to the 
crack growth rate. Tests have shown that below a certain value of K, referred to as the threshold stress intensity factor 
( Kth), the crack growth rate is very small. Therefore, crack growth is assumed to occur only when K exceeds the 
threshold. 

Figure 3 shows a double logarithmic plot of da/dN data for 2024-T3 aluminum at R = 0. The Paris equation predicts that 
the data points should lie on a straight line of slope n. As can be seen, the plot clearly consists of several slopes, pointing 
out the limitations of the Paris equation. 



 

FIG. 3 CRACK GROWTH DATA FOR 2024-T3 ALUMINUM. 2024-T3 AL, 0.090 IN. SHEET, L-T DIRECTION, 70 °F, 
LAB AIR; FREQUENCY, 0.3 TO 20 HZ; CC SPECIMENS, 0.090 IN. THICK, 12.0 IN. WIDE. SOURCE: DAMAGE 
TOLERANT HANDBOOK, MCIC HANDBOOK, HB-01 

Other equations have been developed that attempt to account for the variations in slope and R factor (Ref 14, 15, 16). 
While these equations are applicable over certain ranges and R factors, none of them is applicable over the full range of 

K values for all cases. Nonetheless, these equations are useful for estimating the time required for an existing crack in a 
structure to grow from its initial size to the critical crack length, providing some measure of the life of the structure. In 
most instances, a crack growth equation can be found that conforms to the test data over a limited range of K values. 
For this reason, many computer programs contain several crack growth models, allowing the user to select the applicable 
crack growth equation. Additionally, these crack growth programs have as an option, an algorithm that allows the user to 
input raw test data. The crack growth program then interpolates the crack growth rate as a function of K from the input 
data. 
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Life Assessment Procedures 

Safe-Life Approach. The relevance of fatigue in aircraft design was not always readily understood. During the 1950s, 
the loss of several Comet aircraft within a short period of time prompted an investigation into the structural integrity of 
the Comet's fuselage. A pressurization test on a sample aircraft revealed that the combination of fatigue and stress 
concentration at the corner of a window was the probable cause of the failures (Ref 17). These accidents as well as others 
prompted the development of fatigue methods for aircraft design. Using these methods, the safe-life approach predicts a 
replacement time for aircraft components, usually specified as a number of allowable landings or flight hours. The 
replacement time is based upon the time required for failure, which is obtained from component fatigue tests. In most 
cases, a component is designed so that the replacement time for that component exceeds the expected service life of the 
aircraft. However, critically loaded components, such as engine rotors or landing gear, can have much shorter 
replacement times. Once a component reaches its replacement time, its safe-life is considered to be used up and it is 
retired, whether or not any fatigue cracks are present. Ideally, a component designed according to safe-life principles will 
be replaced before it develops a fatigue crack. There were, however, two significant problems inherent in this method:  



• THE SAFETY OF AN AIRCRAFT WAS NOT PROTECTED IF IT CONTAINED A 
MANUFACTURING OR MAINTENANCE INDUCED DEFECT.  

• RETIREMENT TIMES WERE NOT BASED UPON STATISTICALLY BASED SAFETY 
FACTORS. TO PROTECT SAFETY, THE SELECTED SAFETY FACTOR WAS CONSERVATIVE. 
AS A RESULT, MANY COMPONENTS WERE PREMATURELY RETIRED.  

Fail-Safe Approach. The fail-safe approach to aircraft fatigue design was developed during the 1960s and implemented 
in a number of commercial aircraft (Ref 18). The goal of the fail-safe philosophy is to design multiple load path 
structures, such that if an individual element should fail, the remaining elements would have sufficient structural integrity 
to carry the additional loads from the failed element until the damage is detected through scheduled maintenance 
inspections. In addition to multiple load path structures, crack stoppers are also commonly used in fail-safe designs. Crack 
stoppers, which typically consist of materials with a high fracture toughness, are used to supplement the residual strength 
of the surrounding structure and prevent cracks from propagating to failure. An example of a crack stopper is a stringer in 
a pressurized fuselage. The stringer reduces the amount of energy available for crack growth, slowing or stopping the 
advance of a crack that crosses it. Ideally, an aircraft designed according to fail-safe principles can sustain damage and 
remain airworthy until the damage is detected and repaired. This necessitates periodic inspection to examine the structure 
to determine if the primary load carrying member contains cracks. The frequency of these inspections is typically 
assigned by the manufacturer based upon service experience. This method does not consider the initiation and growth 
(linking up) of small cracks at fastener holes. As a result, the loss of several `fail-safe' aircraft in the mid 1970s 
emphasized the need to locate cracks and repair damage before failure occurred (Ref 19). 

Damage Tolerance Approach. In the early 1970s, the U.S. Air Force initiated a number of standards and specifications 
that led to a new method of fatigue design-damage tolerance (Ref 20, 21). Based upon fracture mechanics techniques, the 
damage tolerance approach redefined the basis for analyzing fatigue cracks in aircraft structures. With economic and 
safety advantages over the previous methods, the damage tolerance philosophy was eventually adopted by the commercial 
aircraft industry as well (Ref 22, 23). The objective of the damage tolerance approach is to detect cracks in principal 
structural elements before they propagate to failure. A principal structural element (PSE) is defined as any aircraft 
structure carrying flight, ground, or pressurization loads, whose failure could result in the loss of the aircraft. By 
establishing inspection intervals for these elements based upon the time it takes a crack to grow from an initial detectable 
size to the critical crack length, the objective of the damage tolerance approach can be achieved. 

Before inspection intervals can be established for an aircraft, its usage profile must be defined. This profile describes the 
various flight conditions, such as taxi, climb, cruise, descent, and landing impact, and the amount of time spent at each 
gross weight, speed, and altitude. The usage profile is then used to create a load factor spectrum at the center of gravity of 
the aircraft, based on the frequency of occurrence of each increment of load factor, and to identify the principal structural 
elements of the aircraft. An inspection interval must be established for each principal structural element. This task is 
accomplished by converting the load factor spectrum into a stress spectrum for each location and incorporating the effects 
of the service environment. Using crack growth equations, such as the Forman equation, the stress spectrum is combined 
with material properties data and stress intensity factor solutions applicable to each principal structural element to 
determine the number of cycles or flight hours to failure. This number is usually divided by a factor of two to arrive at the 
inspection interval. Dividing by a factor of two ensures that, should a principal structural element develop a crack, it will 
be inspected at least once before the crack propagates to failure. 

Unlike the safe-life approach where components are retired whether or not they are damaged, damage tolerant 
components are only replaced if a crack is found during an inspection. It is important to note that, although the detectable 
crack size dictates the time between inspections to a certain degree, any size crack found during an inspection mandates 
replacement of the damaged component. In addition to its economic advantages, the damage tolerance approach also 
allows for a reduction of safety factors in design. Since fracture mechanics provides a more precise characterization of 
crack behavior, the large scatter factors typical of fatigue methods are not required. 

Damage tolerant components are designed on the basis of residual strength as shown in Fig. 4. The residual strength of a 
cracked component decreases as the crack grows longer. After a certain amount of time, the residual strength of the 
component will fall below the maximum expected service stress, at which time failure of the component becomes 
probable. The inspection interval must be made short enough to locate the damage before a crack reaches a length likely 
to result in failure. The task of the designer is to produce components that have sufficient residual strength to withstand 
the maximum stresses expected, while at the same time, maximizing the critical crack length. Some of the ways in which 



this task can be achieved are by selecting a material with good fracture toughness, eliminating stress concentrations, or 
integrating crack stoppers into the design. 

 

FIG. 4 SCHEMATIC OF A RESIDUAL STRENGTH DIAGRAM 

The above discussion has focused on the deterministic aspects of damage tolerance. Stochastic methods, such as risk 
analysis, also play a role. Combining the data generated from deterministic analysis with stochastic factors such as 
manufacturing quality, risk analysis attempts to assess the probability of fracture of principal structural elements. An 
initial flaw in a principal structural element is represented by an Equivalent Initial Flaw Size Distribution (EIFSD), which 
is obtained from tests that determine the distribution of times it takes a crack of some initial size to reach a specified 
reference size (Ref 24). This distribution of times is referred to as the Time to Crack Initiation (TTCI) distribution. This 
approach differs from a deterministic analysis which assumes a single value for the initial flaw size. Once the TTCI 
distribution is known, the EIFSD may be obtained for any service time. Inspection intervals are then established based 
upon the amount of time it takes the crack sizes at the lower end of the distribution to reach the critical crack length. 
These inspection intervals may later be modified to account for the quality of maintenance and inspection capability (the 
probability of detecting cracks). 
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Life Limiting Factors 

To extend the life of an aircraft, one first must understand those factors which limit its life. It is the purpose of the 
following discussion to briefly discuss some of those aspects that control the durability of the aircraft. The life of an 
aircraft is dependent upon a number of variables, such as flight profiles, usage rate, external environment, material 
selection, and design philosophy. The first two of these (flight profile and usage rate) affect the design life of the aircraft, 
i.e., the number of expected safe flight hours. The external environment affects corrosion, and therefore component life, 
while material selection (composite versus metal structure) and design philosophy affect individual components. In a 
study conducted by the NTSB, they found that in the fifteen years between 1970 and 1985, corrosion or fatigue was 
involved in 77 out of 579 aircraft incidents (Ref 25). These many incidents may be greatly reduced through improved 
design methods and inspection procedures. 

It is interesting to note that while the aircraft is operational, the dynamic factors (fatigue, flutter, vibration) are the 
responsible parameters for determining the life aspects of selected components, but while the aircraft is sitting on the 
ground, corrosion behavior is normally the dominant driver. It should be noted that this is not the case in the galley, 
lavatories, and bilge areas. There are factors, however, that exacerbate both these conditions. These are manufacturing 
and maintenance actions which allow for both the premature initiation and propagation of cracks and also enhance the 
onset and continuing damage of corrosion. These may be dings, scratches, grinding marks, improper cleaning, non-
removal of drilled or reamed material, etc. 

Manufacturing defects may be subdivided into two broad categories. These are material defects and mechanical 
defects. Both these type of defects generally exist in the aircraft at the time the product leaves the manufacturer. The 
material defect may manifest itself as a result of a metallurgical anomaly. This anomaly or metallurgical defect may occur 
as a result of faulty furnace control during heat treating, improper plating which may result in unwanted hydrogen in 
high-strength steel, processing problems (forging laps, shuts, undesirable grain structure, etc.), welding defects, etc. A 
second type of material defect may occur in composite materials. Defects that occur in composite materials include 
debonding, poor ply adhesion, improper cleaning, and non-removal of ply separation material. 

For example, a material defect caused failure of an F-111 aircraft which used D6AC steel in the wing box. Material 
allowables were obtained through a testing program. Unfortunately, the test specimens to determine the toughness of the 
steel had a section thickness different from the material placed upon the aircraft. The material located on the aircraft had a 
toughness substantially lower, approximately half, than the toughness of the material used in the test program due to the 
difference in thermal behavior during heat treatment. Additionally, a forging lap was present in the material used for the 
joint. The crack was not observed during inspection, and the material was placed onto the aircraft with the forging lap 
present. The aircraft was flown for 107 flights safely, at which time catastrophic failure occurred causing the destruction 
of the aircraft and the death of the pilot (Ref 26). 

Subsequent inspection noted the presence of the flaw, and a rigorous test program indicated a significant difference in 
material toughness between the coupons used in the original test program, and the forging used on the aircraft. As a result 
of this failure, means to periodically inspect the components were required. After much deliberation, the method utilized 
was a proof test. Chambers were built that housed the F-111, and a system was designed and fabricated that would lower 
the temperature of the chamber below nil ductility transition (NDT) for the steel. The aircraft was placed into the 
chamber, the temperature stabilized, and fixtures would load the wing box as required. If a crack equal to or greater than 
critical existed in the structure, failure would occur. If no failure occurred, the aircraft would be able to safely fly another 
flight interval. This inspection technique was repeated for each aircraft as appropriate. 



There are a number of examples where failures of structural components initiated from manufacturing defects. For 
military aircraft, these include T-38 and F-5 (improper use of a router caused these aircraft to lose wings as a result of 
fatigue cracking) (Ref 27), civilian aircraft include United Flight 232 which failed near Sioux City, Iowa in July, 1989 
(Ref 28), and failures of titanium discs on an RB211 engine (Ref 29). The Sioux City mishap was due to a manufacturing 
problem in a titanium fan disc, while the RB211 failures were due to tensile residual stresses due to processing of the 
titanium. These residual stresses when added to the normal operating stresses caused an effective operating stress that had 
sufficient magnitude to lower the fatigue life of the structure. It can be seen that these manufacturing defects occur as a 
result of both manufacturing assembly and material processing. 

Corrosion is a source of time-dependent metal damage that requires protection of structure according to FAA regulations 
(Ref 30). In addition, the FAA has issued an Advisory Circular (AC) on corrosion (Ref 31). This document discusses the 
types of corrosion, those areas on the aircraft susceptible to corrosion, inspection techniques, the agents which cause 
corrosion, and methods of corrosion removal and component rework. The AC is not meant to be all-inclusive, but is a 
useful primer for those interested in corrosion. In the ASM Handbook Volume 13, an article "Corrosion in the Aircraft 
Industry" discusses the many types of corrosion found in aircraft along with many illustrative examples (Ref 32). 

In most cases, corrosion itself does not lead to structural failure, but it is the most expensive aspect of maintaining 
structural integrity. One operator of a fleet of aircraft indicated that 95% of the parts that were removed on his aircraft 
were removed as a result of corrosion (Ref 25). The damage that is caused to the aircraft can manifest itself as corrosion 
and paint degradation. Both of these are exacerbated by the presence of salt water, acid rain, and sunshine. As a result, the 
down time of the aircraft, whether it is kept in a hanger or on the flight line, and its primary geographical location all 
become important variables in the determination of the inspection intervals and types of inspections that are required. 

The effect of corrosion needs to be addressed by denoting the types of corrosion and where they can occur, inspection 
techniques to find the corrosion in situ, and repair or replacement methods to remove the offending material. Each of 
these areas is an extensive technical topic, which is beyond the scope of this article. In abbreviated form, corrosion may 
be broken into two broad categories: enhanced fatigue crack growth due to corrosion and general corrosion. General 
corrosion includes the degradation of coatings due to atmospheric conditions. Several types of corrosion (Table 1) occur 
in aircraft, and these different types of corrosion must be defined and located. As an example, Boeing developed a 
Corrosion Task Force to accumulate and review all corrosion problems existing on their aircraft (Ref 33). Boeing 
developed a program that identified, to a specific usage baseline, the location, type, and inspection intervals for their 
aircraft. If a particular aircraft were based in an area that has a more severe environment, these intervals would be 
decreased. As a result of this task force, Boeing now has corrosion prevention and control programs on their aircraft, and 
has developed a Corrosion Design Handbook. The feedback between the users of the aircraft and its manufacturers has 
led to designs which decrease corrosion. 

TABLE 1 TYPES OF CORROSION 

BONDED STRUCTURE CORROSION  
CONCENTRATION CELL CORROSION  
CREVICE CORROSION  
EXFOLIATION CORROSION  
FRETTING CORROSION  
HIGH TEMPERATURE CORROSION  
INTERGRANULAR CORROSION  
PITTING CORROSION  
CAVITATION CORROSION  
CORROSION FATIGUE  
EROSION CORROSION  
FILIFORM CORROSION  
GALVANIC CORROSION  
HYDROGEN EMBRITTLEMENT  
MICROBIOLOGICAL CORROSION  
STRESS CORROSION CRACKING  
UNIFORM CORROSION   



Environmentally Enhanced Fatigue Crack Growth. Crack growth analysis is normally performed using material 
properties obtained in laboratory air. It is well known that the introduction of active environments (sump water, salt water, 
and fuel) increase crack growth rate (Ref 34, 35, 36, 37). Along with the environment, other important factors include the 
cyclic frequency and shape. It has been shown that the greater the time the material is exposed to a high stress in an 
aggressive environment, the greater the crack growth rate (Ref 38, 39). Analysts have developed many techniques to 
account for the enhanced crack growth rate in hostile environments, but no universal method has yet been determined. 
Generally, the analyst uses the increased crack growth rate of the particular environment (cyclic, chemical, and 
temperature), and it has been found that the inspection intervals decrease. However, the alternating stresses that cause the 
crack to grow occur in flight, where the effect of salt water (a ground environment condition) is absent. Additionally, at 
high altitudes, the temperatures are decreased thereby slowing the chemical reactions. In wet wings, the effect of the 
chemical environment is always present, however the temperature decreases as altitude increases. The complexity of 
accurately determining the advance of the crack is a substantive problem. An approach that is used by the Air Force to aid 
in solving this problem is through the use of a Corrosivity Factor (Ref 40). This method documents the air bases at which 
the particular aircraft was assigned, and then each base was assigned a particular Corrosivity Factor. This empirical 
approach allows determination of crack growth rate, and thus inspection intervals as a function of the particular location 
of the aircraft and its corrosive behavior as a function of that location. 

Improper Maintenance. The manufacturer of the aircraft system presents many documents with that system as part of 
its delivery. These include pilots handbooks, structural repair manuals, corrosion manuals, etc. It is imperative that these 
manuals be adhered to in a rigid fashion. It is easy to devise methods that may be shorter and easier than those discussed 
in the manual, but the manufacturer selected that particular procedure for sound reasons. It is a danger to deviate from 
these methods for the deviation itself may place undue stress or cause latent damage to components apart from those 
being examined. This high stress or latent damage can lead to premature failure of these other components, and that may 
result in undesirable consequences. Additionally, the personnel performing the particular functions must take special care 
to ensure that the maintenance action itself does not result in damage to the aircraft. American Airlines Flight 191 crashed 
in Chicago in May, 1979 as a result of improper maintenance actions (Ref 41). 

The previously mentioned crash of a U.S. Air Force T-38 trainer occurred as a result of a router mark on the lower skin of 
the wing. The mark was quite small, but as the stresses were significant, a crack initiated and grew until failure occurred. 
The fatigue crack, at failure, was only 0.097 in. deep. A similar mark also caused the crash of an F-5 aircraft. From these 
examples, it may be seen that extreme care during maintenance and the inspection following maintenance must be 
addressed to ensure that proper procedures and techniques are rigorously followed. 

Multiple Site Damage. The effect of fatigue crack growth on the life of aircraft has been much studied in recent years. 
Since the accident involving Aloha Airlines Flight 243 in April, 1988, the interest regarding multiple site damage has 
increased significantly (Ref 42). The Air Force, through their specifications, account for multiple site damage by 
assuming that each fastener has a crack of a particular size, and the most critical location has a crack with a significantly 
larger size. As the aircraft is utilized, both these types of cracks grow, albeit at different rates. There are methods that are 
commonly used to retard multiple site damage. These include fastener selection, metal working, and component 
geometry. Additionally, much analytical and test work has been accomplished to study the effect of many small cracks 
and their linking together. Methods and procedures that are used are discussed in this section. 

The onset of multiple site damage (MSD) especially in fuselage structure in the first row of rivets in joints is a serious 
concern. It is well known that in a riveted, load carrying structure, the load is transferred from one panel to another 
through the rivets. If there are a number of rows of these rivets (assuming a lap joint shown in Fig. 5), the highest load is 
in the first row of rivets, the second highest load in the second row of rivets, etc. The loads in the holes adjacent to these 
rivets are twofold. One needs to consider both the far field stress (the pressure loads), and the local loading of the rivets 
on the skin (the bearing load). It is the superposition of these separate loads that must be considered in this type of 
structure. Much work has been accomplished in determining these loads, and a paper by Swift discusses a solution that is 
based upon an experimental study (Ref 43). 



 

FIG. 5 LAP SPLICE JOINT 

The localized or bearing loads are quite high, but the length over which they are dominant is quite small. However, the 
initiation of a crack by these loads has much significance. Because a crack may be initiated in a short time period, the 
crack growth life of the structure must be carefully analyzed. If an existing crack is located on an airframe, or if the user 
wishes to make a change or addition which necessitates additional cutouts in the fuselage structure, a doubler must be 
added. The design of the doubler, and the method of attachment of the doubler to the existing structure must be 
ascertained. Because the loads from the skin are placed into the doubler through the fastener, and Newton's Laws dictate 
displacement compatibility of the fastener/doubler/skin system, the thickness of the doubler greatly affects the load on the 
fastener. As the doubler thickness increases, the load induced on the fastener increases, with a resulting decrease in crack 
initiation time. This decrease in crack initiation time greatly affects the life of the overall structure. Other aspects of the 
fastener design also play a large role in structural life. This includes fastener spacing and type, and hole preparation. 
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Life Extension Techniques 

Methods of extending aircraft life are dependent upon a multiplicity of factors. The damage tolerance portion of life 
extension depends primarily upon three independent variables. These are the material properties, usage history, and the 
damage intrinsic to the material component itself. Knowledge of these variables and their interaction, if any, allows 
determination of component life. In other instances, fatigue initiation or crack growth may determine the life of a 
particular part or component. In these latter instances, knowledge of the geometry and location of the flaw, and the 
loading and usage of the aircraft become increasingly important. To extend the life of the structure it is necessary to 
quantify (either deterministically or statistically) the information obtained from field experience on either these or like 
aircraft, and then have analysis techniques that allow the user to determine inspection procedures and techniques, and 
their appropriate timing to extend the life of the selected components. In those instances where corrosion and its growth 
may be the driving factor behind the life of the particular structural member, the determination of component life is much 
less straightforward. There is no known method for determining either corrosion initiation or propagation times. As a 
result, periodic inspections to seek out the existence of corrosion is the only viable method. This is accomplished by 
preventative means. What becomes important is the geographical location of the airport where the aircraft is parked, 
material selection, surface preparation, surface protection, material removal and cleaning methods. It is these factors that 
dictate component replacement, and thus may be the relevant factor in aircraft life. 

The FAA has issued Advisory Circular 91-56, "Supplemental Inspection Program for Large Transport Category 
Airplanes," dated May 6, 1981, with its purpose being the issuance of a supplemental inspection document (SID) (Ref 
44), and Advisory Circular 91-60, "The Continued Airworthiness of Older Airplanes," dated June 13, 1983 with its 
purpose to expand the scope of the previous advisory circular to other airplanes (Ref 45). The SID informs the user of the 
changes required in the maintenance actions as the aircraft accumulates an increasingly larger number of service hours. 
The inspection program defined by the SID requires the user to continually re-evaluate the inspection procedures and 
intervals based upon usage, service experience of the particular fleet of aircraft, and advances in technology (analyses, 
testing, inspection procedures, etc.). The SID emphasized obtaining this information on principal structural elements. The 
interested reader should examine these documents, and additionally Ref 46 and the article "Damage Tolerance 
Certification of Commercial Aircraft" in this Volume. 

Corrosion Protection. The inspection of components to ensure that corrosion has not initiated and grown to a condition 
where part clean-up or replacement is necessary must be accomplished. But prior to this, it is important to design the 



particular components in a fashion that impedes this insidious growth. There are several different approaches to 
counteract the onset and growth of corrosion. Many of these methods are applicable to only one type of component, but 
there are methods that lend themselves to several portions of the aircraft. The methods that the manufacturer may use to 
attain a longer corrosion initiation time can fall into several categories. These include appropriate selection of materials, 
judicious choices for materials that are used in contact with one another, the design of the metallurgy of the material for 
the intended loading, and the coating or surface treatment of the material itself. 

Aluminum, as an alloy, has been used on aircraft for many years. However, the alloy itself and its heat treatment have 
changed substantially. Manufacturers have used duralumin (2024) in the 1940s, 7178, 7079, and 7075 in the 1960s. The 
first two of these alloys, 7178 and 7079, were both of higher strength than the 2000 series alloys, but the stress-corrosion 
cracking susceptibility was substantially greater. As a result of the increased degradation in active environments, these 
alloys were no longer used in aircraft design. The alloy 7075 was first used in its high-strength temper, T6. It was found 
that the alloy in this temper was susceptible to stress-corrosion cracking. Experiments determined that if this alloy was 
overaged, and used in the T76 or T73 condition, its resistance to stress-corrosion cracking was enhanced. There was, of 
course, a trade-off. By going to the overaged condition, the strength of the alloy was lessened. 

Aluminum alloys were also susceptible to surface corrosion, pitting corrosion, and exfoliation. It was found that by 
cladding the alloy with pure aluminum, the resistance to these types of corrosion was enhanced. For many aircraft usages, 
these alloys are now being used in the clad condition. It should be noted that the clad is removed at fastener holes due to 
the machining process. The fasteners are usually countersunk, and as a result, the clad material is removed in their 
vicinity. Rivets for aircraft are generally manufactured from 2117 aluminum, therefore, no galvanic reaction occurs at the 
skin/rivet interface. When steel bolts are used, they are usually cadmium plated to minimize galvanic corrosion. Other 
surface treatments of aluminum, in addition to priming and painting the surface, include Alodine and anodizing. 

Another material commonly used in the manufacture of aircraft is titanium. This alloy is stiffer and stronger than 
aluminum, yet not as dense as steel. Its corrosion resistance is quite good, although it is susceptible to chloride. As a 
result, both sea water and methyl chloride can cause corrosion in titanium. 

The remaining metal that is used widely on aircraft is steel. As low-alloy steels are commonly used on aircraft, the effect 
of corrosion must be continually addressed. A primary location of steel is in the landing gear. In this usage, steel is the 
preferred material because of its high strength and stiffness. To minimize the amount of material used, the selected alloy 
is generally used in its high-strength condition. As the strength levels are increased, the material becomes chemically 
more active. For this reason, many of the steel alloys (4340, 4140, 300M, etc.) are coated or plated, usually with 
cadmium, to prevent exposure with the atmosphere. 

Mechanical Techniques of Controlling Multiple Site Damage. A typical lap splice joint, shown in Fig. 5, can attach 
a stringer to the outer skin of the aircraft, and have a crack arrest strip integral to the design. Since these rivets are highly 
loaded due to both pressurization and fuselage bending loads, and additionally having superimposed localized bearing 
loads, small cracks can initiate and propagate. And, as the Aloha accident has shown, a sudden failure in a panel can 
cause several additional panels to fail almost instantly. The MSD is the existence and linking of these small cracks into a 
large panel crack that can lead to catastrophic consequences. 

The design of the doubler helps determine both the stress concentration at the doubler/skin interface, and the 
inspectability of the structure itself. These two considerations are both important in evaluating MSD. The location of the 
skin/stringer or the skin/longeron interface attachment has a known load. The known load at the first rivet away from the 
attachment is substantially similar, but the thickness at that location is substantially smaller. The smaller cross sectional 
thickness results in higher stresses. Because the length over which the stress increase occurs is limited, a stress 
concentration results. To avoid these stress concentrations, designs that alleviate the stress increase may be considered. 
These designs may include a tapered skin, a tapered doubler, or the tying in of the first rivet at different rows. To aid in 
inspecting the structure, the designer may include a doubler designed with tabs that allow inspection of the skin material 
in a straightforward manner. Figure 6 illustrates these designs. 



 

FIG. 6 DOUBLER DESIGNS THAT REDUCE FIRST FASTENER LOAD 

The bearing stress on a rivet is dependent upon its pitch (the distance between adjacent rivets). For an aircraft skin that is 
0.040 in. thick and subject to a stress of 15 ksi, the shear flow would be 600 lb/in. For a basic five row doubler joint 
(0.040 in. skin and 0.050 in. doubler) with a rivet spacing of 1.00 in. and a rivet diameter of 0.125 in., a displacement 
compatibility analysis would indicate a maximum shear load of 176 lb/rivet on the outer row of rivets. The bearing stress 
from these rivets would be 35 ksi. As the allowable bearing stress (for yielding conditions) on 2024-T3 alloy is 88 ksi, 
these stresses are acceptable. If the rivet spacing were increased to 2 in. (50 mm), then the bearing stress on the same 
rivets would become 55 ksi (380 MPa). Even though the static margin is high, the change in stress due to the fastener 
spacing is significant. 

Another important factor in improving component life is hole preparation. If a hole is drilled through the skin and 
doubler, the resulting stress concentration factor is three. However, if the hole is cold worked by expanding the material 
through the use of a mandrel and split sleeve, then a residual compressive stress is placed into the material. This residual 
compressive stress greatly reduces the effect of the bearing stress at the edge of the hole, and crack initiation time is 
greatly lengthened (Ref 47). Furthermore, small cracks or discontinuities near the edge of the hole are closed, and 
component life is greatly enhanced. 

A second method which can be used to improve component behavior through hole preparation and component attachment 
is fastener selection. There are several types of fasteners that are used to attach structural members (rivets, bolts, hi-loks), 
while hi-tigue fasteners actually deform the material adjacent to the hole and impart a residual compressive stress. The 
effect of the residual compressive stress is to reduce the localized stress in the vicinity of the hole thus improving 
component life. 



Inspection. The inspection programs for each particular aircraft are described in its SID. The rationale for these 
inspections, on the many PSEs, may include both a deterministic and a stochastic approach. As the aircraft ages, the 
number of inspection locations based upon initial flaw assumptions using EIFSD usually grows. As a result, the aging of 
the aircraft causes an increase in the inspection time. The determination of when and where to inspect becomes 
increasingly complicated. Using a lead-the-fleet aircraft, or a full scale test article gives good indication of the growing 
flaw population. The continuous analysis of the data from the lead the fleet aircraft, and all other aircraft inspected can be 
used to tune the inspection intervals. A goal of this iterative testing and analysis procedure is to determine the economic 
life of the aircraft itself. It is at this juncture that the aircraft is retired, because further usage can no longer be 
economically justified. 

The documentation that is necessary to accomplish this complex undertaking is lengthy. At McDonnell Douglas, as stated 
in Ref 46, three volumes of information are prepared. These are:  

• VOLUME I, GENERAL INFORMATION, PSE DESCRIPTION, INSPECTION REQUIREMENTS  
• VOLUME II, INSPECTION METHODS  
• VOLUME III, INSPECTION PLANNING AND STATUS REPORT  

McDonnell Douglas plans to annually update and republish Volume III by a computer program specifically written for 
this purpose (Ref 46). It will contain information on fleet status, PSE population, projected supplemental inspection start 
dates and intervals for each PSE, inspection planning data, and a record of past inspection, according to Ref 46. 

Inspection Procedures for Corrosion. Inspection procedures used on aircraft cover the gamut of inspection methods 
used in other industries. They include visual, radiography, ultrasonic, acoustic emission, eddy current, magnetic particle, 
and dye penetrant (Ref 48). The type of inspection procedure is dependent upon the location of the component tested, its 
material, and the type of corrosion. In many instances, it is necessary to gain access to the area of interest. 

The preparation of a Corrosion Prevention and Control Plan, as described above, is paramount. The user must know 
where to inspect, how to inspect, and how often to inspect. These inspection documents are normally quite detailed. A 
typical mechanism is the definition and use of PSE's. These are structural components that can be grouped together in 
terms of corrosion susceptibility or inspectability. For each PSE, and that may consist of many components, the user is 
informed of all aspects of corrosion susceptibility and inspection procedures. This plan generally will call out many other 
specifications (ASTM, SAE, and Military) which discuss particular methods and procedures of accomplishing the 
necessary inspection. In many instances, it is necessary to remove plating or painting, and after the inspection to repaint 
or replate the affected areas. 

Repair Limits for Corrosion Damaged Structure. The user of the aircraft receives from the manufacturer details on 
maintainability or repair of the aircraft. The user is given information on methods of first identifying, and secondly 
removing the corrosion from the aircraft. In some instances, e.g., pitting corrosion, the removal method may be as 
straightforward as sanding or by using chemicals to remove the offending material. If one gets to a more severe corrosion 
such as exfoliation, the removal of segments of material must be accomplished. If the removal of the material is within 
the prescribed limits of the manufacturer, the manufacturer's repair manual is sufficient. However, if the repair falls 
outside of the limits set by the manufacturer, approval to exceed these limits must be obtained from the FAA. 

Additionally, corrosion is generally insidious. The user does not know of the existence of corrosion until it is seen, and 
then the type and destruction it causes cannot be deterministically evaluated. The repair of corrosion is generally an 
iterative process of clean-up and evaluation. Again, depending upon the type of corrosion, the amount required to clean-
up cannot be determined, and portions of the structure must be removed. Stress-corrosion cracking follows grain 
boundaries in aluminum alloys, and its depth and severity cannot be accurately determined in a nondestructive fashion. 

After the corroded area has been identified and the corrosion product removed, the repaired area should have the same 
surface treatment as the unaffected area adjacent to it. This may necessitate painting, plating, or using some other surface 
treatment on the material. As stated above, the manufacturer's repair manual usually discusses these requirements in 
detail. 
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Ongoing Programs 

A document entitled "A Review of Research in Aeronautical Fatigue in the United States, 1993-1995" was presented at 
the ICAF meeting in May, 1995 (Ref 49). A summary of the programs that investigated corrosion and multiple site 
damage is given below. 

Analytical and Test Studies on Corrosion. There were ten programs discussed that were in the area of corrosion and 
corrosion fatigue, and thirteen papers were referenced. The studies consisted of examining the formation of fatigue cracks 
in 2024 and 7075 aluminum. Initiating mechanisms included pits that were formed as a result of pitting corrosion, wear 
that may cause fretting, especially in joints and around rivets, and areas that had experienced prior corrosion such as 
exfoliation and crevice corrosion. Additional studies determined novel means (shot peening) to determine the extent of 
exfoliation corrosion. Finally, there were a number of studies that examined the crack growth behavior of aluminum 
alloys exposed to hostile chemical environments. 

Analytical and Test Studies of Multiple Site Damage. The document listed nine research programs that were conducted in 
the U.S. in this time period on MSD, and they reference fourteen papers. The research consisted of analytical studies 
encompassing the loss of residual strength as a result of MSD, the study of crack opening displacement (COD) and the 
critical crack tip opening angle (CTOA) to determine the onset of MSD. Another study was centered upon the 
development of a finite element program that contained techniques that allow the investigator to quickly and easily 
conduct analysis at the crack tip with many different structural geometries which included stringers, lap joints, tear straps, 
frames, etc. Additions to this program include the use of elastic-plastic FEA to better define the effect of growing cracks 
on residual strength. 

Experimental studies that were accomplished included the teardown inspection of fuselage structure that has experienced 
60,000 pressurization cycles. The locations and the size of the cracks, and whether they could be identified using 
nondestructive techniques are goals of the study. Other studies included the effect of crack arrest straps in fuselage 
structure, and large scale testing of actual fuselage structure. Finally, a study on multiple site damage in fuselage lap 
splices was conducted. 

The conclusions from many of these efforts could be formulated on a statistical basis, i.e., a risk analysis. The results of 
the risk analysis would give the user information regarding the ultimate safety of the aging aircraft fleet. It may be seen 
that the study of MSD is a fertile area, and that Aloha Flight 243 initiated several well-needed studies. 
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Introduction 

DAMAGE TOLERANCE is the current philosophy used for maintaining the structural safety of commercial transport 
aircraft. The requirements for damage tolerance certification of these structures are contained in the Federal 
Airworthiness Requirements (FAR) 25.571 (Ref 1). Guidance for complying with FAR 25.571 is given in Advisory 
Circular 25.571-1A from the Federal Aviation Administration (FAA) (Ref 2). This article describes the structural 
evaluations necessary to comply with the regulation. 

For a complete explanation of damage tolerance certification of commercial transport aircraft, it is appropriate to review 
the historical evolution of the damage tolerance philosophy. This is followed by discussion of design philosophies and a 
summary of evaluation tasks for damage tolerance certification. 
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Historical Background 

After many major fatigue failures in the 1950s on both military and commercial aircraft, the most notable of which were 
the DeHavilland Comet failures in early 1954, the U.S. Air Force (USAF) initiated the Aircraft Structural Integrity 
Program (ASIP) in 1958. The fatigue methodology adopted in the ASIP was the reliability approach, which became 
known as the "Safe-Life" method. (See the section "Structural Design Philosophies" in this article.) This approach, used 
in the development of USAF aircraft in the 1960s, involved analysis and testing to four times the anticipated service life. 
On the commercial scene, another philosophy, "Fail Safety," was introduced in the early 1960s, and a choice between 
Safe-Life and Fail-Safe methods was allowed by commercial airworthiness requirements. However, it was found that the 
Safe-Life method did not prevent fatigue cracking within the service life, even though the aircraft were tested to four 
lifetimes to support one service life (i.e., scatter factor of 4). Some notable examples were:  

• KC-135 SAFE-LIFE 13,000 H: 14 CASES OF UNSTABLE CRACKING IN LOWER WING SKINS 
BETWEEN 1800 AND 5000 H. LOWER WING SURFACES WERE RE-SKINNED AT 8500 H.  

• F5 SAFE-LIFE 4000 H: FATIGUE FAILURE OF THE LOWER WING SKIN ROOT REGION AT 
1900 H CAUSED LOSS OF AIRCRAFT.  

• F-111 SAFE-LIFE 4000 H: FATIGUE FAILURE OF THE CENTER WING BOX AT 105 H CAUSED 
LOSS OF AIRCRAFT.  

Almost without exception, initial manufacturing or in-service accidental damage is the cause of fatigue cracking that 
occurs within one service lifetime on aircraft that has been substantiated both analytically and by test to four lifetimes. In 
fact, studies performed by the Air Force Flight Dynamics Laboratory in the late 1960s (reported in AFFDL TR-70-149) 
indicated that more than 56% of all in-service fatigue problems were caused by pre-existing material and fabrication 
quality deficiencies (i.e., initial manufacturing damage not simulated in the fatigue test or accounted for analytically). 

The fatigue failure of the F-111 aircraft cited above was caused by a defect in the D6AC steel center wing box fitting, 
which propagated over 105 h of service to a critical size at tension stresses induced by a 4.0 g maneuver. The aircraft was 
designed for a load factor of 11.0 g. Of course the fatigue test was free of this defect. The failure resulted in the largest 
single investigation of a structural alloy ever undertaken and precipitated investigations into the history of USAF 
accidents related to fatigue. These investigations culminated in a complete change in design criteria for USAF aircraft. 
Many of the design specifications were changed and others were introduced. The most important document to come out 
of the investigations was MIL-A-83444, "Airplane Damage Tolerance Requirements," issued in July 1974. This 
document specified the fracture mechanics principles to be used in the design of all future military aircraft. Since the 
release of MIL-A-83444, all USAF aircraft previously designed to the Safe-Life philosophy have been assessed using 
damage tolerance principles. 

While the USAF was developing its change in design philosophy, the commercial large transport industry was also 
considering changes in design philosophy. After the first generation of fail-safe aircraft had been in service for some time, 
the Civil Aviation Authority (CAA) in the United Kingdom became concerned about the loss of fail safety with time due 
to widespread fatigue damage. The CAA considered it risky that on U.S. designs, the fatigue testing of large components 



and full-scale structures was not continued for as long as on equivalent structures in Europe. Most of the full-scale testing 
was done to two lifetimes or less, compared to five lifetimes in Europe. In addition, the CAA believed that U.S. 
inspection programs were not based on a sound engineering evaluation. In the early 1970s, with these concerns in mind, 
the CAA limited the service life of the Boeing 707 aircraft on their registry to 60,000 h. 

At about the same time, the FAA became concerned about the fact that old first-generation fail-safe aircraft were being 
sold to new operators. It believed that new operators of old aircraft might not be familiar with the scope of required 
maintenance and the means that had been used to keep the aircraft in a safe and airworthy condition. The FAA held a 
series of meetings with the industry about aging aircraft issues, and as a result it issued a number of Advisory Circulars 
containing Maintenance Inspection Notes for several of these aircraft. 

In late 1976, as the life limit of 60,000 h approached, U.K. operators of Boeing 707 aircraft became concerned about the 
economic impact of their aircraft's being grounded. However, the CAA was convinced that its policy was well founded, 
and it decided to seek confirmation of its policy from the Airworthiness Requirements Board (ARB). The ARB asked its 
technical committee to consider the matter, and a number of meetings took place starting in March 1977. These meetings 
included manufacturers from the United States and the United Kingdom as well as representatives from the FAA. 

The life-limiting policy of the CAA had been substantiated by the loss of a Hawker Siddley 748 in Argentina, one of the 
first aircraft designed by Hawker Siddley Manchester Division on fail-safe principles. Wing bending material, instead of 
being concentrated in front and rear spar caps (as had been the case with the Manchester and Lancaster bombers, 
Shakletons, Tudors, and the Argossy), was distributed to form a multiplicity of stiffening elements on a multiple-load-
path fail-safe principle. Even so, on 14 April 1976, separation of the right wing occurred due to undetected fatigue. The 
crack had originated at rivet holes of a reinforcing plate near the external rib of an engine, and it had propagated 
undetected because of the lack of adequate inspections based on engineering evaluation (i.e., damage tolerance). The 
aircraft had accumulated 25,760 h. 

Another important incident that took place during the discussion period about aging aircraft was the loss of a Boeing 707 
at Lusaka, Zambia in May 1977. This aircraft suffered the loss of pitch control following the in-flight separation of the 
right-hand horizontal stabilizer and elevator, which resulted from fatigue failure of the rear spar upper cap. This incident 
was important because the structure had been designed on fail-safe multiple-load-path principles similar to those used for 
the 748. The spar had an upper and lower cap plus a fail-safe center member. These members extended to three sets of 
lugs for fail safety. The propagation life of the upper cap from initiation to failure was approximately 7,200 flights. A 
further 100 flights took place with the upper spar cap failed, but the failure was undetected prior to separation of the 
stabilizer. The fail-safe multiple-load-path philosophy did not prevent catastrophic failure, again because of the lack of 
proper inspections based on engineering evaluation. At the time of failure the aircraft had accumulated 47,621 h and 
16,723 flights. This accident reinforced the CAA position, and it was probably the most important incident during the 
discussions because it happened only two months after the start of the meetings. 

After considerable discussion among authorities and manufacturers, a policy was adopted in January 1978. This policy is 
set out in CAA Airworthiness Notice 89, issued on 23 August 1978 with Information Leaflet AD/IL/0067/I-5. As an 
alternative to "life-ing" the aircraft, these documents require a structural review that results in a supplemental inspection 
program. As an example, the 707 limits enforced by the CAA could be eliminated pending the completion of a structural 
audit (damage tolerance assessment) that resulted in inspections in addition to the existing inspection program. Such 
supplemental inspections were made mandatory by the CAA. 

The activity in Europe in the late 1970s was paralleled in the United States. In November 1976, the FAA gave notice of a 
Fatigue Regulatory Review Program for commercial transport aircraft and invited interested persons to submit proposals 
to amend the requirements of FAR 25.571 and 25.573. These proposed amendments were precipitated by significant 
developments in the state of the art and in industry practice regarding fatigue and damage tolerance evaluation of 
commercial transport aircraft. The FAA subsequently held a Fatigue Regulatory Review Conference in March 1977 to 
obtain the views of all concerned. (Approximately 13 meetings had been held with industry and other organizations prior 
to this time.) This joint effort by industry and government led to the deletion of FAR 25.573 and a revision and expansion 
of FAR 25.571. Amendment 45 was issued in December 1978, slightly preceded by FAA Advisory Circular 25.571-1A, 
which outlines an acceptable means of compliance. Thus, all commercial transport aircraft designed after December 1978 
are required to meet the damage tolerance requirements of FAR 25.571. 

The issue of Airworthiness Notice 89 for the aging commercial fleet in Europe was equaled in the United States. A 
number of meetings with the Aircraft Industries Association had taken place by the late 1970s, and a rough draft Advisory 
Circular was formulated as a result of committee action. Eventually, in May 1981, FAA Advisory Circular 91-56 was 



released. It contains advisory material related to the aging aircraft problem, and it requires evaluation of the structure 
using modern fracture technology and a Supplemental Inspection Document. The philosophy incorporated into the 
Advisory Circular is identical to that of Airworthiness Notice 89: continued safe operation of aircraft beyond the intended 
life can be ensured by a continuing inspection program that is supplemental to the basic maintenance program. 

Damage Tolerance Certification of Commercial Aircraft 

T. Swift, Federal Aviation Administration 

 

Structural Design Philosophies 

Definitions 

Damage tolerance is the attribute of the structure that permits it to retain its required residual strength for a period of 
use after the structure has sustained specific levels of fatigue, corrosion, or accidental or discrete source damage. The term 
"specific levels of damage" refers to damage between the levels of in-service detectability and critical at-limit load. This 
damage will vary, depending on the inspection method and the limit load capability for each principal structural element 
(PSE). A PSE is an element that contributes significantly to carrying flight, ground, and pressurization loads and whose 
failure, if remained undetected, could eventually lead to loss of the aircraft. FAA Advisory Circular 25.571-1A lists 
examples of PSEs. 

Fail-safe is the attribute of the structure that permits it to retain its required residual strength for a period of use after the 
failure or partial failure of a PSE, prior to repair. 

The safe life of a structure is the number of events (e.g., flights, landings, or flight hours) during which there is a low 
probability that the strength will degrade below its designed ultimate value due to fatigue cracking. 

General Requirements 

In general, an evaluation of the structure under typical load and environmental spectra must show that catastrophic failure 
due to fatigue, corrosion, or accidental damage will be avoided throughout the operational life of the aircraft. This can be 
ensured only with an adequate inspection program, and therefore the evaluation must result in inspection and maintenance 
procedures for each PSE. The evaluation must show that the structure is damage tolerant for fatigue, corrosion, or 
accidental or discrete source damage unless the manufacturer can show, to the satisfaction of the FAA, that damage 
tolerance is impractical. In the latter case a safe-life evaluation must be made using appropriate scatter factors. 
Impracticality should be related to geometrical constraints such as in-service non-inspectability rather than to 
manufacturing cost differences between safe-life and damage-tolerant elements. 

Philosophy of the Damage Tolerance Evaluation. Because of the large number of areas to be considered in the 
damage tolerance evaluation, a high degree of reliance must be placed on analysis. It is recognized that to test every PSE 
for damage tolerance characteristics would generally be economically unfeasible. Thus, the evaluation is considered to be 
an analytical evaluation. However, sufficient testing must be performed to ensure that analysis methods are not 
unconservative. This is particularly true in the field of fracture mechanics, the primary tool used in damage tolerance 
evaluation. Each manufacturer must provide a separate report describing the analytical methodology used in the 
evaluation. The report must contain sufficient analysis/test correlation to assure the FAA, with a high degree of 
confidence, that methods are not unconservative. 

The FAA does not dictate how many locations should be evaluated. A plan is normally submitted to the FAA 
Certification Office for approval. Some manufacturers have evaluated as many as 500 elements, while others have 
considered less than 100. This variability is primarily due to differences in how each manufacturer interprets the extent of 
each PSE. 

Flyable Crack Philosophy. Damage tolerance evaluation has been interpreted in the past as a means to allow continued 
safe operation in the presence of known cracking. This interpretation is incorrect. No regulations allow the strength of the 
structure to be knowingly degraded below ultimate strength (1.5 times limit). The damage tolerance evaluation is merely a 
means of providing an inspection program for an aircraft that is not expected to crack under normal circumstances but 



may crack in service due to inadvertent circumstances. If cracks are found in primary structure, they must be repaired 
before further flight. The only allowable exception is through an engineering evaluation, which must show that the 
strength of the structure will never be degraded below ultimate strength during flight with known cracking. This 
evaluation must take into account slow, stable tearing during an ultimate load application. 

Damage Tolerance Certification of Commercial Aircraft 

T. Swift, Federal Aviation Administration 

 

Damage Tolerance Evaluation Tasks 

The objective of damage tolerance evaluation is to provide a crack growth and residual strength analysis, based on the 
expected use of the aircraft, so that an inspection program can be developed to maintain safety during service. The 
primary tasks to be accomplished by the damage tolerance evaluation are:  

• DEFINE AIRCRAFT UTILIZATION  
• DEVELOP LOAD FACTOR SPECTRA AT THE AIRCRAFT CENTER OF GRAVITY  
• SELECT CRITICAL LOCATIONS FOR EVALUATION  
• DEVELOP STRESS SPECTRA FOR EACH LOCATION  
• ESTABLISH THE ENVIRONMENT FOR EACH LOCATION  
• DEVELOP CRACK GROWTH RATE (DA/DN) DATA FOR EACH LOCATION  
• VALIDATE BASIC CRACK GROWTH ANALYSIS METHODS  
• OBTAIN FRACTURE TOUGHNESS DATA FOR EACH MATERIAL AND GEOMETRY  
• DETERMINE THE EXTENT OF DAMAGE FOR EACH LOCATION AT LIMIT LOAD  
• VALIDATE RESIDUAL STRENGTH ANALYSIS METHODS  
• DETERMINE THE STRUCTURAL CATEGORY FOR EACH LOCATION  
• PRODUCE A CRACK GROWTH CURVE FOR EACH LOCATION  
• CONVENE MEETINGS BETWEEN AIRLINE OPERATORS, MANUFACTURERS, AND 

AUTHORITIES  
• COLLECTIVELY DECIDE ON INSPECTION METHODS, THRESHOLDS, AND FREQUENCIES 

CONSISTENT WITH OPERATIONAL ECONOMICS  

A flowchart of the first 12 tasks, which involve an engineering evaluation, appears in Fig. 1. Details about the tasks are 
provided below. 



 

FIG. 1 CRACK GROWTH AND RESIDUAL STRENGTH EVALUATION FOR EACH PRINCIPAL STRUCTURAL ELEMENT 

Aircraft utilization specifications should account for the different flight types expected in service, the flight lengths in 
terms of hours, and the percentage of time spent flying each flight type. Flight types may include long versus short flights, 
cargo versus passenger flights, low-altitude versus high-altitude flights, and the percentage of time spent in training. For 
each flight type it is important to consider the distribution of time spent at each gross weight, speed, and altitude. 

Consideration also needs to be given to the structural elements involved in the damage tolerance evaluation. For example, 
low-level flying is extremely severe on lower wing surface crack growth life. However, for the majority, but not all, of 
fuselage critical elements, this effect may be secondary to the cabin pressure. In the case of longitudinal cracking in the 
fuselage, the internal cabin pressure is the most important loading condition. For circumferential cracking on the crown of 
the fuselage skin, the primary loading would most likely be fuselage downbending due to inertial loads. 

Flight profiles for each flight type should be compiled that reflect each segment of the flight, such as taxi, climb, cruise, 
descent, landing impact, and landing roll. The number of different flight types considered may vary from about 25 for a 
complex military aircraft to as low as five or six for a commercial transport aircraft. 

Load factor spectra at the aircraft center of gravity are usually developed in the form of data about cumulative 
frequency of occurrence of incremental load factor. These data, obtained from recorded flight histories for similar aircraft, 
are developed for taxi, maneuver, gust, and landing impact. All loads in the spectra must be initially considered. The 
spectra may be simplified in some cases by eliminating loads that are not damaging. This must be done with extreme care 
when considering crack growth. In the past, nondamaging loads have been eliminated by ensuring that they produce 
stresses below the endurance limit for crack initiation. For spectra to be used in crack growth analysis and testing, 
considerable care must be exercised when eliminating cycles; otherwise, the crack growth life will be unconservatively 
affected. 



The load exceedance data referred to above is available from various sources, such as Engineering Sciences Data Unit 
Ltd. (ESDU) (Ref 3). Both gust and maneuver exceedances are included in ESDU data sheets. Manufacturers obtain in-
flight recorded history from many other references, such as Ref 4, 5, and 6. One of the more recent programs to obtain in-
flight data was the Digital VGH Program of the National Aeronautics and Space Administration (NASA), which used 
data from existing flight data recorders on L-1011, B-727, B-747, and DC-10 aircraft. This program, originally terminated 
by NASA before completion, was later completed under a NASA-FAA interagency agreement. This work is summarized 
in Ref 7. 

Critical Locations for Evaluation. Following are some considerations for choosing the location where damage is to be 
simulated in the PSE. 

The static stress analysis should be reviewed to determine areas where static margins are at a minimum (primarily 
areas subjected to tension and shear loading). 

Locations of high stress concentration should be reviewed, particularly those at which a number of surfaces intersect 
each other, creating a feather edge that is prone to accidental damage. These areas usually occur in forgings and are often 
not easy to detect on drawings. 

Locations of high spectrum severity should be reviewed not only for areas of high stress (1 g), but also for areas 
where a large number of cycles may occur during every flight. One such area, not usually given enough attention, is flap 
support structure. On most aircraft this structure is subjected to aerodynamic buffeting loads that may occur thousands of 
times per flight. The stresses induced by these loads, although often low in range, are usually at high stress ratios and can 
contribute significantly to crack growth damage. 

Locations where stresses would be high in secondary members after failure of a primary member should be 
carefully reviewed. This is particularly necessary for each area that is not inspectable for less than primary member 
failure. In such a case the inspection interval will depend on the life of the secondary member under redistributed loads 
after primary member failure. 

Locations where crack propagation rates are high and fracture toughness values are low should be reviewed. 

The results of full-scale fatigue testing can be valuable for locating critical fatigue areas of the structure. This testing 
is normally conducted too late in the design development of the aircraft structure to be useful in the initial selection of 
critical locations. However, maintenance programs can easily be modified to include these areas. In fact, it is expected 
that the results of the damage tolerance evaluation submitted prior to certification will be updated as service and full-scale 
test experience is gathered. 

Locations of likely fatigue damage and crack propagation paths, particularly when the crack path might be 
affected by multiple-site damage, may be most accurately determined by component fatigue testing to complete failure. 

The number of areas considered should ensure that adequate coverage exists to maintain safety. This is a general 
statement, of course, that means little when a manufacturer is trying to judge the scope of the damage tolerance evaluation 
task. Generally speaking, the initial number of areas considered is approximately 150 for the complete airframe. During 
the course of the evaluation, this may be reduced to about 90 PSEs for which crack growth and residual strength results 
are documented. The number varies with aircraft type, of course, but is not necessarily a function of aircraft size because 
all aircraft have the same major features. 

PSE Stress Spectra Development. Stress spectra must be developed for each PSE. This is done by converting the 
load factor spectra at the aircraft center of gravity (discussed above) using stress transfer functions. These transfer 
functions are required for each segment of the flight profile. In certain parts of the structure, such as the outer wing, 
dynamic magnification factors are often necessary. Load factor exceedance data are converted to stress exceedance data 
for each PSE, then into flight-by-flight stress spectra for use in a crack growth computer program. Most of the major 
manufacturers use proprietary computer programs to perform this conversion, but one commercially available program is 
LICAFF (Ref 8). 

Because the damage tolerance evaluation of the structure is essentially analytical, it is important to develop spectra that 
minimize crack growth life consistent with aircraft use. From an economic standpoint, not all cycles that may be applied 



to a structure in service need to be considered, but all cycles that contribute to crack propagation damage must be 
considered. 

In the past, stress spectra were developed in the form of blocks of cycles at various stress levels, to be used in either crack 
initiation analysis or testing. The analysis was based on linear cumulative damage laws. The spectra were simplified by 
eliminating nondamaging cycles with stresses below the endurance limit. This was possible because crack initiation 
damage is not as sensitive to low-level cycles as crack propagation damage. However, for crack propagation analysis that 
satisfies the requirements of FAR 25.571, it is better to arrange the spectra in flight-by-flight order. Spectrum 
simplification by elimination of cycles should be performed with extreme caution, because low-level cycles that may be 
nondamaging during the crack initiation phase may be quite damaging during the crack propagation phase. In order to 
ensure inclusion of all cycles that contribute to crack growth damage, a stress range truncation study must be performed 
for each aircraft type. An element most sensitive to the gust environment, such as the lower wing surface, is normally 
chosen. The results of such studies have been quite unexpected to some manufacturers. 

Figure 2 shows minimum stress range truncation data for damage tolerance evaluation of the Dash 8 aircraft. The data 
presented are for 2024-T3 (lower wing surface skin material) and 7050-T73651 (lower wing surface stiffener material). 
Stress spectra were generated at four stress range truncation levels for the 2024-T3 material: 3.56, 5.18, 6.4, and 7.66 ksi 
(24.5, 35.7, 44.1, and 52.8 MPa). For the 7050-T73651 material, an additional stress range of 2.35 ksi (16.2 MPa) was 
considered. Figure 2 also defines the stress range truncation level. Taking the first stress range of 3.56 ksi (24.5 MPa) as 
an example, all cycles with a stress range less than 3.56 ksi were eliminated from the spectrum. In the second case, all 
cycles with a stress range less than 5.18 ksi (35.7 MPa) were eliminated, and so on. Each data point in Fig. 2 is an average 
of three specimen tests. 

 

FIG. 2 EFFECT OF STRESS RANGE TRUNCATION ON CRACK GROWTH LIFE. SOURCE: REF 9. THESE DATA 
WERE INCLUDED IN REF 9 BY PERMISSION OF THE DEHAVILLAND AIRCRAFT CO. OF CANADA. 

In the case of the 2024-T3 material, the initial crack length (a0), an average of two through cracks at a fastener hole, was 6 
mm (0.24 in.). Three final crack lengths were chosen: 14, 22, and 30 mm (0.55, 0.87, and 1.18 in.). For the 7050-T73651 
material, the average a0 was 2 mm (0.08 in.), and the three final crack lengths considered were 10, 20, and 30 mm (0.4, 
0.8, and 1.2 in.). Figure 2 represents the life to grow the cracks from initial to final size, but it is plotted against a life ratio 
equal to the life at the particular stress range truncation level divided by the life at a stress range truncation level of 3.56 
ksi (24.5 MPa). The objective is to fix the stress range truncation level that results in the lowest crack growth life. For the 
Dash 8 wing spectra, this value was 5.18 ksi (35.7 MPa) for the 2024-T3 skin material and 2.35 ksi (16.2 MPa) for the 
7050-T73651 stiffener material. A weighted mean stress range truncation level of 3.56 ksi (24.5 MPa) was chosen for the 
Dash 8 spectrum. 



It can be seen that there is considerable variation in crack growth life, depending on the lower stress range truncation level 
used. The question of which level to use is often difficult, because one needs to balance safety with economics. Figure 2 
illustrates the importance of this decision from a safety standpoint. The case for economics is illustrated by Fig. 5 of Ref 9 
(which is identical to Fig. 5-4 of Ref 10), which shows that for a short-takeoff-and-landing transport aircraft spectrum, 
there are six times more cycles in a spectrum at a stress range truncation level of 2.0 ksi (14 MPa) than at 4.0 ksi (28 
MPa). The economic issue is most important when developing spectra to be used for full-scale fatigue testing. 

The highest loads in the spectrum should be those that occur once in one-tenth the projected life of the aircraft. Including 
higher loads can increase the projected life due to retardation effects, which may not be realistic for all aircraft in a fleet. 
Reference 10 provides details of the effect of including high loads that occur less frequently than once in one-tenth the 
projected life of the aircraft. 

PSE Environment. FAR 25.571(a)(1)(i) states that "The typical loading spectra, temperatures, and humidities expected 
in service" apply. This should be interpreted to mean that any environment that can affect the crack growth life or residual 
strength should be accounted for. 

Low temperatures can considerably reduce the residual strength of cracked structures. This is true particularly for 
7000-series aluminum alloys and some 2000-series alloys. Crack growth life for these alloys generally improves with 
decreasing temperature, but care should be exercised in taking full advantage of this, because the majority of crack 
growth damage for some elements is experienced at low altitudes and during landing and takeoff. 

Increased humidity and moisture usually increase crack growth. Salt content in the atmosphere can also increase 
crack growth rates, particularly for aircraft taking off and landing over the ocean through mist or fog. 

Sump tank water containing chlorides can subject lower wing surface elements to increased crack growth rates. 

Increased temperatures: Components subjected to increased temperatures, such as those surrounding engine 
installations, should receive careful attention. Crack growth rates are usually much higher in materials subjected to 
temperatures higher than room temperature. 

Corrosive environments: Care should be exercised when developing crack growth rate data in a corrosive 
environment. This is true particularly in the very low K region at low stress ratios such as zero. Crack tip blunting due 
to corrosion can reduce crack growth rates and create misleading results. The effect of a corrosive atmosphere is more 
pronounced at high stress ratios, and care should be taken to account for this effect. 

Every effort should be made to specify the environment that each PSE will be subjected to in service, so that the crack 
growth and residual strength data will not be unconservative. 

Crack Growth Rate Data. The primary material property required for crack growth analysis is the crack growth rate 
(da/dN) versus the crack-tip stress-intensity factor range ( K). Paris et al. (Ref 11) were the first to observe that da/dN 
plotted against K is a straight line on log-log paper. The stress-intensity factor range on a cycle is defined as K = Kmax 
- Kmin, where Kmax and Kmin are the maximum and minimum applied stress-intensity factors, respectively. Crack-tip stress 
intensity is defined as:  

K = ( A)   (EQ 1) 

where , a, and are the applied gross stress, crack size, and effect of geometry, respectively. 

It is essential to develop data for da/dN versus K by testing for each material, product form, and heat treatment 
considered in the damage tolerance evaluation. This data should be generated for the specific environment that the PSE 
will be subjected to in service. The loading direction and crack orientation, relative to the material grain direction, should 
also be considered. 

Developing da/dN data is probably the most important task in the damage tolerance evaluation. The data collected in the 
past have produced a wide variety of results, largely because there has been no standard procedures for collecting and 
reporting them. The American Society for Testing and Materials (ASTM) has developed a standard test method (Ref 12) 
that may reduce some of the scatter that apparently exists in the literature. It is still acceptable to use data from the 



literature, provided that the origin of the data and the means of collection are known, and provided that assurance can be 
given that the data are reliable and applicable to the element in question. The data generation standards should be 
compared to current standards to ensure reliability. Reference 12 contains code for a FORTRAN computer program that 
generates a polynomial fit to the crack growth data. The polynomial is mathematically differentiated to provide da/dN 
data. Use of this program will also help reduce apparent scatter in the data. 

There are a number of ways to represent da/dN versus K, and each manufacturer has its own method. The simplest form 
is through the Paris equation (Ref 11):  

DA/DN = C( K)N  (EQ 2) 

where C is the intercept of the vertical axis at K = 1.0 and n is the slope of the line. This equation gives a constant slope 
on log-log paper, as shown in Fig. 3(a). 

 

FIG. 3 CRACK GROWTH RATE DATA SIMULATION 

The Paris equation was modified by Walker (Ref 13) to account for the stress ratio (R), as indicated in Fig. 3(b)  

DA/DN = C[ K/(1 - R)1-M]N  (EQ 3) 

The Walker equation enables lines to be plotted at each R-ratio, as shown in Fig. 3(a). The value m adjusts the width of 
the line spread, as shown in this figure. 

The Walker equation is widely used throughout the world, but many other equations are also in constant use. These 
include the Forman equation (Ref 14), the Collipriest equation (Ref 15), and the modified Collipriest equation (Ref 16). 
The latter is probably the most sophisticated, but none of these equations can be considered exact, and they were 
developed to fit test data. This can be done for most materials over the range of da/dN data shown in Fig. 3(a), but 
difficulty is experienced with some materials at lower da/dN levels, as shown in Fig. 3(c). 

Many manufacturers now represent da/dN data in tabular form and input the data for each R-ratio into a computer, which 
performs logarithmic interpolation between each data point and each R-ratio. This procedure has been proven to give the 
most accurate results. Irrespective of the method used to represent da/dN data, it should be considered a requirement to 
validate the approach using a small element test program. 



Crack Growth Analysis Model Validation. As mentioned above, each manufacturer has developed its own 
methodology for crack propagation analysis. These methods vary from extremely simplistic to extremely sophisticated. 
The simplistic methods are usually inexpensive for the manufacturers but tend to produce conservative results, which may 
be burdensome to the airline operator. The more sophisticated methods are more expensive to the manufacturer in terms 
of computer time, but the results are usually more accurate and the inspection frequencies specified may not be as 
burdensome to the operator. 

There are many elements to the basic crack propagation computer program:  

• METHOD OF REPRESENTING DA/DN  
• BASIC DA/DN INTEGRATING ROUTINE (N = DA/F( K, M, R, ETC.)  
• METHOD OF CYCLE REPRESENTATION  
• RETARDATION MODEL  
• ACCELERATION MODEL  
• METHOD OF CALCULATING K  

Each of these elements interacts with the others, and the combination of the elements must be validated by testing. 

The method of representing da/dN varies, as discussed above. In the opinion of this author, a tabular input of the 
data yields the most accurate results. 

Basic da/dN Integration Scheme. Some programs incorporate complex integration routines that tend to be costly in 
terms of computer time. Attempts are often made to reduce the cost of cycle-by-cycle integration by assuming constant 
growth rates over groups of similar cycles within a flight. This reduces the effective number of cycles required in cycle-
by-cycle integration. 

The method of cycle representation in the crack growth program has presented problems in the past. Some 
manufacturers consider each cycle and assume that crack growth occurs on increasing load, so that the inputs are the 
maximum stress and the R-ratio for each cycle. Other manufacturers "rain flow count" the cycles. The two representations 
give different crack growth lives using the same da/dN data. This problem is briefly discussed in Ref 9. 

Retardation Model. There are a number of crack growth retardation models in use today. Some of the more common 
ones are the Wheeler model, the Willenborg model, the generalized Willenborg model, and the closure model. The 
Wheeler model depends on test data to establish an exponent term in the model, whereas the other three models are 
analytical. This author has had considerable success using the generalized Willenborg model. Some manufacturers have 
not incorporated retardation models into their crack growth programs and are therefore providing conservative crack 
growth curves. 

Acceleration Model. Very few programs currently make use of acceleration models. Unless aircraft use will include 
extremely high sink rates on landing (which cause high compressive stresses in the lower wing surface), an acceleration 
model may not be necessary. 

The method of calculating K is of course extremely important for accurate analysis. A number of classical solutions 
are usually incorporated into the computer program in analytical form. However, to account for the complex effects of 
geometry, such as in stiffened structure, it is essential to include a tabular routine to input in the stress-intensity factor 
equation, Eq 1. 

Validation. There is significant variability between different manufacturers' programs for obtaining data about crack 
length versus time. Therefore it is essential to validate the basic elements of the program by performing crack growth tests 
on simple unstiffened panels under flight-by-flight spectrum loading. For the spectrum cycle elimination discussed above, 
the specimens used to determine the maximum stress range truncation level are ideal for such a study. 

Fracture toughness data should be obtained for the full range of material thickness used. This is necessary because the 
critical stress-intensity factor varies with material thickness, from the higher plane-stress values (Kc) in thin materials 
through a mixed-mode region to the lower plane-strain values (KIc) in thicker parts. Critical stress-intensity factors in the 



mixed-mode region are influenced by the percentage of plane-strain fracture, which is a function of material thickness. As 
the material thickness is reduced, a greater portion of the fracture surface will be plane-stress (45°) fracture. 

Standard testing methods are available for plane-strain fracture toughness to obtain KIc values (Ref 17). However, the 
determination of Kc is difficult because many phenomena influence plane-stress fracture, including panel width effects, 
crack buckling, and slow stable tearing. 

Panel Width Effects. If the plane-stress critical stress-intensity factor is plotted against panel width for ductile materials, 
it becomes apparent that critical K is affected by panel width, even though fracture toughness is supposed to be a material 
parameter. For example, Kc values cannot be fully developed for 2024-T3 sheet unless the test panel is at least about 60 
in. wide, whereas full Kc values can be developed for 7075-T6 sheet using a panel width of 16 in. This is due to gross net 
section yielding of the uncracked ligament. This effect can mislead designers who conduct parametric studies during 
candidate material selection. 

Crack buckling, which is caused by induced compressive stress parallel to and along the edge of the crack, reduces the 
effective critical stress-intensity factor at failure. This is due to either local bending at the crack tip or induced Mode III 
fracture. Antibuckling guides are commonly used to stabilize the crack edge during center crack panel testing. 

Slow stable tearing is another effect that needs careful consideration in thin sheet ductile materials. Crack extension 
can occur during application of a single load cycle. This phenomenon is usually represented by an R-curve of applied K 
plotted against slow stable crack extension, a. 

The fracture toughness of many aluminum alloys is affected by temperature. For example, at -65 °F (-55 °C), considered 
to be the soaked-out temperature at altitude, the fracture toughness of most 7000-series alloys is approximately 28% 
lower than at room temperature. This is also true of some 2000-series alloys, particularly 2014-T6. The effects of 
temperature should be given careful consideration in residual strength calculations, particularly in candidate material 
selection for tension critical structure. 

Fracture toughness in either plane-stress or plane-strain regions is affected by grain direction for a number of alloys, so 
data appropriate for the correct grain orientation should be used. 

PSE Limiting Residual Strength. It is important to determine the maximum extent of damage that each PSE can 
tolerate at the limit load conditions specified in FAR 25.571(b). This damage extent is considered the limit for crack 
growth calculations, and an inspection program must be established to detect damage before these proportions are 
reached. Two-bay skin damage with central broken stiffening elements is usually inspectable by walk-around if it is easily 
observable from the ground. 

Discrete Source Damage. FAR 25.571(e) requires a discrete source damage evaluation. The aircraft must be capable 
of successfully completing a flight during which structural damage is likely to occur as a result of:  

• IMPACT WITH A 4 LB BIRD AT CRUISE VELOCITY (VC) AT SEA LEVEL OR AT 0.85 VC AT 
8000 FT, WHICHEVER IS GREATER  

• UNCONTAINED FAN BLADE IMPACT  
• UNCONTAINED ENGINE FAILURE  
• UNCONTAINED HIGH-ENERGY ROTATING MACHINERY FAILURE  

Immediately obvious damage from discrete sources should be determined, and the remaining structure should be shown to 
have static strength for the maximum loads (considered ultimate loads) expected during completion of the flight. 
According to FAA Advisory Circular 25.571-1A, the load conditions during and subsequent to the incident should be as 
follows:  

• AT THE TIME OF THE INCIDENT: THE MAXIMUM NORMAL OPERATING DIFFERENTIAL 
PRESSURE MULTIPLIED BY A FACTOR OF 1.1 (VALVE TOLERANCE), PLUS THE 
EXPECTED EXTERNAL AERODYNAMIC PRESSURES DURING 1 G LEVEL FLIGHT 
COMBINED WITH 1 G FLIGHT LOADS. THE AIRCRAFT, ASSUMED TO BE IN 1 G LEVEL 



FLIGHT, SHOULD BE SHOWN TO BE ABLE TO SURVIVE ANY MANEUVER OR ANY FLIGHT 
PATH DEVIATION CAUSED BY CERTAIN INCIDENTS LISTED IN FAA ADVISORY 
CIRCULAR 25.571-1A, TAKING INTO ACCOUNT ANY LIKELY DAMAGE TO THE FLIGHT 
CONTROLS AND NORMAL CORRECTIVE ACTION BY THE PILOT.  

• FOLLOWING THE INCIDENT: 70% LIMIT MANEUVER LOADS AND, SEPARATELY, 40% OF 
THE LIMIT GUST VELOCITY (VERTICAL OR LATERAL) AT THE SPECIFIED SPEEDS, EACH 
COMBINED WITH THE MAXIMUM APPROPRIATE CABIN DIFFERENTIAL PRESSURE 
(INCLUDING THE EXPECTED EXTERNAL AERODYNAMIC PRESSURE). THE AIRCRAFT 
MUST BE SHOWN BY ANALYSIS TO BE FREE FROM FLUTTER UP TO THE MAXIMUM 
DIVE SPEED (DEFINED BY THE DIVE SPEED/MACH NUMBER ENVELOPE), WITH ANY 
CHANGE IN STRUCTURAL STIFFNESS RESULTING FROM THE INCIDENT.  

The federal regulations do not specify damage sizes or acceptable risk levels in the event of uncontained engine failure. In 
the recent past, manufacturers have conducted a quantitative risk assessment using the interpretive material in European 
Joint Airworthiness Regulation (ACJ) 25.903(d)(1) to show compliance with FAR 25.571(e). Briefly, for the more critical 
case this assessment involves showing that there is not more than a 1 in 20 chance of catastrophe resulting from the 

release of a single one-third piece of disc plus height of a blade. Trajectories for this engine debris are outlined in FAA 
Advisory Circular 20-128 (Ref 18). 

In the case of the fuselage, considered to be the most critical element for discrete source damage, the risk assessment 
described in ACJ 25.903(d)(1) involves an evaluation of fuselage bending capability in the presence of the discrete source 
damage. However, what is most important is to prevent explosive decompression failure due to longitudinal damage. 
Many of the larger manufacturers have a history of wedge penetration testing: a pressurized fuselage section, subjected to 
downbending loads, is pierced with a sharp wedge blade to simulate engine disc damage. Such testing is described in Ref 
19. 

It is the opinion of this author that, although not required by regulations, wise manufacturers will design the pressure 
cabin to sustain a full two-bay skin crack with a broken frame if there is a tendency for skin fast fracture within two bays 
at the applied principal stress resulting from skin hoop tension and fuselage downbending shear stresses. This is usually 
easy to achieve in a fuselage with crack stopper straps, as shown in Fig. 4. Assuming that the applied principal stress is 
given by line AD and that the damage size is as shown, skin fast fracture will occur at B, and the damage will be arrested 
at C. If the fuselage design does not include crack stopper straps and the peak of the residual strength curve is at point E, 
fast fracture at B will not be arrested, and there will be fuselage explosive decompression failure. However, if the 
combination of skin fracture toughness and applied stress level is such that fast fracture will not occur within two bays, as 
indicated by line FG, then it is not normally necessary to require capability for full two-bay damage. 



 

FIG. 4 DISCRETE SOURCE DAMAGE RESIDUAL STRENGTH FOR LONGITUDINAL DAMAGE 

Residual Strength Analysis Validation. Although nonlinear analysis is necessary for some configurations, linear 
elastic fracture mechanics has been used with a high degree of success to calculate residual strength in the presence of 
fatigue damage for complex structures. A wide variety of methods are available:  

• LUMPED PARAMETER FINITE ELEMENT ANALYSIS  
• ENERGY RELEASE RATE FINITE ELEMENT ANALYSIS  
• CRACKED ELEMENT FINITE ELEMENT ANALYSIS  
• DISPLACEMENT COMPATIBILITY ANALYSIS  

It is generally understood that the maximum extent of damage at limit load cannot be determined for every PSE by test. 
Thus, this task is considered primarily analytical. However, a background of enough testing must be performed on 
complex structures to provide assurance that the methods used are reliable. As a minimum, the types of structures to be 
considered are:  

• LOWER WING SURFACE STIFFENED COMPONENTS  
• HORIZONTAL STABILIZER UPPER SURFACE STIFFENED COMPONENTS  
• FUSELAGE STIFFENED COMPONENTS SUBJECTED TO PRESSURE FOR LONGITUDINAL 

CRACKS  
• FUSELAGE STIFFENED COMPONENTS (MAY BE FLAT PANELS) FOR CIRCUMFERENTIAL 

CRACKS  
• ANY OTHER PRINCIPAL STRUCTURE FOR WHICH ANALYSIS IS CONSIDERED 

UNRELIABLE  

The two-bay skin crack criterion was introduced with wide-body aircraft. Although not specifically required by 
regulation, it is wise to design the vast expanse of basic structure in the fuselage, lower wing surface, horizontal stabilizer 
upper surface, and so on to sustain a two-bay skin crack with a broken central stiffener at limit load. This damage scenario 



is consistent with expected cracking scenarios, and in many cases it relieves airline operators of the need for considerable 
sophisticated nondestructive inspection (NDI). 

Figure 5(a) illustrates a fatigue-critical location in a fuselage skin at the first fastener in a circumferential frame shear clip 
cutout. The cutout, which allows continuous axial stiffeners to pass through the frame, creates a stress concentration in the 
skin, which is aggravated by increased skin stress due to frame bending at some locations. Fatigue cracks at this location 
will propagate into both adjacent skin bays, creating the two-bay skin crack scenario. In addition, discrete source damage, 
discussed below, can create the potential for stiffening element failure in addition to two-bay skin damage. 

 

FIG. 5 CRACKING SCENARIOS LEADING TO THE TWO-BAY SKIN CRACK CRITERIA 

Figure 5(b) illustrates a fatigue-critical location in the fuselage in the axial stiffeners at a circumferential frame 
connection. Radial loading due to internal cabin pressure causes stiffener bending (M) and concentrated load transfer (P) 
from the stiffener into the frame. A combination of these loads creates high local stresses in the stiffener, creating a 
potential for stiffener fatigue cracking. After failure of the stiffener, the skin becomes overloaded at the skin-to-stiffener 
rivets on each side of the stiffener crack. This creates the potential for skin cracks that would propagate into two adjacent 
bays, creating the potential for a two-bay skin crack with a broken central stiffener. Figure 5(c) summarizes these damage 
scenarios. 

Figure 5(d), another example of basic structure, shows potential cracking of a lower wing surface stiffener at fuel transfer 
holes or at rib attachment fastener holes. After stiffener failure, the first fastener holes on each side of the stiffener crack 
become highly loaded, causing skin stress concentration and potential skin cracking. This skin cracking can propagate 
into both adjacent bays, creating the potential for a two-bay skin crack with a broken central stiffener. 

In many areas of the airframe basic structure (e.g., in the lower wing surface and for the fuselage skin circumferential 
cracking case), it is essential to design for the two-bay skin crack with a broken central stiffener at limit load to relieve the 
inspection burden created for the airline operator. Figure 6, a typical example, shows a residual strength curve for a two-
bay skin crack with a central broken stiffener in a lower wing surface. Assume that the wing has been designed such that 



the limit gross stress is 33.5 ksi (241 MPa). The allowable stress for the two-bay condition is given by point A on the skin 
fracture curve. Any skin fast fracture below this point will be arrested. Fast fracture at stress levels above this point will 
cause failure. If limit load is applied during a particular flight (regulatory level), a skin fast fracture at point B will be 
arrested at point C. This damage would be considered detectable by walk-around visual inspection, and it would most 
likely be found. 

 

FIG. 6 TYPICAL LOWER WING SURFACE RESIDUAL STRENGTH DIAGRAM 

Suppose then that a decision was made to make the limit stress level 10% higher, or 36.85 ksi (254 MPa), to save weight. 
This requires abandonment of the two-bay skin crack criterion if the same structural geometry is to be used. Figure 7(a) 
illustrates a resistance curve analysis for the typical lower wing surface element considered. This figure shows that if a 
skin half crack length of 1.0 in. exists at a broken stiffener, then slow stable growth will occur on a limit load application 
and the crack will start to become unstable at a stress of 36.73 ksi (253 MPa), which is below the limit stress level. Figure 
7(b) indicates that fast fracture will occur and that the structure will fail before the limit stress is reached. 



 

FIG. 7 TYPICAL R-CURVE WITH APPLIED K-CURVES FOR LOWER WING SURFACE RESIDUAL STRENGTH CRACK 
RESISTANCE 

The implication is that the critical half crack size in the skin is less than 1.0 in. (25 mm). In order to establish a reasonable 
inspection interval, the detectable crack size has to be very small. In addition, when the skin crack is very small, the 
crack-tip stress intensity is high, because load transfer out of the broken stiffener causes rapid crack growth rates. 
Sophisticated NDI is then required over a wide expanse of structure, which creates a considerable burden on the airline 
operator. The alternative is to use an inspection method capable of finding the broken stiffener on the inside (either 
internal inspection of the wing tank or external inspection with low-frequency eddy current), which again is a burden on 
the operator. A more detailed discussion of this topic can be found in Ref 20. 

Structural Category Description. Aircraft structures can be divided into five major categories. 

Safe-Life. In this type of structure, flaws can become critical at limit load before they are readily detectable in-service. 
Under FAR 25.571, a structure cannot be qualified in the safe-life category unless it is established that damage tolerance 
is impractical. Currently, only landing gear are considered safe-life structures, and these must generally be qualified by 
testing that incorporates appropriate scatter factors. 

Single-Load-Path, Damage-Tolerant. This type of structure is allowed by regulations, provided that a reasonable 
inspection threshold and frequency can be established that are economically feasible for the airline operator. 

Multiple-Load-Path, Externally Inspectable. This category is recommended for the vast expanse of basic structure. If 
the structure is designed such that a reasonable safe period for inspection is feasible (considering skin crack growth after 
failure of an internal member), the component will be externally inspectable. 

Multiple-Load-Path, Not Inspectable for Less Than Load Path Failure. In this type of structure, a crack in the 
primary member may not be readily inspectable without disassembly. However, the structure may be easily inspectable 
for complete failure of the primary member. In this case, inspection frequency is based on the remaining life of the 
secondary structure. Further explanation can be found in Ref 9. 

Multiple-Load-Path, Inspectable for Less Than Load Path Failure. In this type of structure, the primary member is 
inspectable, so crack growth in the primary member followed by growth in the secondary member can be considered in 
establishing inspection frequency. 

These categories are described in more detail in Ref 9. 



A crack growth curve must be provided for each PSE. The curve should be plotted for detectable crack growth, as 
shown in Fig. 8. The most critical crack position and orientation should be assumed. 

 

FIG. 8 TRADEOFF BETWEEN DETECTABLE CRACK SIZE AND SAFE INSPECTION 

Inspection Threshold Philosophy. None of the regulatory material for the design of new aircraft discusses a means of 
establishing the threshold for detailed inspection of fatigue-critical areas. When the damage tolerance philosophy was 
conceived, it was intended that the threshold be equal to the interval. This was objected to by airline operators because it 
meant introducing detailed inspections much earlier than before. Consequently, each manufacturer established its own 
methods, some of them based on the growth of 0.05 in. corner cracks at fastener holes (as indicated by Fig. 44 of Ref 9). 
Other manufacturers based the threshold on fatigue analysis methods using an appropriate scatter factor. However, the 
latter approach does not account for possible initial manufacturing damage, and for some structural configurations, fatigue 
cracks could become critical prior to the threshold. This problem is discussed in detail, along with a typical example, in 
Ref 20 in a section entitled "Threshold for Detailed Inspection." 

Industry and regulatory authorities have agreed to include threshold criteria in a revised version of FAA Advisory 
Circular 25.571-1B. As of October 1995 the document has not been officially released, but the draft form reads as 
follows: "(1) Where it can be shown by observation, analysis, and/or test that a load path failure in multiple load path 
`fail-safe' structure, or partial failure in crack arrest `fail-safe' structure, will be detected and repaired prior to failure of the 
remaining structure, the thresholds can be established using either: (i) fatigue analysis and tests with appropriate scatter 
factor, or (ii) slow crack growth analysis and tests, based on appropriate initial manufacturing damage and an appropriate 
scatter factor. (2) For single load path structure and for multiple load path and crack arrest `fail-safe' structure, where it 
cannot be demonstrated that load path failure, partial failure, or crack arrest will be detected and repaired prior to failure 
of the remaining structure, the thresholds shall be established based on crack growth analyses and tests, assuming the 
structure contains an initial flaw of maximum probable size that could exist as a result of manufacturing or service 
induced damage." 

As mentioned above, a number of manufacturers are already using this philosophy in establishing inspection thresholds. 

Inspection Frequency Philosophy. The frequency of inspection is based on crack growth life, starting with a crack 
size that has a high probability of being detected using the specified inspection methodology and ending with the extent of 
damage at limit load. The regulation does not specify probability of detection, but 90% probability with 95% confidence 
appears to be a generally accepted value in a deterministic approach. The crack growth life is generally divided by a 
factor to provide an inspection interval. The minimum value of this factor has been 2.0 for multiple-load-path structure 
and 3.0 for single-load-path structure. Because the probability of finding a crack increases with crack length, some 



manufacturers have used a joint probability calculation that determines the number of inspections required to provide a 
constant probability of survival. One such calculation is based on the computer program IPOCRE (Ref 21). 

Inspection cost is influenced by the inspection interval as well as by the choice of method. Looking for small cracks using 
NDI may be expensive, but the interval is long, as illustrated in Fig. 8. However, it is the opinion of this author that 
frequent visual inspection is safer than NDI at extended intervals. Care should be exercised not to make the interval too 
long under the assumption that extremely small cracks will be found, because the probability of detecting them might be 
low. 

If NDI will be used, it is usual for the fracture mechanics analyst to mark up a drawing, during development of the 
aircraft, with the most critical crack locations for each PSE. The NDI specialist then determines the inspection method 
and specifies any NDI instrumentation calibration specimens needed. These data are presented in an NDI manual for the 
aircraft. 

Full-Scale Fatigue Testing. It is well known in the industry that FAA requirements do not include a mandate to 
perform full-scale fatigue testing for aircraft previously designated "fail-safe" and currently designated "damage tolerant." 
However, most manufacturers in recent years have completed a minimum of two lifetimes of simulated fatigue loading on 
full-scale aircraft. The two primary reasons for full-scale fatigue testing are to determine the locations of "hot spots" 
where early fatigue cracking might occur and to determine the point in the life at which widespread, multiple-site fatigue 
cracking may occur. 

With industry agreement, FAR 25.571 is being modified to include the following terminology: "The evaluation must 
include repeated loads and static analyses supported by full-scale fatigue test evidence. It must be demonstrated with 
sufficient full-scale fatigue test evidence that widespread multiple-site damage will not normally occur within the design 
service goal of the airplane." 

It has become customary with some manufacturers to perform residual strength testing at the termination of the full-scale 
fatigue test by introducing saw cuts in critical locations. In this case it is advisable to conduct a small element test 
program to validate that the same residual strength will result from saw cuts relative to fatigue cracks. This subject is 
discussed in more detail in Ref 9. 

Teardown Inspection Philosophy. At the conclusion of full-scale fatigue testing, it is advisable to conduct teardown 
inspection of selected areas of the structure that may be susceptible to multiple-site damage (MSD). This inspection is not 
considered merely a visual check for cracks. It involves cutting out sections of the structure, breaking open the sections 
through fastener holes, and fractographically examining the fracture surfaces to determine if any sign of MSD has 
occurred. Extremely small cracks, even of less than detectable size, can substantially reduce the residual strength 
capability for which the aircraft was designed and certified. Information about MSD is needed to help determine the onset 
of widespread fatigue damage. 

Widespread fatigue damage is the point in the aircraft life when MSD and multiple-element damage (MED) have 
degraded the originally certified residual strength capability below the regulatory level of limit load. The critical damage 
size can be influenced by the condition of the surrounding structure. If the structure is young, it is unlikely that MSD is 
present to the extent it would affect the lead crack residual strength. However, if the structure is operating beyond the life 
substantiated by fatigue testing, there is a strong possibility that MSD may affect lead crack residual strength. This 
condition is particularly important in the event of discrete source damage, as in the case of engine burst. 

MSD and MED have become the most important issues in discussions of aging aircraft, and many references deal with 
this subject (Ref 9, 19, 20, 22, and 23). References 9 and 19 were published in 1983 and 1987, respectively, and Ref 20, 
22, and 23 were published after the Aloha 737 accident in 1988. Detailed discussion of MSD and MED is beyond the 
scope of this article, but some guidance can be offered:  

• THE BEST WAY TO HANDLE MSD IS TO MAKE SURE THAT IT NEVER OCCURS WITHIN 
THE OPERATIONAL LIFE OF THE AIRCRAFT. SUFFICIENT FULL-SCALE FATIGUE DATA 
SHOULD BE GATHERED, FOLLOWED BY A DETAILED TEARDOWN INSPECTION AS 
DESCRIBED ABOVE. AS MENTIONED, FOR NEW AIRCRAFT THIS WILL EVENTUALLY BE 
A REQUIREMENT.  

• FOR EXISTING AIRCRAFT THAT MAY NOT HAVE HAD THE BENEFIT OF FULL-SCALE 



FATIGUE TESTING AND TEARDOWN INSPECTION, IT IS ESSENTIAL TO PREDICT THE 
ONSET OF WIDESPREAD FATIGUE DAMAGE SO THAT AIRCRAFT CAN BE MODIFIED IN 
AREAS SUSCEPTIBLE TO MSD AND MED.  

Loss in lead crack residual strength appears to be a function of structural geometry. Figure 9 shows the result of finite 
element analysis for the case of a two-bay longitudinal skin crack with a broken central frame. The frame cross section 
includes a titanium crack stopper strap. Figure 10 shows residual strength for the same cracking scenario, but in this case 
the frame does not include a crack stopper strap. In both figures, the residual strength is given by point A. The effects of 
MSD have been determined based on an intuitive failure criterion that is described in Ref 23. 

 

FIG. 9 EFFECT OF MULTIPLE-SITE DAMAGE ON LEAD CRACK RESIDUAL STRENGTH FRAMES WITH CRACK 
STOPPERS. RIVET SPACING 1.0 IN. (25 MM) 



 

FIG. 10 EFFECT OF MULTIPLE-SITE DAMAGE ON LEAD CRACK RESIDUAL STRENGTH FRAMES WITHOUT CRACK 
STOPPERS. RIVET SPACING 1.0 IN. (25 MM) 

In the case where titanium crack stopper straps are present, considerable MSD is tolerable and the residual strength 
capability is still above the required stress. However, in the case where no crack stoppers are present, even undetectable 
MSD can degrade the residual strength below the required value. Thus, aircraft needs to be evaluated in all areas 
susceptible to MSD in order to determine the extent of MSD that will degrade the residual strength below limit. 

Steering Committee Activity. When the crack growth and residual strength have been determined for each PSE, 
manufacturers should convene a series of meetings, known as steering committee meetings, with airline operators and 
government authorities. Because the operators are responsible for performing the inspections, they should be involved in 
considering the tradeoff between inspection method and frequency, based on the engineering data provided by the 
manufacturers. Some operators prefer frequent inspections with less sophistication in the method, while others prefer a 
more sophisticated and usually more expensive NDI method but with reduced frequency. Not involving operators at an 
early stage has created problems with extended service life programs, resulting in the need for Supplemental Inspection 
Documents (SIDs) for mature fleets of commercial aircraft. 

Airworthiness Limitations. The inspection program developed from the damage tolerance evaluation to prevent 
catastrophic failure must be included in the Airworthiness Limitation Section of the Instruction for Continuous 
Airworthiness required by FAR 25.1529. 

Repairs and Modifications. Any repair or modification to an airframe structure has the potential to degrade the fatigue 
life and damage tolerance capability. Inspection thresholds and frequencies can be drastically affected by changes in 
structural geometry due to repairs or modifications. In view of this, each repair or modification should be evaluated for 
damage tolerance, and new inspection thresholds and frequencies should be established. This applies to aircraft initially 
certified as damage tolerant as well as to older aircraft operating under SIDs. 
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Introduction 

DAMAGE TOLERANT DESIGN in U.S. Air Force aircraft has evolved over the last twenty-five years since fracture 
mechanics was first used in the 1970s as a tool for analyzing structural problems of aircraft. Fracture mechanics 
originated in the 1920s, and as a tool became viable in the 1950s. It was then a reasonably short time before fracture 
mechanics became the methodology used by the U.S. Air Force to ensure safe design of their aircraft. In the 1970s, the B-
1A airframe was designed using damage tolerance techniques. Prior to this time, fracture mechanics was used to 
determine the rationale causing the failure of the TFX (F-111) aircraft and to determine a method for ensuring that the 
problem underlying the crash did not occur again. 

It was also during the 1970s that it became apparent that significant structural problems existed in the airframe of the C-
5A aircraft, which was designed using stress analysis and fatigue as the primary design tools. Fracture mechanics was 
used as a tool to determine the extent of these problems and to define "a fix" for them. During the 1970s and 1980s, the 



U.S. Air Force established and evaluated a set of standards that would change the method of design for their aircraft and 
structurally reassessed their existing fleet of aircraft. Finally, the U.S. Air Force expanded the use of fracture mechanics 
technology to encompass not only airframes, but engines and mechanical components as well. 

The chronology and rationale underlying this change is discussed in detail in this article. It is important to understand the 
historical bases for the change as well as the technological advances that underlie them. During this same time period, the 
1970s and 1980s, the U.S. Air Force expended significant effort in a number of areas to include fracture mechanics in 
design. These included, as stated above, a series of standards that required contractors to use damage tolerance procedures 
as the primary design tool to ensure safety for new aircraft, a structural reassessment of in-service aircraft, and laboratory 
support from the Wright Laboratory. Funding by several areas of the U.S. Air Force in fundamental research was also 
provided. Additional funding included expenditures by several system programs to design new materials, obtain material 
data, and further examine analysis procedures that would be useful in determining component life. Finally, this data was 
published in a fashion that would hasten its application. 

The use of fracture mechanics thus has evolved into the U.S. Air Force design program for aircraft that are damage 
tolerant, that is, aircraft designed to operate with manufacturing and in-service induced defects. This change in ensuring 
aircraft structural integrity has manifested itself in a number of ways, including:  

• FEWER STRUCTURAL PROBLEMS (SURPRISES) OCCUR.  
• LIFE-CYCLE COST OF A SYSTEM CAN BE DETERMINED.  
• ECONOMIC LIFE OF A SYSTEM CAN BE DETERMINED.  
• FLEET UTILIZATION IS ENHANCED.  
• INSPECTIONS PROCEDURES ARE KNOWN.  
• INSPECTION CONFIDENCE IS IMPROVED.  
• INSPECTION INTERVALS CAN BE SCHEDULED.  
• CHANGE IN USAGE CAN BE DETERMINED IN TERMS OF COMPONENT AND AIRCRAFT 

LIFE.  
• ADVANCES IN INSTRUMENTATION ALLOW (1) MEASUREMENT OF ADDITIONAL 

RELEVANT PARAMETERS, (2) ENHANCED (REAL TIME) MEASUREMENT OF 
PARAMETERS, AND (3) EMBEDDING OF CRACK GAGES INTO STRUCTURE (SMART 
STRUCTURE).  

• ADVANCES IN SOFTWARE ALLOW (1) CALCULATIONS OF SEVERITY CHANGE ON A PER 
FLIGHT BASIS, (2) IMPROVED INSPECTION SCHEDULE, AND (3) AN IMPROVED 
MAINTENANCE SCHEDULE.  

In short, the inclusion of damage tolerance design and a systematic review of design procedures allows the U.S. Air Force 
to design, manufacture, and maintain systems that are structurally safe and economically prudent. After a brief 
introduction of fracture mechanics, this article describes those particular aspects that relate to aircraft design. 
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Fracture Mechanics 

Fracture mechanics provides the framework for the interrelationship among the toughness of the material, the applied 
stress, and the presence of a defect or crack within the material itself. It should be noted that the primary difference 
between fracture mechanics analysis and the type of analyses conducted previously is the a priori assumption that a crack 
is present. Stress analysis, fatigue analysis, corrosion, creep, and so forth do not assume the immediate presence of a 
crack. Many of these analyses do not consider the presence of a crack until failure occurs. Fracture mechanics analysis 
procedures assume that a crack exists immediately subsequent to manufacture of the component. 



The study of fracture mechanics may be subdivided in a number of ways. For the purpose of this section, the subdivision 
consists of critical crack growth and subcritical crack growth. Critical crack growth entails those situations where the 
combination of a particular flaw size and applied stress lead instantly to catastrophic failure. The stress may be tensile, 
shear, or torsional and is not applied in a cyclical manner. As this discussion considers fracture mechanics as the primary 
method of material failure, the flaw is assumed to be an infinitely sharp crack. Subcritical crack growth may occur as a 
result of cyclic loading, corrosion, or creep. The crack grows until the combination of applied stress and crack size causes 
catastrophic failure. Generally, in the case of airframes, the temperature is insufficiently high for creep to become a 
meaningful problem and is usually ignored. This is not true in engines. Cyclic loading will be discussed, and corrosion 
will be addressed in conjunction with both cyclic or sustained loading. 

Critical Crack Growth. Fracture mechanics as understood today began in 1920 with A.A. Griffith (Ref 1). At that time, 
Griffith was working with brittle materials such as glass and the conditions that caused them to fracture. By using basic 
thermodynamic principles, he was able to derive an equation that led to the energy required to create new surfaces. 
Through quantification of thermodynamics and the introduction of solid mechanics, he was able to derive an equation that 
was based on measurable invariant properties of the materials involved. These measurable properties included the surface 
energy of the material and Young's modulus, and additionally, the geometry of the initiation site was required. Griffith 
was able to show that additional new surface would be created when the elastic energy available to form a new surface 
was equal to or greater than the reduction of elastic energy due to the cohesive strength of the material. 

The method used by Griffith to express the relationship between the cohesive strength of the material and the elastic 
energy was based on work done previously by C.E. Inglis (Ref 2). Inglis showed, using mathematical techniques for 
ellipses with many different aspect ratios, the variation of the stress in a flat, infinite plate. It is apparent that an ellipse 
was chosen because of its ability to mirror several different flaws that occur in nature. If we consider an elliptical hole 
that has equal major and minor axes (aspect ratio equal to one), then the ellipse degenerates to a circle. If the major and 
minor axis differ by a thousand (a very high aspect ratio), the shape of the ellipse approaches a crack. 

By using Inglis's methods, Griffith was able to show  

=   (EQ 1) 

where is the applied stress, a is the crack length, E is Young's modulus, and e is the elastic surface energy of the 
material. 

It was noted that the left side of Eq 1 contains measured parameters (applied stress and crack length), while the right side 
of the equation contains material constants (Young's modulus and the elastic surface energy). In 1948, Irwin (Ref 3) and 
Orowan in 1949 (Ref 4), suggested that the elastic surface energy can be rewritten to include both the elastic and plastic 
surface energy. In a material that is completely brittle, the plastic portion of the surface energy would be quite small. The 
material constants (surface energy and Young's modulus) are grouped on the right side of the equation, and they can be 
replaced with a new material constant, the stress-intensity factor. Rewriting the equation in this form yields  

  
(EQ 2) 

where p is the plastic strain energy, and KI is the stress-intensity parameter (mode I, tension). 

As a result of Eq 2, a method came into existence that allowed the determination of the material behavior as a function of 
the applied stress and the crack length. In contrast to the method proposed by Griffith in Eq 1, this method does not 
require the independent knowledge of the surface energy. The energy required to create new surface (elastic and plastic) 
is combined within the equation with Young's modulus to give a new parameter. This is the stress-intensity factor. What 
is required is a careful determination of the stress at the tip of the crack and of the relationship between the crack-tip 
stress and the applied stress of the material being tested. This was accomplished in the paper written by Irwin in 1957 
(Ref 5). 

The results obtained for mode I loading (tension) by Irwin are:  



  

(EQ 3) 

In this instance, is the normal stress, with the subscript showing the direction, is the shear stress, and v is Poisson's 
ratio. 

These equations, and the similarly derived equations for mode II (shear) and mode III (torsion), show that the stress level 
and the geometry surrounding the crack (both the shape of the crack and the component in which the crack is situated) 
have a role in the quantitative value of the stress-intensity factor, but do not affect the nature of the distribution of the 
stress field. As Irwin stated (Ref 5): 

. . .in situations such that a generalized plane stress or a plane stress analysis is appropriate, the influence of the test 
configuration, loads, and crack length upon the stresses near an end of the crack may be expressed in terms of two 
parameters. One of these is an adjustable uniform stress parallel to the direction of a crack extension. It is shown that the 
other parameter, called the stress intensity factor, is proportional to the square root of the force tending to cause crack 
extension. 

There now exists the necessary mathematical relationships supported by Newtonian mechanics that allow the investigator 
to relate the applied stress and the crack length in a fashion that demonstrates the onset of fracture. The material 
parameter, KIc, may be experimentally obtained. The stress at the crack tip is related to the gross stress by the equations 
derived by Irwin, and the crack length is measured. 

Subcritical Crack Growth. The primary area of subcritical crack growth discussed in this section is the extension of 
cracks due to cyclic loading. Cyclic loading (fatigue) as a failure mechanism has been studied for more than 130 years 
(Ref 6). The life of components experiencing fatigue loading has been analyzed using Miner's Rule (Ref 7), which does 
not account for stress sequence, and the Neuber method (Ref 8), which considers the effect of the stress sequence. In both 
cases, it is assumed that no crack exists until final failure occurs. 

In 1961, a paper by Paris et al. (Ref 9) investigated the effect of crack growth using fracture mechanics criteria. These 
criteria included the initiation of a crack into the component prior to the start of the test, and the study of the crack as it 
was exposed to cyclic loading. 

They found that  

  
(EQ 4) 

where da/dN is the crack growth per cycle, Kmax is the maximum stress-intensity factor, and R is the ratio of minimum to 
maximum stress-intensity factor. 

As the crack-growth behavior was affected by a number of different test and environmental conditions, the analysts had to 
go to more complicated equations that would best represent the data. These investigators developed a number of 
equations that could represent the crack-growth rate as a function of stress-intensity factor (Ref 10, 11, 12, 13, 14, 15, 16, 
17). 



One of the more important parameters that affected the crack-growth rate was the stress ratio, or R ratio. This was the 
ratio obtained, during cyclic loading, when the minimum stress was divided by the maximum stress. Other material 
behavior characteristics that had to be included in the crack-growth equation to best represent the data were the existence 
of a stress-intensity threshold below which cracking would not occur, followed by a straight-line portion of the crack-
growth curve, and finally a portion of the curve that would be increasing at an increasing rate. The curve representing this 
data is shown in Fig. 1. The crack-growth-rate data itself were found to be affected by environment, microstructure, heat 
treatment, texture, material form (sheet, plate, casting, forging, etc.) cyclic rate, waveform, R ratio, stress history, and so 
forth (Ref 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24). 

 

FIG. 1 TYPICAL CRACK GROWTH CURVE 

Another set of equations was used in tandem with the crack-growth-rate equations. These dealt with retardation of crack 
growth. As stated above, Neuber had found that fatigue life is affected by the previous stress history that the particular 
component has experienced. Several investigators developed equations that account for crack-growth retardation behavior 
(Ref 25, 26, 27, 28, 29). These equations calculate the residual compressive stress that exists after plastic deformation 
occurs at the crack tip due to a high tensile load. This residual compressive stress decreases as the distance from the 
applied high stress increases. This varying compressive stress field is calculated, and the residual compressive stress is 
subtracted from the next set of minimum and maximum stresses. As the minimum and maximum stresses are now 
changed as a result of the compressive loading, change also occurs with both the stress ratio and the difference between 
the maximum and minimum stress-intensity factor ( K). 

These parameters are the primary driving forces that cause the crack to grow, thereby affecting the crack-growth rate of 
the particular component. There are, as previously stated, a number of mathematical approximations to determine the 
crack-growth-rate behavior of the material. All of these formulas use crack-growth data derived from constant amplitude 
cyclic applied stresses as the basis for their approximations. However, in many instances the stress-time history of a 



particular component does not behave as if the stresses were applied in this fashion. An exception to that statement may 
be the skin of a fuselage that is subjected primarily to pressurization stresses. When the aircraft is on the ground, the 
stresses due to pressurization of the fuselage skin is zero. At maximum altitude, the pressure differential may be 8 to 10 
psi (55 to 70 kPa). Upon landing, the pressurization differential is again zero. For other areas on the aircraft, this is not 
true. The lower surface of the wing on a fighter aircraft sees an almost random stress-time history for each segment of the 
flight. Much work has been accomplished relating the life of a component to whether the stresses are applied from the 
lowest stress to the highest stress, the highest stress to the lowest stress, or low stress to high stress to low stress. Results 
indicate that randomly ordering the stresses gives the lowest component life (Ref 30, 31). 

There is yet another dilemma that exists between the analysis and the testing of a particular component. The component 
can be tested by placing the stresses in a random fashion, but the component cannot be analyzed in the same manner. 
Because the analysis is based on constant amplitude data, the stress cycle goes from minimum to maximum to minimum, 
and this is not true for the test spectrum. To account for this effect, stress-counting methods such as rain flow or range 
pair (Ref 32) must be used. These methods examine the stresses and combine the maximum half cycle with the minimum 
half cycle, the second maximum half cycle with the second minimum half cycle, and so forth. There is now a collection of 
full cycles that can be analytically examined. The order of the stresses is not identical; however, the results obtained more 
accurately represent the test results (Ref 30, 31). 

The user can determine component life once the following information is obtained:  

• MATERIAL PROPERTIES, STATIC AND DYNAMIC  
• COMPONENT GEOMETRY  
• LOADINGS  
• LOAD-TIME HISTORY  
• STRESS-TO-LOAD RATIOS  
• STRESS-INTENSITY FACTORS  
• STRESS COUNTING COMPUTER ROUTINES  
• CRACK GROWTH EQUATIONS  

By selecting an initial flaw size, the component life can be determined based on that initial flaw size. An inspection 
interval of one-half that life is usually specified as the inspection interval. It is at this time in the service history that the 
particular component is inspected. 
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Application of Fracture Mechanics 

In the 1960s, a transition occurred in fracture mechanics. It was taken from the laboratory and the research journals and 
placed in the daily venue of design engineering. This transition was hastened as a result of the space program (in 
particular, for its widespread use of pressure vessels) and the F-111 aircraft accident. 

Fracture Mechanics as a Design Tool in the Space Program. In 1965, Tiffany and Masters wrote an article (Ref 
33) that was instrumental in promoting the use of fracture mechanics as a technique that would be useful in aircraft 
design. This article discusses the use of fracture mechanics as a method of predicting failure, understanding failure 
mechanisms, and suggesting inspection methods to protect against failure in pressure vessels. The materials from which 
the pressure vessels were manufactured included steel, titanium, and aluminum. 

At the time, Tiffany and Masters worked at a major aircraft company, and the article was an outgrowth of a portion of 
their ongoing tasks. The importance of the article, however, supersedes this. It was the first time that representatives of a 
major manufacturer formally addressed the notion that the onset of cracking may occur as a result of manufacturing 
defects and worked toward a design philosophy that accounted for this occurrence in a quantitative manner. 

Tiffany and Masters examined pressure vessels and the cracks that may occur as a result of their manufacturing processes, 
especially welding, and stated: 

Clearly, it must be recognized that fabricated structures and, indeed, even the raw materials contain defects and flaws of 
various kinds. The lives of these structures are controlled by the flaw sizes required to cause fracture at the operating 
stress levels, the initial flaw size, and the subcritical flaw growth characteristics of the materials. 

This was a vast departure in design philosophy. Never before had industry discussed the existence of flaws (cracks) in 
new structure. Because fracture mechanics is based on the existence of cracks, the need for fracture mechanics in design 
not only became viable, but necessary. The previous methods used to validate structural integrity was through either 
strength (static failure), or fail-safe and safe-life design (fatigue). Both of these methods assumed that no cracks exist, and 
more importantly, had no method to deal with cracks. Only fracture mechanics had that capability. 

The article written by Tiffany and Masters dealt with the application of fracture mechanics. Because a rocket motor case 
is basically a pressure vessel, it was necessary to get information (materials data) regarding the critical stress-intensity 
factor (KIc), and the crack-growth behavior (da/dN versus K). In addition, the mathematical relationships for a part-
through flaw (a semielliptical embedded crack) and inspection criteria were needed. The inspection criteria that were 
needed included the area(s) to be inspected, how to inspect the particular location, and how often the inspection should be 
accomplished. Here is yet another significant difference between fracture mechanics design and strength design. In the 
previous design systems, the structure would be retired (taken from service) after the appropriate amount of time. In 



damage tolerant design, the component may be used to the point of onset of widespread fatigue damage if proper 
inspection procedures are utilized. 

An inspection method suggested in the paper is that of proof testing. If the maximum stress the component experiences is 
assumed to be X lb/in.2, then the component is tested at some higher level, for example, 1.5X lb/in.2. If failure does not 
occur, then the analyst knows that the maximum crack size existing in the component is 0.44 times the crack size that 
causes failure. By performing a crack-growth analysis, the investigator determines the number of cycles (flights) for the 
crack to grow to a size where failure occurs during normal operations. After that number of cycles is reached, the 
component can be proof tested yet again. In this manner, the life can be extended indefinitely. It should be noted that 
crack growth can occur as a result of the proof test, and that must be taken into account. 

Fracture Mechanics as an Engineering Tool in Failure Investigation. During the late 1960s, the U.S. Air Force 
and Navy were jointly funding the development of the F-111 aircraft. This aircraft had a swing wing and was designated 
as a fighter bomber. The wing box of the aircraft was manufactured from D6ac steel. During a test flight that occurred in 
December 1969, the wing failed in the steel wing pivot fitting and the aircraft crashed, killing the pilots. An investigation 
was undertaken to determine the cause of failure. Recovered from the wreckage was a portion of the wing box containing 
the flaw that initiated the crash sequence. The semicircular flaw was caused by a forging lap. The flaw was 1 in. long and 
0.25 in. deep. The area where the flaw was located had been inspected several times, and the inspectors had not noticed it 
(Ref 34). 

During the investigation, it was found that D6ac steel is susceptible to cooling rate. Tests indicated the toughness of the 
D6ac steel was significantly high, but tests of the failed material indicated a substantially lower toughness. This quench 
sensitivity of the D6ac steel resulted in a difference in fracture toughness by a factor of two. It was found that the testing 
conducted during the development program was on thin specimens, and the cooling rate was dissimilar to the cooling rate 
of the material in "as-forged" condition. This difference in the cooling rate led to the difference in material toughness. The 
combination of these factors lowered toughness, and the existence of the manufacturing defect led to catastrophic results. 

The U.S. Air Force was faced with a problem of significant proportions. They had an aircraft that was an integral part of 
their fleet, yet had the potential to contain a flaw that would render the aircraft unable to perform its mission. It was 
decided that periodic proof testing of the aircraft would allow the aircraft to become a viable member of the U.S. Air 
Force contingency. It is well known that steel, when subjected to lower temperatures, becomes brittle. If a steel alloy is 
tested below its nil-ductility transition (NDT) temperature, the toughness of the steel drops considerably. It was decided 
that the aircraft should be proof tested below the NDT temperature of the D6ac steel in the wing box. To allow this test to 
occur, it was necessary to build rooms (hangars) of sufficient size and with the appropriate thermal characteristics to 
allow the temperature of the room to stay below the NDT temperature. The wing box structure would be tested. If failure 
did not occur during testing, the aircraft could be flown safely until the next inspection. After the next inspection, the 
proof test would be repeated. This inspection method increases the life of the aircraft until failure occurs during test. If no 
crack is present, the aircraft may be flown indefinitely. 

An important aspect of this approach to inspection and aircraft utilization was that retirement of the aircraft would now be 
done for cause. Previously, when aircraft components arrived at particular life, the component would be retired. No 
inspections looking for cracks were required, and none were conducted. When the life of an aircraft (component) was 
reached, the aircraft (component) was removed from service. With this new methodology, for a particular part of the 
aircraft to be retired, a tangible reason such as a crack would be required. Safety would be based on the results of 
inspections and not on the results of analyses and component tests. As a result of the success using fracture mechanics to 
uncover the reason for the failure of the F-111 and to allow the implementation of a periodic inspection technique that 
would ensure flight safety, the U.S. Air Force decided to incorporate fracture mechanics as a design procedure. 
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Damage Tolerance in Aircraft Design 

With the success of fracture mechanics both in design and in failure analysis, the U.S. Air Force presented the idea to 
industry to use this discipline as the design methodology that would protect the safety of aircraft. A damage tolerance 
design approach that would incorporate fracture mechanics, periodic inspections, and a maintenance policy based on these 
inspections was initiated in the B-1A program, and a structural assessment of the C-5A was initiated using this procedure. 

The B-1A Aircraft. In the early 1970s, the U.S. Air Force began procurement of the B-1A aircraft. That aircraft was the 
first design that used damage tolerance as a primary method for material selection, detail design, and inspection 
methodology. Using damage tolerance as the design technology for the B-1A required a significant increase in analysis 
methods and materials data. Fracture mechanics had previously been a tool to aid the researcher in understanding the 
failure mechanism. Its use as a design methodology required the unleashing of significant resources to obtain the 
methodologies that could be used to apply it to normal design procedures on future aircraft systems. 

Development was required to both obtain and develop crack-growth programs, retardation models, standard crack 
solutions, nonstandard crack solutions unique to specific B-1A geometries, materials data, inspection methods, and so 
forth. The gathering and classification of the methods and materials was in itself significant. The need to gather the 
necessary information changed in a nontrivial fashion. The cascade of questions seemed unending. How was the aircraft 
to be used? What would be the stress-time history of the aircraft? How would all the parts of the aircraft react to these 
loadings? What inspection intervals would be used? What initial flaw size should be used? What should be the initial flaw 
geometry? How would inspections occur during fabrication to ensure that no flaw greater than that assumed existed? 
Maintenance actions became an increasingly important topic. How should the inspections be accomplished? How does 
the user know the flight profiles, the severity of the flights, and the damage done during the flights? How do the 
inspection intervals change over time? What is the dependency of the inspection intervals on the inspection technique? 
The B-1A program became both a development program for an advanced bomber and a testing and proving ground for an 
exercise in solid mechanics. 

The C-5A Aircraft. Also during the early 1970s, the U.S. Air Force was experiencing structural problems with the C-5A 
aircraft. As a result of these structural problems, a team of engineers and scientists was assigned to work on the C-5A. 
These individuals were selected from the U.S. Air Force, Lockheed (the designer and manufacturer of the aircraft), and 
selected experts from other aircraft manufacturers. The C-5A aircraft had been designed using fatigue criteria. The 
function of the assembled team was to structurally reassess the aircraft using damage tolerance criteria. One year was 
allocated for this project. During this time, material tests were initiated and completed, analyses were done, and the 
project was completed. Critical areas were identified, and the anticipated usage was determined. The analyses consisted of 
determining the external loads, the stresses, and the crack-growth life of the critical components. The results of this 
program illustrated to the U.S. Air Force that the structural integrity of the C-5A wing was questionable, and actions were 
required if a life of 30,000 h was needed for the airframe. 

The B-1A and the C-5A programs, combined with the success of the F-111 accident investigation, led the U.S. Air Force 
to initiate a new method of structural design. The issuance of two new specifications, MIL-STD 1530 (Ref 35) and MIL-
A-83444 (Ref 36) was the beginning for this new approach. The documents led to the utilization of the damage tolerance 
procedure as the desired method for designing U.S. Air Force aircraft. A new standard, MIL-A-87221, has been issued 
(Ref 37). This standard incorporates many of the requirements of the previous standards. 
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Damage Tolerance Design 

At the time of the B-1A development and the C-5A investigation, specifications were also being prepared to apply 
damage tolerance criteria more in airframe design. MIL-A-83444 was written after a series of meetings between the U.S. 
Air Force and representatives from all the major airframe manufacturers. Prior to the publication of the document, drafts 
were written and comments solicited from all present. The purpose of the specification is to present to airframe 
manufacturers a document that would contain the requirements for protecting the flight safety of aircraft. The 
specification discusses:  

• INITIAL FLAW SIZE REQUIREMENTS  
• IN-SERVICE FLAW SIZE REQUIREMENTS  
• RESIDUAL STRENGTH  
• DESIGN DEFINITIONS  

It is not the purpose of the document to present a method of analysis, but to levy requirements that would result in 
structural aircraft safety. Because of this, the U.S. Air Force is careful not to describe a desired design methodology. 

Initial Flaw Size. The initial flaw requirements were based on both structural design philosophies and component 
geometries. It is stated in Section 3.12.1 of the Appendix to MIL-A-87221 (Ref 37) that "Initial flaws shall be assumed to 
exist as a result of material and structural manufacturing and processing operations." This sentence in the requirement 
precludes the use of other design methods, for example, static strength and fatigue analysis. As stated earlier, neither of 
these analysis techniques has the capability to deal with the existence of flaws. The same paragraph further states, "Small 
imperfections equivalent to a 0.005 in. radius corner flaw resulting from these operations shall be assumed to exist in each 
hole of each element of the structure. . ." The contractor is now on notice that this cracking is widespread. The use of 
fracture mechanics to ensure safe design is now mandatory in U.S. Air Force airframes. 

The U.S. Air Force, however, does not categorically select the initial flaw size. The manufacturer has the opportunity to 
select a flaw size compatible with his inspection methodology. But in order to choose a flaw size smaller than that 
discussed in the specification, it is essential that the airframe manufacturer have an nondestructive inspection (NDI) 
program that can reliably not miss flaws of the selected size. The inspection methodology that is then selected, tested, and 
approved is used during the manufacturing process. The significant difference between finding flaws and not missing 
flaws should be noted. 

The third aspect of the initial flaw size is the location of the initial flaw. The specification requires that the initial flaw be 
present and located in the most critical location on each "separate element of the structure." However, all remaining holes 
(and other critical locations) must be assumed to contain a smaller flaw. This is to ensure the continuing damage portion 
of the requirement. 

If the assumed initial flaw is smaller than that stated in the specification, then 100% inspection of these flaw locations 
subsequent to manufacturing is required. If the initial flaw sizes chosen are that suggested in the specification, 100% 
inspection of the assumed flaws is unnecessary. The sizes of the flaws prescribed in MIL-A-87221 are shown in Table 1. 
The definition of "slow crack" and "fail safe" are:  

• "SLOW CRACK GROWTH STRUCTURE CONSISTS OF THOSE DESIGN CONCEPTS WHERE 
FLAWS OR DEFECTS ARE NOT ALLOWED TO ATTAIN THE CRITICAL SIZE REQUIRED FOR 
UNSTABLE CRACK PROPAGATION. SAFETY IS ASSURED THROUGH SLOW CRACK 
GROWTH FOR SPECIFIED PERIODS OF USAGE DEPENDING UPON THE DEGREE OF 
INSPECTABILITY."  

• "FAIL-SAFE STRUCTURE IS A STRUCTURE DESIGNED AND FABRICATED SUCH THAT 



UNSTABLE CRACK PROPAGATION WILL BE STOPPED WITHIN A CONFINED AREA OF 
STRUCTURE PRIOR TO COMPLETE FAILURE (CRACK-ARREST FAIL-SAFE STRUCTURE), 
OR STRUCTURE DESIGNED AND FABRICATED IN SEGMENTS WHERE EACH SEGMENT 
CONTAINS LOCALIZED DAMAGE AND THUS PREVENTS COMPLETE LOSS OF THE 
STRUCTURE (MULTIPLE-LOAD-PATH FAIL-SAFE STRUCTURE)."  

Regardless of the type of fail-safe structure, "the strength and safety will not degrade below a specified level for a 
specified period of unrepaired service usage." 

TABLE 1 FLAW SIZES PRESCRIBED IN MIL-A-87221 FOR SLOW CRACK AND FAIL-SAFE DESIGN 

Structural 
design  

Flaw 
location  

Material 
thickness  

Flaw 
geometry  

Initial 
flaw size  

Holes  >0.05 in.  Semicircular  0.05 in. (radius)  
Holes  0.05 in.  Through crack  0.05 in. long  
No holes  0.125 in.  Through crack  0.25 in. long  

Slow crack and fail safe  

No holes  >0.125 in.  Semicircular  0.25 in. (length)  

There is a benefit for using either interference fit fasteners or cold expanded holes that would reduce the maximum tensile 
stress at the hole/fastener interface. The benefits of the desired fastener system need to be demonstrated through 
laboratory testing using joint design similar to that found in the aircraft. If the desired fastener system shows beneficial 
results, the assumed initial flaw size may be as low as 0.005 in. (0.125 mm). This reduction in initial flaw size 
significantly increases the safety limit (twice the inspection interval) of the component. 

The advent of widespread cracking, and a means of preventing it, is an important part of this specification. It should be 
noted that each hole (located in the noncritical location) also has an initial flaw requirement of 0.005 in. (0.125 mm), and 
that flaw will grow during normal aircraft usage. As that flaw increases in length, a time will occur when inspection of 
those flaws becomes necessary. If, for example, the flaw for a particular critical location (initial size of 0.05 in., or 1.25 
mm) were growing from its location, and grew into another hole, then the new flaw size would be the distance between 
the holes, the two hole diameters, and the length the crack grew from the second hole assuming the initial flaw size for 
that hole was 0.005 in. (0.125 mm). One begins to see both the complexity of the analysis procedure and the implicit 
safety in the continuing damage philosophy. 

In-Service Flaw Size. It is appreciated that the personnel maintaining the aircraft may not have either the same tools 
available to them or the same means of inspection capability (or both) as the manufacturer of the aircraft. As a result, the 
flaw size subsequent to initial inspection depends on field methods. In the event that the methods and access to the 
components are identical to those used during manufacture, then MIL-A-87221 requires that the in-service flaw size be 
the same as the initial flaw size. If the component (or fastener) cannot be removed, and dye penetrant, magnetic particle 
(ferrous alloys only), eddy current, or ultrasonic techniques are used, then the initial flaw size at fasteners would be 0.25 
in. (6.35 mm) of uncovered length. For critical location other than fasteners, the flaw size would be 0.50 in. (12.5 mm). If 
visual inspection techniques are required, the assumed flaw size (uncovered length) would be 2 in. (50 mm). 

Residual Strength Requirements. The residual strength of a member is "the minimum load an aircraft must sustain 
with damage present and without endangering safety of flight or degrading performance of the aircraft for the specified 
minimum period of unrepaired service usage." This definition contains a number of terms that must be explained. 
Damage present is the length of the crack in the critical structural component. A critical structural component is an 
aircraft structure whose failure will either cause the plane to crash or not successfully complete its mission. If the aircraft 
is a fighter aircraft on an air-to-ground mission, it may need to perform flight sequences that are extremely severe. If the 
aircraft cannot fly these sequences without component failure, then aircraft performance has been degraded. Unrepaired 
service usage is a time period dependent on the categorization of the inspectability of the particular structure. If an aircraft 
has a wet wing (fuel is stored in the wing) and a spar fails, the wing will leak fuel. This condition is observable to either 
the flight crew or the maintenance crew prior to the next flight. The unrepaired service usage would be one flight. If a 
failure occurred in a frame member, and that frame was inspected on a periodic basis, then the uninspected service usage 
would be that time period. 



When calculating the residual strength, the particular time period regarding the inspection of the component must be 
defined (see the article "Residual Strength of Metal Structures" in this Volume). It is this time period that determines the 
maximum assumed flaw size. This is accomplished, in part, by finding the maximum expected load during this time 
frame. With this maximum assumed flaw size and the material properties, the minimum failure load can be determined. If 
that load is higher than the expected maximum load for that level of inspectability (time period), then the residual strength 
of the structure has been defined. If that load is less than the expected maximum load, then either the level of 
inspectability or inspection procedure must be redefined for the structure to meet this particular requirement. 

As stated above, one part of the information that must be obtained is the maximum expected load. The loads the aircraft 
experiences are generally obtained through an exceedance function (see Fig. 2). The data that define the exceedances may 
be obtained from specifications (Ref 38) or directly from instrumented aircraft. It is well known that the load will increase 
as a function of time as exceedance curves are generally plotted in number of load exceedances per 1000 h. The higher 
loads have a lower number of occurrences. For example, there may be a load occurrence of 0.1 per thousand hours, or 
once every 10,000 h. To increase conservatism, the load required to determine the residual strength of a particular 
component is analyzed to a higher load. If the cracks for a particular component can be seen (or become evident, i.e., fuel 
leakage) when the aircraft is parked on the ground or during flight, one would expect that the load to determine the 
residual strength for that component would need to occur every flight. However, a multiplication factor of 100 is present. 
This means that the maximum load that occurs once every 100 flights is the actual load used, and that load is higher than 
the maximum load that occurs every flight. If walk-around visual inspection is necessary to see the damage, then the 
residual strength load would be 1000 h. If disassembly is required to visually observe the crack, then 50 years of flight 
(about 12,000 h of flight time) is assumed to determine the appropriate load. The remaining two-component design 
categories, depot level inspection and uninspectable structure, have significantly longer time periods and therefore higher 
loads. The base-level inspection period is five lifetimes of the aircraft, and the load required for uninspectable structure 
would be equal to 20 design lifetimes. To perform the crack-growth analysis, the data obtained must be placed into a 
stress-time history. References 39, 40, 41, 42, 43, 44 discuss various methods of accomplishing this transformation. 

 

FIG. 2 TYPICAL STRESS EXCEEDANCE CURVE 



Design Definitions. Included in the specification are several definitions, which are discussed in detail in Ref 37. Other 
than those already discussed, they will not be presented here. 
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Airframe Structural Integrity Programs (ASIP) 

The Airframe Structural Integrity Program (ASIP) began in 1958 as a result of fatigue failures in the B-47 aircraft. These 
failures were important in the issuance of a directive from the Chief of Staff of the U.S. Air Force (Ref 45). The 
objectives of the structural integrity program were to control structural failure of operational aircraft, to determine 
methods of accurately predicting aircraft service life, and to provide a design and test approach that would avoid 
structural fatigue problems in future weapon systems. 

The original ASIP used a reliability-based method to establish the operational life. This was commonly called the "safe-
life approach." The safe-life approach relied on the results of the laboratory fatigue test of a full-scale aircraft. The time-
load history of the test aircraft was carefully selected to emulate the actual loadings that aircraft would experience during 
its anticipated lifetime. The "safe life" of the aircraft was established by dividing the number of successful test-simulated 
flight hours by a factor (four was commonly used by the U.S. Air Force). The purpose of the factor was to account for the 
many uncertainties that exist in materials and manufacturing quality. This concept was the basis for all new U.S. Air 
Force aircraft designed during the 1960s. 

There was success in using this approach. The C-141 had an excellent safety record and good overall service history. 
There were, however, problems that could not be solved using this method, for example, those with the F-111 and the C-
5A, which have already been discussed. Other problems began to occur as well. Losses of aircraft such as the F-5, B-52, 
and T-38, and the widespread cracking found on the KC-135 pointed to a deficiency in the criterion. Additionally, the 
ability to inspect these aircraft was impacted by the design of the aircraft itself. Because inspectability was not required as 
a part of the safe life approach, many details were found to be outside the inspection capability of the 1960s. Relatively 
small cracks and defects could escape detection with dramatic consequences. 



The shortcoming of the safe life process, illustrated by several service incidents, demanded that a fundamental change be 
made in the approach to design, qualification, and inspection of aircraft. An improved reliability method based on a 
damage tolerance approach emerged as the candidate for this change. This approach assumed the aircraft was subject to a 
wide range of initial quality from both the manufacturing process and service-induced damage, and the aircraft had to be 
inspectable. To ensure the design could be safely operated in the presence of these initial flaws, it was necessary to design 
the structure to be tolerant of these defects for a selected period of service usage prior to inspection. The damage tolerance 
approach is used to determine the period of safe operation, the safety limit (the time for the crack to grow from its 
assumed initial size to failure), and the requisite inspection intervals. These inspection intervals are usually taken as half 
the safety limit. 

In 1975, the damage tolerance approach was formally made a part of ASIP. During the 1970s and 1980s, the U.S. Air 
Force performed an assessment on every major aircraft weapon system using a damage tolerance approach to develop the 
appropriate inspection and modifications that were deemed necessary to ensure flight safety. 

ASIP now includes five separate tasks that cover all aspects of development and support of an aircraft structure. These 
tasks, described in detail in Table 2, are:  

• TASK I: DESIGN INFORMATION  
• TASK II: DESIGN ANALYSES AND DEVELOPMENT TESTS  
• TASK III: FULL-SCALE TESTING  
• TASK IV: FORCE MANAGEMENT DATA PACKAGE  
• TASK V: FORCE MANAGEMENT  

TABLE 2 USAF AIRCRAFT STRUCTURAL INTEGRITY PROGRAM TASKS 

TASK I DESIGN INFORMATION  

• ASIP MASTER PLAN  
• STRUCTURAL DESIGN CRITERIA  
• DAMAGE TOLERANCE DURABILITY CONTROL PLANS  
• SELECTION OF MATERIALS PROCESSES AND JOINING METHODS  
• DESIGN SERVICE LIFE AND DESIGN USAGE  

 
TASK II DESIGN ANALYSES AND DEVELOPMENT TESTS  

• MATERIALS AND JOINT ALLOWABLES  
• LOAD ANALYSIS  
• DESIGN SERVICE LOAD SPECTRA  
• DESIGN CHEMICAL/THERMAL ENVIRONMENT SPECTRA  
• STRESS ANALYSIS  
• DAMAGE TOLERANCE ANALYSIS  
• DURABILITY ANALYSIS  
• SONIC ANALYSIS  
• VIBRATION ANALYSIS  
• FLUTTER ANALYSIS  
• NUCLEAR WEAPONS EFFECTS ANALYSIS  
• NON-NUCLEAR WEAPONS EFFECTS ANALYSIS  
• DESIGN DEVELOPMENT TESTS  

 
TASK III FULL-SCALE TESTING  

• STATIC TESTS  
• DURABILITY TESTS  



• DAMAGE TOLERANCE TESTS  
• FLIGHT AND GROUND OPERATIONS TESTS  
• SONIC TESTS  
• FLIGHT VIBRATION TESTS  
• FLUTTER TESTS  
• INTERPRETATION AND EVALUATION OF TEST RESULTS  

 
TASK IV FORCE MANAGEMENT DATA PACKAGE  

• FINAL ANALYSES  
• STRENGTH SUMMARY  
• FORCE STRUCTURAL MAINTENANCE PLAN  
• LOADS/ENVIRONMENT SPECTRA SURVEY  
• INDIVIDUAL AIRPLANE TRACKING PROGRAM  

 
TASK V FORCE MANAGEMENT  

• LOAD/ENVIRONMENT SPECTRA SURVEY  
• INDIVIDUAL AIRPLANE TRACKING DATA  
• INDIVIDUAL AIRPLANE MAINTENANCE TIMES  
• STRUCTURAL MAINTENANCE RECORDS  

  

Design Information. The first ASIP task consists of obtaining the information that allows the contractor to perform a 
preliminary design. For completion of this task to become a reality, it is necessary for the contractor and the contracting 
agency to work closely to define the critical parameters. The performance criteria of the aircraft must be rigorously 
defined by the contracting agency. The desired life of the structure, its operating envelope, the missions, desired aircraft 
configuration(s), and so forth must be so stated. 

ASIP Master Plan. Given this information, the contractor can develop the structural integrity plan. This master plan will 
be, in essence, a PERT or critical path method (CPM) chart for the entire life cycle of the aircraft. This includes the 
design and analysis phase, the test phase, the manufacturing phase, and the force-management phase. These charts include 
all requirements, specifications, design criteria, analyses, coupon and component tests, full scale tests--both ground 
testing (stress and fatigue/fracture) and flight testing, definition of inspection criteria, and individual aircraft tracking 
techniques. Long-lead-time items are identified, critical paths defined, and possible problem areas identified. Cost and 
schedule impacts for any of the items contained in the chart should be noted, and alternative paths are identified to 
minimize these problems. 

Structural Design Criteria. The second portion of this task is the identification of the structural design criteria. The 
contracting documents define these criteria. The contractor ensures that his interpretation and the contracting agency's 
definition agree in all matters. Subservient specifications are identified, and all problems concerning definitions and 
criteria should be resolved by issuance of this document. 

Damage Tolerance and Durability Control Plan. In this subtask, a damage tolerance and durability control plan is 
issued and the various fracture critical components are defined. In addition, the design criteria for each of these fracture 
critical components need to be identified. These include, but are not limited to, hole preparation, manufacturing 
inspection criteria and procedures, fail-safe design, inspectable and uninspectable structure. It is from these definitions 
that inspection intervals and methodology are determined. Also, this subtask involves the determination of the structure 
that is required to meet the durability requirements of the applicable specifications. This requirement addresses structure 
that is susceptible to fatigue loading and whose failure may be costly in terms of excessive maintenance or functional 
problems. The economic life of these components are defined, and must be no less than design service of the aircraft. 

The fracture control plan must include the basic experimental data that are used to analytically define the life of the parts, 
the issuance of a fracture control parts list, traceability of materials, identification on the drawings describing the part as 



fracture critical, special processing controls, quality control procedures, vendor certification, and so forth. The durability 
control plan is similar; however, the controls one must maintain on the various components are less stringent. 

Selection of Materials, Processes, and Joining Methods. The fourth portion of this task is the selection of the 
materials, the processing of the materials, and the methods used to join these materials. Trade-off studies are used in 
preliminary design before final selection of materials are made. The final choice of materials and their processing history 
is justified. The materials meet the design criteria as required by the contract. Joining the materials becomes increasingly 
important. Many failures occur where structures are joined together. This includes the use of fasteners, welding, brazing, 
diffusion bonding, and adhesive bonding. The inspectability, inherent residual stresses caused by the processing itself, 
environmental degradation, and other factors for these material joints must be discussed to ensure that the optimal choice 
is made, and that the requirements as set forth in the contract can be met. 

Design Service Life and Usage. The final part of defining design information in task I of ASIP is the design service 
life and design usage portion. The data, in the case of ASIP,U.S. Air Force, are the anticipated usages that the contractor 
needs to know to determine the life of the designed structure. It is also known that initial usage data may not be 
sufficiently severe, and that measured usage later in the program can establish whether provided data are not severe 
enough. 

Design Analyses and Development Tests (Task II). The purpose of this ASIP task is to determine the environment 
in which the aircraft will operate and then design the various structural components to withstand the loads and stresses for 
the design life for each of the components. As stated in the various specifications, it is unnecessary for every component 
to be designed with a life equal to that of the system. It is important that the life of every component be known and that 
each component be inspectable as its design life require. The types of analysis that are required are described below. 

Design Allowables for Materials and Joints. For the material and joint allowables, ASIP requires the contractor to 
use the data available in the various handbooks. These handbooks include MIL-HDBK-5 (Ref 46), MIL-HDBK-017 (Ref 
47), MIL-HDBK-23 (Ref 48), and MCIC-HDBK-01 (Ref 49). Other data can be procured from other sources or generated 
by the contractor; however, they must be approved by the contracting agency. 

Load Analysis. An analysis of loading must be conducted by the contractor and must be accomplished in accordance 
with the appropriate specification. Both the static and dynamic loads that the aircraft and aircraft component will 
encounter must be described. In this instance, a load analysis implies utilizing the external aircraft parameters such as roll, 
roll rate, roll acceleration, yaw, yaw rate, yaw acceleration, airspeed, weight and weight distribution, vertical and 
horizontal acceleration (nz and ny), and so forth, and obtaining from these parameters the shear and bending moment on 
different locations of the airframe. Loads for all flight and landing conditions must be obtained, and these include air 
loads, ground loads, weapon effect loads, and so forth. In addition, the analysis should include the effects of temperature, 
frequency, chemical environment, dynamic response of the structure, and so forth. 

Design Load Spectra. An anticipated service-load spectrum must be defined for design purposes in conjunction with 
the specification that best defines the anticipated use of the system. This is an anticipated load-time distribution that can 
be expected over the service life of the aircraft. A difficulty inherent in new systems is that the actual use has not been 
determined. All that exist are service load spectra for aircraft that have flown in roles similar to that which is presently 
being designed and built. The load spectrum must take into account maneuver, gust, landing, taxi and take-off loads, and 
must consist of flight-by-flight type loading. A spectrum with a small and discrete number of loads that is ordered from 
low to high (or high to low) with a number of cycles in each of these "blocks" is generally not allowed. A random flight 
by flight spectrum is generally desirable. 

The chemical/thermal environment spectrum that is assumed for design must also be taken into account. Again the 
appropriate specification that presents these data for similarly used aircraft must be utilized. Parameters of interest include 
environment, waveform, and frequency. 

Structural Analysis. The next eight subtasks in this task discuss the various types of analyses that are required to 
structurally design a viable aircraft. These analyses are used in conjunction with the load analysis discussed above. These 
analyses include stress analysis, damage tolerance analysis, durability analysis, sonic fatigue analysis, vibration analysis, 
flutter analysis, nuclear weapons effect analysis, and non-nuclear weapons effect analysis. 

The stress analysis that is to be conducted must be in agreement with the details of the contract requirements, and the non-
nuclear weapons effects analysis must follow the guidelines of the design handbook. All the other analyses must be 



conducted in concert with the U.S. Air Force specification that describes that particular analysis. Some of these 
specifications are very detailed in nature, while others are more generic. For example, one may discuss the methodology 
and procedure for a particular analysis, and another may discuss only the initial conditions that must be addressed and an 
array of various design concepts that may be used for particular components. 

An important part of these subtasks is the interrelationships they have with the testing portions of this effort. For example, 
there is a requirement for a full-scale fatigue test, durability test, and damage tolerance test.Which ultimate load 
conditions to be tested, the load distribution desired, and how to obtain this distribution must be determined as the result 
of the stress analysis. A similar type of analysis needs to be conducted for the durability and damage tolerance test article. 
In this instance, there is a description of the loading spectrum, where to inspect for flaws during the durability test phase, 
and where to place the flaws during the damage tolerant test phase. 

Design Development Tests. The last step in task II of ASIP is the testing of decisions or results from the design and 
development process. This step may be:  

• TESTS REQUIRED TO OBTAIN THE MATERIAL DATA  
• COUPON AND COMPONENT TESTS TO ENSURE THAT THE STRESSES AND THE FATIGUE 

AND FRACTURE CHARACTERISTICS ARE KNOWN  
• TESTS TO ALLOW AN INDEPENDENT VERIFICATION FOR BOTH THE STRESSES AND THE 

FATIGUE AND FRACTURE BEHAVIOR OF THE MATERIAL  
• TESTS TO GET MATERIAL ALLOWABLES FOR JOINTS, SPLICES, FITTINGS, AND SO 

FORTH  

The size of the tests ranges from coupons to large full-scale components. A complete set of plans for these tests must be 
prepared showing the purpose, scope, scheduling, correlation with analyses, impact with design, possible trade-off of 
designs, and so forth. In addition, these plans must be approved by the U.S. Air Force. 

Full-Scale Testing (Task III). The purpose of this task is to ensure the "structural adequacy " of the completed 
airframe. This is accomplished by ground testing and flight testing. It is important to determine the structural adequacy as 
early as possible in the contract. For this reason, these tests are conducted on the first production article that is released. 
The tests that are conducted in task III are identical to those that are analyzed in the previous task. These are the ground 
test articles that include the static test article and a damage tolerant and durability test article. The flight test articles 
include those from which external load analyses may be obtained, and sonic, vibration, and flutter tests. 

Ground Tests. The static test again will comply with the specification that has been written to describe this test task. The 
contractor must submit a plan that will fully describe this test, and this test plan must be approved by the U.S. Air 
Force.This includes plans, procedures, and schedules. The significant design limit and ultimate design conditions will be 
tested to allow a thorough evaluation of the airframe. Special environmental factors such as heat and chemical 
environment must be included as appropriate. The scheduling of this test must be accomplished so as not to impact the 
schedule for the later flight tests. 

The durability and damage tolerance test requires a second airframe (the first airframe being used for the static test). 
These tests are run consecutively with the durability test being conducted first. Both of these tests will be conducted in 
accordance with the appropriate specifications. The contractor must prepare a test procedure, plans, and test schedule that 
must be approved by the U.S. Air Force prior to the start of any testing. It is incumbent that the test spectrum be a random 
flight-by-flight spectrum and that all durability critical locations be tested. One of the purposes of this test is to determine 
any additional areas that have not previously been identified as critical. Also, as a result of this test, inspection intervals 
and modification times for critical structure may be obtained. Therefore, realistic loads and loading geometry are 
absolutely essential. 

As mentioned previously, the article selected for the durability test should be an early airframe, but as representative of 
actual production design and manufacturing techniques as possible. One lifetime of testing including an inspection of 
selected components, if necessary, should be completed on this article prior to release of the production contract by the 
U.S. Air Force. A second lifetime of testing and inspection should be completed prior to delivery of the first production 
aircraft. If the airframe being tested does not complete two lifetimes without unacceptable cracking, a complete 
evaluation of the durability design may be required. If this be the case, the original production schedule would be altered. 



This decision would be made at the appropriate time. The contractor may, at the discretion of the U.S. Air Force, continue 
the test for an additional two lifetimes. This would allow for possible life extension of the airframe. The contractor must 
prepare a cost and schedule that would allow for this possibility. 

Subsequent to the durability test, damage tolerance testing would be initiated on the same article. In addition, full-scale 
test components may be used for additional selected tests. Again, the test plan, procedures, and schedules are required to 
be approved by the U.S. Air Force prior to testing. Flaws of known characteristics would be physically introduced into the 
structure prior to testing. The flaw growth behavior would be monitored to ensure that the predictions from earlier 
analyses and testing are correct. 

Flight Tests. The primary purpose of the flight and ground operations tests is to ensure that the external load analysis 
results are in agreement with the measured results.This aircraft will be heavily instrumented and flown in certain mission 
and flight conditions to compare the results of the analyses with the tests. The ground operations test is primarily a 
vibration test whose purpose is to verify mass, stiffness, and damping characteristics that would be used in the flutter 
analysis. The flutter test determines whether the aircraft is free from aeroelastic instabilities (flutter) and has acceptable 
damping in the area encompassed by the flight envelope. 

If any problem is uncovered in these tests, the contractor has to determine the cause, corrective actions, fleet impact, and 
cost to fix the problem. All problems and fixes along with their schedule and cost impact and fleet consequence have to 
be submitted to the U.S. Air Force for approval. 

Force Management Data Package (Task IV). After the aircraft is developed and manufactured, it must be 
maintained. Again, the maintenance of these aircraft is the responsibility of the U.S. Air Force Matériel Command. To 
ensure appropriate maintnenance actions are conducted, it is important that additional information be developed. It is in 
task IV that such information is determined. That information consists of five primary items: the final analyses (load 
analyses, stress analyses, damage tolerance, and durability analyses, etc.), a strength summary of the airframe, a force 
structural maintenance plan, a load/environment stress survey, and an individual aircraft tracking program.Each of these 
items is discussed below. 

After the various tests are completed, for example, the full scale static test article or the load environment/spectra survey, 
it may be seen that a discrepancy exists between the stresses determined from the test at certain locations on the aircraft 
and those obtained from analysis. An investigation is required to determine wherein the inconsistency lies. If the analysis 
requires a reevaluation, then the equations must be appropriately modified. After the modification occurs, the changes 
must be approved by the U.S. Air Force. It is this final analysis that would be used by The Air Material Command to 
determine repairs, modifications, and inspection intervals. 

In addition to the final analyses, a strength summary is submitted to the U.S.Air Force. This summary is to be written in a 
manner that would consolidate the many volumes of data that exist on the particular airframe and allow the user to 
quickly ascertain the areas that require remedial action if an unforeseen event occurs. It is this type of information that 
would be made readily available to the user through this document. 

The third portion of this task, the force structural maintenance plan, is written to inform the user and the maintenance 
organization of the inspection and modification requirements for the airframe and its estimated economic life.The 
information in this plan should be as complete as possible so that the U.S.Air Force can rely on this document for 
determining long-term costs for the airframe. The initial release of this plan will be based on the design and analysis 
portions of the program. As more data are obtained from the testing, especially the load and durability portions of the 
program, the plan would be updated as appropriate. The U.S. Air Force assumes that there would be both an initial and a 
final plan written into the statement of work for the program, and any additional updates would require a separate 
negotiation. The contents of this plan, its organization, and structure must be approved by the U.S. Air Force. 

The next portion, the load/environment spectra survey, is the largest and most extensive portion of this task. In this 
subtask, the subcontractor is required to instrument 10 to 20% of the fleet for three years or one design lifetime to 
determine how the aircraft is actually being flown. This is for later comparison with the assumed spectrum used during 
design. The parameters that must be recorded include weight, airspeed, altitude, various rates, and accelerations such as 
pitch, roll, and yaw, "g" levels, and so forth. These data must be collected, synthesized, and analyzed in a manner that 
allows the maintenance organization to determine the inspection intervals for the various fracture critical parts and to 
ascertain the economic life vis-à-vis the actual aircraft usage. The contractor has to define the number of aircraft to be 
instrumented, the instrumentation used, the parameters collected, the algorithms, and so forth. Finally, the actual usage 



spectra for the aircraft need to be defined using the collected data as a baseline. From these newly developed spectra, 
algorithms would be developed that allow the user to utilize these data to determine safety limits and inspection intervals 
for the aircraft. This entire package of requirements needs to be proposed, using the appropriate U.S. Air Force and 
government standards, as required, and submitted to the U.S. Air Force for approval. 

The last portion of this task is the individual aircraft tracking. This subtask is actually the report aspect of the previous 
subtask. It is known that various components will need inspections or replacement at different times. In addition, some 
aircraft will be flown more severely than others. As a result, scheduling of maintenance actions needs to be addressed. It 
is in this subtask that this will be accomplished. 

Force management (task V) addresses the required operations that the U.S. Air Force must perform to ensure safety 
and operational readiness of the individual aircraft and the fleet of aircraft. The U.S. Air Force will rely heavily on the 
documents and methods previously produced by the contractor to accomplish these operations. There are four parts to this 
task. Two of these, the load/environment spectra survey and individual airplane tracking data, are identical to those in task 
IV. The primary difference is that it will be the responsibility of the U.S. Air Force to accomplish them, that is, to obtain 
the equipment and train personnel both to use the equipment and to obtain valid data from the equipment. The usage of 
that data and the training of Air Force personnel are paramount. 

The final two sections of task V, individual aircraft maintenance times and structural maintenance records, are self-
explanatory. They simply say that the U.S. Air Force will determine the inspection intervals and adhere to them, and 
documentation regarding them is required. 
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Engine Structural Integrity Program (ENSIP) 

The Engine Structural Integrity Program (ENSIP) (Ref 50) began in the 1970s as a result of a number of structural 
problems that were occurring on U.S. Air Force turbine engines. These problems not only affected the safety of the 
aircraft, but also the durability of the engine itself. The cost of maintaining and modifying the engines was escalating at 
an alarming rate. Both of these sets of problems manifested themselves in fleet readiness. The purpose of ENSIP was to 
design a procedure that would systematically evaluate the structural integrity of a turbine engine with respect to safety, 
economic life, and total life-cycle cost. Many papers were written by U.S. Air Force personnel discussing ENSIP. A paper 
written by Tiffany and Cowie (Ref 51) discusses ENSIP in more detail. 

Engine structural integrity is accomplished by ensuring structural safety through the use of damage tolerance design. By 
using the principles of fracture mechanics, the crack propagation rate can be determined, and periodic inspection ensures 
safe operation. The components of the engine itself, dependent on the aircraft role and the selected component, have a 
particular life. The durability requirement of ENSIP dictates that the economic life of each cold component be greater 
than the design service life. To ensure that the engine can be maintained throughout its service life, ENSIP insists that 



new and old parts be interchangeable. In addition, the inspectability and repairability of the various parts must be defined. 
The environment to which the components are exposed must be defined. This would include thermal (steady-state and 
transient), pressure, chemical, steady-state and dynamic stresses, and so forth). Because of the unusually harsh 
environment to which the engine components are exposed, the contractor must prepare a material and process 
characterization plan that is valid throughout engine development. To ensure that the engine meets its durability criteria, 
ground tests on a completed engine must be performed. Maintenance actions, when required, must be accomplished. 
Finally, a policy instituting usage and tracking criteria must be formulated. 

As discussed above in ASIP, there are five major tasks associated with ENSIP. Each of these tasks is divided into several 
subtasks. The major tasks, described in detail in Table 3, are as follows:  

• TASK I: DESIGN INFORMATION  
• TASK II: DESIGN ANALYSIS, COMPONENT AND MATERIAL CHARACTERIZATION  
• TASK III: COMPONENT AND CORE ENGINE TESTS  
• TASK IV: GROUND AND FLIGHT ENGINE TESTS  
• TASK V: PRODUCTION QUALITY CONTROL AND ENGINE LIFE MANAGEMENT  

TABLE 3 ENGINE STRUCTURAL INTEGRITY PROGRAM TASKS 

TASK I: DESIGN INFORMATION  

• DEVELOPMENT PLANS  

O ENSIP MASTER PLAN  
O DURABILITY AND DAMAGE TOLERANCE CONTROL PLANS  
O MATERIAL PROCESS CHARACTERIZATION PLAN  
O CORROSION PREVENTION AND CONTROL  
O INSPECTION AND DIAGNOSTICS PLAN  

• OPERATIONAL REQUIREMENTS  

O DESIGN SERVICE LIFE AND DESIGN USAGE  
O DESIGN CRITERIA  

  
TASK II: DESIGN ANALYSIS MATERIAL CHARACTERIZATION AND DEVELOPMENT TESTS 

• DESIGN DUTY CYCLE  
• MATERIAL CHARACTERIZATION  
• DESIGN DEVELOPMENT TESTS  
• ANALYSES  

O SENSITIVITY  
O CRITICAL PARTS LIST  
O THERMAL  
O STRENGTH  
O CONTAINMENT  
O VIBRATION/FLUTTER  
O STRESS/ENVIRONMENT SPECTRA  
O DURABILITY  
O DAMAGE TOLERANCE  



O CREEP  

• INSTALLED ENGINE INSPECTABILITY  
• MANUFACTURING, PROCESS, AND QUALITY CONTROLS  

O VSR  
O NDI DEMONSTRATION  

  
TASK III: COMPONENT AND CORE ENGINE TESTS  

• COMPONENT TESTS  

O STRENGTH  
O VIBRATION  
O DURABILITY  
O DAMAGE TOLERANCE  
O CONTAINMENT  

• CORE ENGINE TESTS  

O THERMAL SURVEY  
O VIBRATION STRAIN AND FLUTTER BOUNDARY SURVEY  

  
TASK IV: GROUND AND FLIGHT ENGINE TESTS  

• GROUND ENGINE TESTS  

O THERMAL SURVEY  
O GROUND VIBRATION STRAIN AND FLUTTER BOUNDARY  
O UNBALANCED ROTOR VIBRATION  
O STRENGTH  
O IMPEDANCE  
O CLEARANCE  
O CONTAINMENT  
O INGESTION  
O ACCELERATED MISSION TESTS (AMT)  
O DAMAGE TOLERANCE  

• FLIGHT ENGINE TEST  

O FAN STRAIN SURVEY  
O NACELLE TEMPERATURE SURVEY  
O INSTALLED VIBRATION  
O DETERIORATION  

  
TASK V: ENGINE LIFE MANAGEMENT  

• UPDATED ANALYSES  



• ENGINE STRUCTURAL MAINTENANCE PLAN  
• OPERATIONAL USAGE SURVEY  
• INDIVIDUAL ENGINE TRACKING  
• DURABILITY AND DAMAGE TOLERANCE CONTROL ACTIONS (PRODUCTION)  

  

Rather than discuss the intricacies of the specification, it would be beneficial to demonstrate the specific specification 
requirements for selected areas. The particular functional areas to be discussed are damage tolerance, durability, 
maintainability, material characterization, environmental definition, ground test methods, and tracking philosophy. 

Damage Tolerance. According to the specification, damage tolerance criteria must be used on fracture critical parts. A 
fracture critical part is defined as one "whose failure would result in probable loss of the aircraft as a result of 
noncontainment or, for single engine aircraft, power loss preventing sustained flight either due to direct part failure or by 
causing other progressive part failures" (Ref 52). 

The specification emphasizes component inspectability. The more inspectable the component, the more often it may be 
inspected and the shorter the inspection interval will be. The worst case would be a particular component that may be 
inspected only during engine teardown in the depot. The initial flaw size would be large (the maximum nondetectable 
flaw size), and the inspection interval would be long (two depot inspection intervals). In those cases where the inspection 
interval is long, the crack may grow substantially. As a result, adherence to design detail to minimize stress 
concentrations factors and appropriate material selection is paramount. 

Durability Requirements. The durability of a particular component is closely tied to its economic life. For cold parts, 
the primary failure mode is structural cracking. To protect against incipient damage, fracture mechanics methods are used. 
But to prevent generalized cracking prior to the component attaining its design life, low-cycle fatigue (LCF) methods are 
generally used. The use of LCF in design and analysis, in conjunction with appropriate material selection and 
substantiation tests, is the method required to ensure that generalized cracking does not occur during the component 
design life. The LCF design life is usually equal to the design life of the component based on minimum material 
properties. For hot parts (those parts in the hot gas stream), the primary failure mode becomes more complicated. The 
durability of the component is adversely affected by stress rupture and erosion in addition to LCF. The minimum design 
life for hot parts is one-half the design service life for cold parts. 

The durability of the engine and its components is usually obtained by test. Similar to that discussed previously for ASIP, 
a full-scale test of the production article is desired. A usage history of the engine is determined. The test can be 
accelerated by omitting many of the times at cruise and stress cycles that would cause no damage. The resultant 
accelerated mission test (AMT) is equivalent to a lifetime of usage but can be accomplished in a reasonable time. The test 
article is heavily instrumented and monitored closely, and changes that would either improve mission performance or 
enhance life are instituted into the design. The economic life of the engine is attained when the cost of repairing the article 
is unacceptable and continued usage of the unrepaired article impairs its operational capability. 

Design, Analysis, and Test Procedures. As engine development is an evolutionary process, the manufacturer will 
continue to use those methods and materials that provide structurally durable and reliable engines. Because the engine 
will have unique requirements, additional studies will be required to ensure that the fully designed engine has been 
optimized for its particular role. The basis for this optimization study is definition of the combination of the power setting 
and times this engine will experience in its particular role. This anticipated usage, the engine duty cycle, is formulated by 
the contractor and approved by the U.S. Air Force. This duty cycle is ultimately used to provide confidence that the 
engine design and structure meet the mission requirements and desired economic life requirements of the U.S. Air Force. 

The material allowables that are used by the contractor must be verified experimentally. Sufficient data are obtained to 
allow a statistical substantiation of the material properties. The allowables themselves that are used in design will be -3  
data. The processing of the material must be accomplished from full-size heats that are subsequently machined into test 
components and specimens. Allowable stress levels, crack growth behavior, inspection capability, and so forth all need to 
be verified by tests. 

A set of tests must be accomplished on the core engine. It is through these tests that thermal and vibration data can be 
obtained. Other tests will be accomplished in spin pits and on test rigs to gather information that allows the manufacturer 
to ensure that the desired structural integrity is obtained. Low-cycle fatigue tests and damage tolerance testing may be 
accomplished on the same components. First these components are tested without flaws, and then flaws are induced and 



the components tested to another lifetime. One result of all these tests is a list of critical parts, failure modes, and failure 
times. Inspection techniques will be enhanced as a result of the knowledge obtained from accomplishment of this test 
program. 

Ground and Test Flight Verification. A significant inclusion in the ENSIP requirements is the need to perform ground 
testing on the production design. The AMT testing gives important information regarding the LCF characteristics of the 
engine, including the location of previously unknown problems, as well as the damage tolerance behavior of a production 
engine. Furthermore, as the AMT engine is essentially a "lead-the-force" engine in terms of time, structural and 
performance behavior can be monitored and information regarding actual engine behavior can be accurately determined. 

It is important to schedule the ground testing early enough in the program to allow both the contractor and the U.S. Air 
Force to determine if the engine meets its performance and structural requirements. As a result, it is necessary for one 
lifetime of AMT testing to be completed before production approval. AMT testing is also required on a second engine, 
identical to production, and a third lifetime of testing is necessary using an updated AMT usage history. It is assumed that 
flight data will then be available for inclusion in the derivation of the test spectrum. Other information that may be 
obtained from these ground test engines is determination of methods and procedures for inspection that can be used in the 
field. 

Prior to flight test, it is necessary to obtain data that ensure anomalous damage does not occur due to excessive 
temperature or overspeeding of the engine. Knowing the results of this test plus the results of resonant searches over the 
entire flight regime then allows the contractor to place the engine in an aircraft for flight test. Instrumentation is placed in 
the flight engine, the aircraft is flown to several "points in the sky," and data are collected. The data are evaluated and 
compared with ground test data and analysis. Correlations are made, and techniques are optimized to ensure proper 
prediction of engine behavior. 

With these data and the improved analyses, all locations on the engine that indicated a problem in test or performance will 
be critically examined. An understanding of all structural problems regarding crack initiation and failure mode will be 
determined. The result of these studies will culminate in a plan that will reduce the occurrences of these undesirable 
events. One aspect of this plan can be feedback to production and design to reduce or eliminate the cause of this cracking. 

Engine Life Management. The purpose of engine life management is to determine where each engine is in its particular 
life history and to perform the required maintenance work in a timely fashion. To perform the first function, an engine 
tracking program is required. Engine tracking requires the use of instrumentation on the aircraft to provide knowledge of 
critical parameters that determine the life of an engine to the maintenance organization. This could include flight hours, 
rotor speeds, temperatures, take-offs, and so forth. Software programs must be available to take this information from 
individual engines and process it quickly and succinctly. Additionally, maintenance organizations must be trained in the 
necessary skills to disassemble, inspect, replace, and repair the various components. After the engine is repaired, testing 
must be accomplished to ensure proper operation. This portion of the effort is the primary responsibility of the U.S. Air 
Force. However, the information obtained as a result of ENSIP allows this task to occur. 
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Mechanical Subsystems Structural Integrity Program (MECSIP) 

The Mechanical Subsystems Structural Integrity Program (MECSIP) (Ref 52) is a program that was initiated by the U.S. 
Air Force in the late 1980s to expand the integrity process that had been started with ASIP and ENSIP to mechanical 
subsystems and equipment. The methodology and the approach to MECSIP is similar to the earlier programs. MECSIP 
was developed to fill a need to have an organized approach with the discipline of the earlier programs to ensure safety, 
reliability, and durability in mechanical subsystems. The typical subsystems that MECSIP would be used to evaluate 
include landing gear, crew escape modules, flight control equipment, hydraulic equipment, engine controls and 
accessories, and so forth. The equipment itself could consist of pumps, valves, actuators, fittings, tubings, and pressure 
vessels. Because of the breadth of components and systems to which MECSIP is applicable, the specification is broadly 
written, yet the particular program can be tailored to fit an individual system. The tailoring of the specification to fit the 
particular system is one of the first tasks in MECSIP. 

A significant difference between MECSIP and ASIP/ENSIP is the customer. The contractors who develop the system 
using ASIP/ENSIP have the U.S. Air Force as their customer. The contractor who utilizes MECSIP generally has as the 
customer the airframe or engine manufacturer. If the manufacturer is designing and producing a gear pump, the contract is 
with the engine manufacturer. If the manufacturer is designing and producing landing gear, the customer is the airframe 
manufacturer. It is these contractors who supply the data needed for design to the mechanical subsystems and equipment 
manufacturer. 

Similar to ASIP and ENSIP, there are six major tasks in MECSIP, each containing several subtasks. These are described 
in detail in Table 4 and are listed below:  

• TASK I: PRELIMINARY PLANNING AND EVALUATION  
• TASK II: DESIGN INFORMATION  
• TASK III: DESIGN ANALYSES AND DEVELOPMENT TESTS  
• TASK IV: COMPONENT DEVELOPMENT AND SYSTEM FUNCTIONAL TESTS  
• TASK V: INTEGRITY MANAGEMENT DATA PACKAGE  
• TASK VI: INTEGRITY MANAGEMENT  

TABLE 4 MECHANICAL EQUIPMENT AND SUBSYSTEMS PROGRAM TASKS 

TASK I: PRELIMINARY PLANNING AND EVALUATION  

• PROGRAM STRATEGY  
• TRADE STUDIES  
• DEVELOPMENT AND REFINEMENT OF REQUIREMENTS  
• PRELIMINARY INTEGRITY ANALYSIS  

 
TASK II: DESIGN INFORMATION  

• MECSIP MASTER PLAN  
• DESIGN CRITERIA  
• DESIGN SERVICE LIFE/DESIGN USAGE  
• CRITICAL PARTS ANALYSES AND CLASS  
• M & P SELECTION/CHARACTERIZATION  
• PRODUCT INTEGRITY CONTROL PLAN  



• CORROSION PREVENTION AND CONTROL  
 
TASK III: DESIGN ANALYSES AND DEVELOPMENT TESTS  

• LOAD ANALYSES  
• DESIGN STRESS ENVIRONMENT/SPECTRA DEVELOPMENT  
• PERFORMANCE AND FUNCTIONAL SIZING ANALYSIS  
• THERMAL/ENVIRONMENT ANALYSIS  
• STRESS/STRENGTH ANALYSIS  
• DURABILITY ANALYSIS  
• DAMAGE TOLERANCE ANALYSIS  
• VIBRATION/DYNAMICS/ACOUSTICS ANALYSIS  

 
TASK IV: COMPONENT DEVELOPMENT AND SYSTEM FUNCTIONAL TESTS 

• FUNCTIONAL TESTS  
• STRENGTH TESTING  
• DURABILITY TESTING  
• VIBRATION DYNAMICS/ACOUSTIC TESTING  
• DAMAGE TOLERANCE TESTING  
• THERMAL AND ENVIRONMENT SURVEY  
• MAINTAINABILITY/REPAIRABILITY DEMONSTRATION  
• EVALUATION AND INTERPRETATION  
• INTEGRATED TEST PLAN  

 
TASK V: INTEGRITY MANAGEMENT DATA PACKAGE  

• FINAL ANALYSES  
• MAINTENANCE PLANNING AND TASK DEVELOPMENT  
• INDIVIDUAL SYSTEMS TRACKING  

 
TASK VI: INTEGRITY MANAGEMENT  

• OPERATIONAL USAGE SURVEY  
• MAINTENANCE RECORDS SERVICE REPORTING  
• INDIVIDUAL SUBSYSTEM MAINTENANCE TIMES  

  

Analyses Required. One of the first needs of the contractor is to understand his subsystem and equipment and the 
interrelationship between his mechanical equipment and/or subsystem and the aircraft in which it will be installed. The 
subsystem manufacturer must be given information regarding the requirements levied on his equipment or subsystem by 
the system(s) they service. An important aspect of this is to understand the failure modes of his system and the effects the 
failure of his system would have on the operation and performance of the aircraft itself. 

After this information is known, and the requirements for the aircraft become solidified, the equipment and subsystems 
manufacturer can refine his requirements. Trade studies regarding materials and processes as well as approaches to 
solving particular needs will have been accomplished. The design of the product may then begin with the contractor 
performing life and performance goals. 

The next step is to gather the necessary design information. This task relates to the manufacturer determining the needs of 
the system and then tailoring his subsystem to fill those needs. To accomplish this, there are several subtasks that should 
be completed. One of the most important is the MECSIP Master Plan. This plan formalizes the different steps the 



manufacturer must accomplish during this program. This is a living document throughout the program and is updated as 
frequently as necessary. 

The design criteria for the system must be defined. The specific requirements for the subsystem, as determined by the 
airframe or engine manufacturer, are translated into design requirements. Materials, processes, geometries, operating 
environment, life requirements, planned maintenance actions, weight, performance, and so forth are determined. The next 
step would be the classification of parts. Some of the components of the particular subsystem, if they fail, could adversely 
impact the mission. Other parts may adversely impact the longevity of the system, that is, cause a durability problem. 
Special considerations must be determined to ensure complete knowledge of the realistic life behavior, and the 
ramification of failure must be understood. Fracture of gears on a fuel pump can cause immediate system failure, while 
transistor life as a function of time at temperature is predictable. A failure effects and modes analysis (FEMA) improves 
the completeness of these plans and increases the utility of the particular analyses. 

After the design has been finalized, the various analyses that are required for ASIP and ENSIP are required for MECSIP 
as well (see Table 4). It should be noted that all aspects of the plans are not applicable to each particular component. For 
solder connections, material selection may be well defined, whereas for joints vibration analyses may be more significant. 

Testing Required. The testing that is required demonstrates the accuracy of the analyses and the life and inspection 
capabilities of the components. Additionally, nondestructive evaluation methodology is demonstrated in this phase of the 
program. Again the types of tests required are predicated on the components and/or subsystem, their utility, and their 
failure mode. Because the testing required is extensive, the plans regarding the test design, the test duration, fixtures, and 
life requirements should be accomplished early in the program to ensure one lifetime of testing prior to production go-
ahead. As in the case of ASIP and ENSIP, production articles and/or methods should be used as much as possible. 
Because these components depend on their location in the engine or airframe, special environmental factors such as 
temperature, acoustical fatigue, vibration, and chemical environment, can play important roles. These conditions must be 
properly accommodated during testing. 

Life Management. The function of life management again falls to the U.S. Air Force. However, the contractor needs to 
prepare plans regarding inspection locations, inspection intervals, inspection techniques, and so forth. The U.S. Air Force 
personnel has to know the particular usage spectrum for which these inspections were designed. The software the 
manufacturer used to develop these inspection intervals should be part of the data package the U.S. Air Force receives. If 
changes need to be made as a result of in-flight tracking, the U.S. Air Force must have the capability of performing these 
analyses. In short, life management is a U.S. Air Force action item based on the completeness and accuracy of the tasks 
performed by the contractor. 
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Introduction 

THE USE OF FRACTURE MECHANICS in the design of steel structures has been a growing discipline over the past 30 
years. Steel structures can cover a diverse number of markets, such as construction of bridges and buildings, pressure 
vessels, construction and mining equipment, and offshore platforms and ships. Both carbon, high-strength low-alloy 
(HSLA) and alloy steels are used in these applications. Although some of the end users of these structures have their own 
steel specifications, the vast majority rely on ASTM specifications, particularly for the basic strength properties and 
chemical composition. An end user who does have a steel specification often bases it on an ASTM grade with some 
modification. 

Within the ASTM structural and pressure vessel specifications, there are close to 1000 that might be specified. In reality, 
only a few dozen are actually applied in the industry. A specification is chosen for an application based on the design 
stresses, which dictate the strength and thickness of the product; the temperature and environment of the application; 
weldability concerns during fabrication; and of course cost. However, beyond specifying the ASTM grade for an 
application, often other variables must be considered, particularly when "generic" fracture mechanics properties are 
applied in the design of the structure. Furthermore, more basic properties such as Charpy V-notch (CVN) impact can 
often provide some general indication of how these variables affect a key fracture mechanics parameter. 
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Fracture Toughness 

Materials and Testing. Steels used in structural applications can cover a wide variety of chemistries, processing 
characteristics, and thicknesses. These all can have a significant effect on the fracture mechanics properties. Table 1 lists 
several popular steel grades for which fracture mechanics data are presented in this article. These grades include low-
strength carbon steels and higher-strength alloy steels. 

 

 

 



TABLE 1 POPULAR PLATE STEELS USED IN STRUCTURAL APPLICATIONS 

YIELD 
STRENGTH, 
MIN(B)  

ASTM STEEL 
SPECIFICATION  

TYPE(A)  

MPA  KSI  

HEAT 
TREATMENT(C)  

MICROSTRUCTURE(D)  

A516 GRADE 70  CARBON, C-
MN  

262  38  N+  F-P  

A588 GRADE A  HSLA, CU-
CR-V  

345  50  N+  F-P  

A633 GRADE C  HSLA, C-MN-
CB  

345  50  N  F-P  

A808  HSLA, C-MN-
CB  

345  50  CR  F-P  

A514 GRADE F  ALLOY, NI-
CR-MO-B  

690  100  Q&T  M  

A533 GRADE B 
CLASS 1  

ALLOY, MN-
MO-NI  

345  50  Q&T  B  

A710 GRADE A 
CLASS 3  

ALLOY, CU-
NI  

517  75  Q&T  F-P, B, M  
 
(A) HSLA: HIGH STRENGTH, LOW ALLOY. 
(B) SPECIFICATION MINIMUM. LOWER MINIMUMS MAY BE APPLICABLE FOR THICKER 

PLATES. 
(C) N, NORMALIZED; N+, NORMALIZED, BUT MAY BE PRODUCED AS-ROLLED; CR, CONTROL 

ROLLED; Q&T, QUENCHED AND TEMPERED. 
(D) MOST TYPICAL MICROSTRUCTURE: F-P, FERRITE-PEARLITE; M, MARTENSITIC; B, 

BAINITIC  

Test methods for characterizing the fracture mechanics properties of steels have been in development for over 30 years. 
Prior to the widespread use of fracture mechanics, traditional toughness tests such as the CVN were widely used to 
characterize steels and establish guidelines for their fitness for service. Many of these approaches are still widely used 
today. In fact, today the CVN test is the most widely used quality control test for evaluating steel toughness. Therefore, it 
is important to consider the new fracture test methods in comparison to the traditional ones, such as the CVN. Table 2 
lists the popular traditional and newly developed fracture tests in use today. Comparisons between the traditional 
methods, such as dynamic tear (DT) testing and drop-weight testing (to determine the nil-ductility transition temperature) 
are useful. This is shown schematically in Fig. 1. Because the DT test specimen is larger and has a sharper notch than the 
CVN specimen, it tends to shift the transition curve to higher temperatures. In fact, it has been shown that the lower knee 
of the DT transition curve comes at the nil-ductility transition temperature determined by the drop-weight test. 

TABLE 2 ASTM TESTING SPECIFICATION USED IN FRACTURE TESTING 

ASTM  STANDARD TEST METHODS FOR:  COMMON 
NAME  

E 23  NOTCHED BAR IMPACT TESTING OF METALLIC MATERIALS  CVN  
E 604  DYNAMIC TEAR TESTING OF METALLIC MATERIALS  DT  
E 208  CONDUCTING DROP-WEIGHT TEST TO DETERMINE NIL-DUCTILITY 

TRANSITION TEMPERATURE OF FERRITIC STEELS  
NDT  

E399  PLANE-STRAIN FRACTURE TOUGHNESS OF METALLIC MATERIALS  KIC  
E813  JIC, A MEASURE OF FRACTURE TOUGHNESS  JIC  
E 1152  DETERMINING J-R CURVES  . . .  



E 1290  CRACK-TIP OPENING DISPLACEMENT (CTOD) FRACTURE TOUGHNESS 
MEASUREMENT  

CTOD  

E 647  MEASUREMENT OF FATIGUE CRACK GROWTH RATES  DA/DN - 
K   

 

FIG. 1 COMPARISON OF ABSORBED ENERGY AND FRACTURE APPEARANCE FOR CHARPY V-NOTCH (CVN) AND 
DYNAMIC TEAR (DT) TESTING OF AN A533B STEEL. METT, MID-ENERGY TRANSITION TEMPERATURE; FATT, 
50% FRACTURE APPEARANCE TRANSITION TEMPERATURE; NDT, NIL-DUCTILITY TRANSITION 

Steel toughness depends on several metallurgical and fabrication factors, such as whether the steel is rolled, control 
rolled, normalized, or hardened and tempered. These basic factors are extensively discussed in the literature, along with 
the important issue of steel cleanliness, particularly as measured by sulfur level (Ref 1). Today structural steel grades can 
be obtained with sulfur levels limited to as low as 0.001% or as high as 0.040%. Historically, it has been established that 
"low"-sulfur steels have 0.010% maximum sulfur or better and have inclusion shape control, most popularly obtained by 
calcium treatment. Low-sulfur steels have fewer nonmetallic inclusions, and calcium treatment further gives inclusion 
shape control. The influence of sulfur control is very dramatic in its effect on toughness, particularly on the upper shelf, as 
shown in Fig. 2. Sulfur levels also affect the change in toughness level with different testing orientations, which are 
commonly designated per ASTM E 389 as LT (longitudinal), TL (transverse), and SL (short transverse, through-
thickness). 



 

FIG. 2 THE EFFECT OF PROCESSING OF TWO 102 MM (4 IN.) A633C PLATE STEELS ON THE FULL CHARPY V-
NOTCH (CVN) TRANSITION CURVE IN THE THREE MAJOR TESTING ORIENTATIONS. CON, CONVENTIONAL; 
CAT, CALCIUM TREATMENT 

Fracture Mechanics Toughness. Most structural steels have a combination of strength and toughness, which makes the 
use of elastic-plastic toughness testing (JIc; crack-tip opening displacement, or CTOD) more popular than plane-strain 
fracture toughness (KIc). For example, when comparing the two steel grades A633C and A516-70 in Fig. 3, traditional 
tests methods (CVN, DT) show the improved behavior of A633C because of its lower carbon levels and the niobium 
addition. The same benefit is also demonstrated in JIc testing in Fig. 4. 

 

FIG. 3 COMPARISON OF THE CHARPY V-NOTCH (CVN) AND DYNAMIC TEAR (DT) TRANSITION TEMPERATURES 
FOR A NUMBER OF A516-70 PLATES AND A633C PLATES. THE IMPROVED TRANSITION TEMPERATURES FOR 
A633C ARE DEMONSTRATED. FATT, 50% FRACTURE; METT, MID-ENERGY TRANSITION TEMPERATURE 



 

FIG. 4 FRACTURE TOUGHNESS (KIC ESTABLISHED FROM JIC) COMPARISON FOR A633C AND A516-70 PLATE. 
BOTH SLOW AND FAST LOADING RATES ARE SHOWN FOR A633C PLATE. CAT, CALCIUM TREATMENT; NDT, 
NIL-DUCTILITY TRANSITION 

It is also important to quantify the transition to brittle fracture from toughness testing. However, JIc and CTOD testing in 
the transition region can show significant variability in results. Scatter of fracture mechanic toughness in the transition 
regime is discussed elsewhere in this Volume. 

The influence of inclusion control discussed previously can also be characterized by JIc and J-R curve evaluations (Fig. 5 
and 6). Improved-cleanliness calcium-treated steels also show both better initiation toughness and propagation toughness. 
Most structural steels would show a similar benefit, with the benefit increasing as the strength level increases. 



 

FIG. 5 J- A CURVES FOR TWO A588A STEELS IN NOTED QUALITY LEVELS. CON, CONVENTIONAL;CAT, 
CALCIUM TREATMENT. THE EFFECTS OF QUALITY AND TESTING ORIENTATION ARE NOTED. SOURCE: REF 2 

 

FIG. 6 J-T CURVES FOR THE TWO A588A STEELS FROM FIG. 5. CON, CONVENTIONAL; CAT, CALCIUM 
TREATMENT. THE EFFECTS OF QUALITY AND TESTING ORIENTATION ARE NOTED. SOURCE: REF 2 

Often it is useful to develop empirical correlations between the various toughness tests. These correlations are easiest to 
develop for upper-shelf testing where only ductile fracture by microvoid coalescence is the fracture mode. Such empirical 



comparisons are commonly made between J and CVN, J and CTOD, and CVN and DT. Figure 7 is an example 
comparing upper-shelf energy (USE) for CVN and DT test values (Ref 3, 4). 

 

FIG. 7 COMPARISON PLOT OF DT AND CVN UPPER-SHELF ENERGY (USE) DATA. SOLID LINE REPRESENTS 
STATISTICAL CORRELATION OF DT USE = 250 + 6.59 CVN USE WITH R2 = 0.821. DASHED LINE REPRESENTS 
A ROUGH APPROXIMATION OF DT USE = 8.5 CVN USE (CORRELATIONS IN JOULES). SOURCE: REF 3, 4 
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Fatigue Crack Growth 

The fatigue crack propagation of structural steels is often considered relatively insensitive to changes among grades. 
However, steel cleanliness has been shown to have a significant influence on fatigue crack growth rate behavior within a 
steel. For example, significant anisotropy or directionality of behavior between conventional and calcium-treated A588A 
steels is detailed in Fig. 8. It has been demonstrated that nonmetallic inclusions can accelerate fatigue crack growth, 
particularly in the through-thickness (SL, ST) and transverse (TL) testing orientations, and particularly at higher K 
levels. Figure 9 (Ref 5) demonstrates this for three other steel grades. These results indicate that cleanliness and loading 
orientation must be considered when using fatigue crack growth rate data. 



 

FIG. 8 FATIGUE CRACK GROWTH RATE RESULTS FOR TWO A588A STEELS SHOWING COMPARISON OF LS AND 
SL TESTING ORIENTATIONS. CON, CONVENTIONAL; CAT, CALCIUM TREATMENT. IMPROVED ISOTROPY OF THE 
CALCIUM-TREATED STEEL IS NOTED. 

 

FIG. 9 RANGE OF FATIGUE CRACK GROWTH NOTES AT K = 55 MPA (50 KSI ) IN SIX TESTING 
ORIENTATIONS FOR CONVENTIONAL (CON) AND CALCIUM-TREATED (CAT) QUALITY PLATES OF A516-70, 
A533B-1, AND A514F. IMPROVED ISOTROPY OF QUALITY LEVELS IS DEMONSTRATED FOR CALCIUM-TREATED 
PLATE. SOURCE: REF 5 



All structural steel data in air can be summarized in a band of data using the Paris equation (da/dN = C Kn), as shown in 
Fig. 10 and 11. If the environment of the application is other than benign air, there can be a further acceleration of fatigue 
crack growth (Ref 6). Salt water, for example, can have a strong effect, particularly at slower testing frequencies (Fig. 12). 
The modeling of this data with the Paris equation still is appropriate, although the data now are all outside the correlation 
shown earlier (Fig. 13). More detailed coverage of fatigue crack growth behavior and thresholds is provided in the article 
"Fracture Properties of Carbon and Alloy Steels" in this Volume. 

 

FIG. 10 PLOTS OF N AND C FROM THE PARIS FATIGUE CRACK PROPAGATION EQUATION, COMPARING NOTED 
MICROSTRUCTURES IN A NUMBER OF STEELS WITH VARIOUS QUALITY LEVELS AND TESTING ORIENTATIONS 

 

FIG. 11 COMPARISON OF N AND C VALUES FOR THE PARIS FATIGUE CRACK PROPAGATION EQUATION 
COMPARING THREE GRADES OF STEEL WITH VARIOUS QUALITY LEVELS AND TESTING ORIENTATIONS. NO 
EFFECT OF STRENGTH LEVEL IS SHOWN. 



 

FIG. 12 BAR GRAPHS COMPARING FATIGUE CRACK GROWTH RATES AT K = 55 MPA (50 KSI ) 
FOR CONVENTIONAL AND CALCIUM-TREATED A633C STEELS. CON, CONVENTIONAL; CAT, CALCIUM 
TREATMENT. THE EFFECT OF TESTING FREQUENCY IN SALT WATER AND STEEL QUALITY IS DEMONSTRATED. 

 

FIG. 13 PLOTS OF N AND C FROM THE PARIS FATIGUE CRACK PROPAGATION EQUATION FOR A633C STEELS 
IN SALT WATER IN CONVENTIONAL AND CALCIUM-TREATED QUALITY LEVELS AND THREE TESTING 
ORIENTATIONS (LT, TL, SL). COMPARISON IS MADE TO OVERALL SCATTERBAND OF ALL CARBON AND ALLOY 
STEELS IN AIR TESTING (37 PLATES FOR 8 STEEL GRADES). 
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Fatigue Life Behavior 

In general, fatigue is classified as either low-cycle or high-cycle. Low-cycle fatigue is more closely associated with the 
modeling and analysis of localized plastic deformation, which is essentially the cause of fatigue crack initiation. As such, 
low-cycle fatigue behavior is typically determined from strain-based fatigue testing. This method is useful because it 
provides a basis to relate component fatigue behavior to localized regions of plastic deformation at notches or other 
design details. This is briefly discussed in the section "Axial Strain-Life Fatigue" in this article. More detailed information 
on strain-based fatigue is covered in the article "Fundamentals of Modern Fatigue Analysis for Design" in this Volume. 

High-cycle fatigue of steels is often expressed by a fatigue limit, which is the value of stress below which the steel can 
presumably endure an infinite number of cycles. The fatigue limit should not be confused with fatigue strength, which is 
the endurance stress under fatigue loading for a specified number of cycles. Fatigue strength is used when materials do 
not have an apparent fatigue limit. 

In general, the stress-life (S-N) curve of steels with tensile strengths below about 1100 MPa (160 ksi) has a definite 
fatigue limit. To a large extent, the fatigue limit depends on the tensile strength (irrespective of whether strengthening is 
achieved through cold work, transformation hardening, solid-solution alloying, or precipitation hardening). However, the 
fatigue limit as a ratio of ultimate tensile strength depends on several factors, such as material, loading, and environmental 
conditions. Moreover, under some conditions (e.g., corrosion fatigue, certain material conditions, or surface stress 
concentrations), a fatigue limit may not be observed in a steel. If a fatigue limit is observed, it typically occurs above 106 
cycles between the range of 107 and 108 cycles. 

Unnotched fatigue limits of various steels are shown in Fig. 14 as a function of tensile strength from a systematic of 
fatigue for ferritic, martensitic, and austenitic steels. A broad band encompasses fatigue limits for 11 martensitic 
(quenched-and-tempered) steels, while the austenitic grade (type 304 stainless) and the ferritic grade (type 430) have a 
distinct band when correlating fatigue limits to tensile strength. This implies a general basis for estimating fatigue limits. 
However, typical tensile strengths (such as those reported on mill sheet reports) do not necessarily correlate with actual 
fatigue limits, because typical mechanical properties may be based on heat treatment and test coupon properties that may 
not apply to the actual situation. 

 



FIG. 14 RELATION OF TENSILE STRENGTH AND FATIGUE LIMIT FOR STAINLESS STEELS AND QUENCHED-
AND-TEMPERED (Q&T) STRUCTURAL STEELS. (A) TENSILE STRENGTHS VS. REVERSED TENSION-
COMPRESSION (R = -1) FATIGUE. (B) REPEATED TENSION FATIGUE (R = 0) VS. TENSILE STRENGTH. 
SOURCE: REF 7 

In addition fatigue limits at a given tensile strength are subject to scatter that becomes more pronounced with the presence 
of inclusions. The relation illustrated in Fig. 14 is based on special tests with steels that contain fewer inclusions than 
generally expected and thus less scatter. If inclusions or defects are more pronounced, or if testing encompasses steels 
with widely varying quality, then the scatter of fatigue limits for a given tensile strength should tend to become more 
asymmetric, because more data would occur in the lower region of the fatigue limit/tensile strength ratio. For the data 
comparisons in Fig. 14, the relative effects of inclusion size are shown in Fig. 15, where the decrease in relative fatigue 
strength seems to begin at a defect size of 45 m and greater (Ref 7). 

 

FIG. 15 RELATION OF RELATIVE FATIGUE STRENGTH RATIO AND SIZE OF NONMETALLIC INCLUSIONS AT 
FATIGUE CRACK INITIATION SITE. THE RELATIVE FATIGUE STRENGTH RATIO FOR REVERSED BENDING 
FATIGUE LIMIT AND THE VICKERS HARDNESS (HV) ARE PLOTTED AGAINST DEFECT SIZE. DEFECT SIZE WAS 
EVALUATED BY AVERAGING THE LARGEST THREE DIAMETERS OF NONMETALLIC INCLUSIONS FOUND FOR 
GIVEN HEAT/LOT. THE DATA ARE PLOTTED TENTATIVELY AT THE 20 M POSITION FOR STEELS REVEALING NO 
INCLUSION AT CRACK INITIATION SITES. HORIZONTAL LINES INDICATE REGIONS WITH NO INCLUSION AT 
THE INITIATION SITE, WHILE INCLINED LINES INDICATE REGION WERE DEFECTS GREATER THAN ABOUT 45 
M DECREASE RELATIVE FATIGUE LIMITS. SOURCE: REF 7 

Notch Effects. A systematic analysis of notch effects/sensitivity on the fatigue strength of various steels has been 
performed by The National Research Institute for Metals in Japan (Ref 8) in an ongoing fatigue data sheet project, in 
which fatigue properties have been examined systematically for engineering materials manufactured in Japan. The effects 
of temperature and stress concentration factor on high-cycle fatigue properties for nine kinds of engineering steels (Fig. 
16) were obtained, and the following conclusions were drawn:  

• THE RATIO OF THE FATIGUE STRENGTH OF THE SMOOTH SPECIMENS AT 108 CYCLES TO 
THE TENSILE STRENGTH AT THE SAME TEMPERATURE VARIED FROM 0.4 TO 0.6, 
DEPENDING ON TEMPERATURE AND MATERIAL CONDITIONS. THE MEAN VALUE WAS 
ABOUT 0.5 (FIG. 17).  

• THE FATIGUE STRENGTH OF NOTCHED SPECIMEN TESTING HAD LESS SCATTER THAN 
TEST RESULTS FOR UNNOTCHED SPECIMENS (FIG. 17), AND THE FATIGUE STRENGTH OF 
NOTCHED SPECIMENS (EXPRESSED IN TERMS OF "CRACK INITIATION" AT 108 CYCLES) 
ALSO CORRESPONDED WELL TO THE TENSILE STRENGTH, INDEPENDENT OF 



TEMPERATURE AND MATERIAL CONDITIONS.  

 

FIG. 16 RELATION BETWEEN TENSILE STRENGTH AND FATIGUE STRENGTH OF SMOOTH SPECIMENS AND 
NOTCHED SPECIMENS 

 

FIG. 17 RELATION BETWEEN TENSILE STRENGTH AND FATIGUE STRENGTH FOR VARIOUS NOTCH FACTORS. 
SOURCE: REF 8 

A notch sensitivity index [  = (Kf - 1)/(Kt - 1)] for the results had a tendency to become small increasing stress 
concentration factor or with decreasing tensile strength (Fig. 18), where Kf is the fatigue notch factor, defined as the ratio 
of unnotched fatigue strength to notched fatigue strength. A slight decrease in is noted for the lower-strength steel and 
austenitic grades (Fig. 18). 



 

FIG. 18 RELATION BETWEEN TENSILE STRENGTH AND NOTCH SENSITIVITY INDEX ( ). SOURCE: REF 8 

Axial Strain-Life Fatigue. The effect of notches on fatigue life can also be considered in terms of strain-life fatigue. 
Although most engineering components are designed for application in the elastic regime, stress concentrations or notches 
often cause plastic strains to develop in the vicinity of notches. Fatigue damage is known to be caused by plastic 
deformation, and analysis of fatigue crack initiation at the root of the notch can be modeled in terms of plastic strain. This 
use of strain-life fatigue is known as "equivalent fatigue damage," where the plastic deformation of material at the root of 
the notch is considered equivalent to the plastic strain during cyclic, strain-controlled axial loading of a smooth fatigue 
specimen. Therefore, strain life data provides useful information in evaluating and understanding the effect of notches on 
fatigue (see the article "Estimating Fatigue Life" in this Volume). Strain-life data and the typical fatigue life parameters 
(expressed in terms of fatigue life exponents and coefficients) for both plastic and elastic strain fatigue are also detailed in 
the appendix "Parameters for Estimating Fatigue Life" in this Volume. In the high-cycle regime, where plastic strain is 
minor, fatigue life can be characterized by either the stress- or strain-controlled methodology. 

In cases where only total strain life (  = p + ) is available, the plastic strain range can often be correlated with 
the total strain range through an expression of the form:  

T = B   (EQ 1) 

where B and are experimentally determined constants (Ref 9, 10). Equation 1 is only an approximation of the behavior 
at intermediate strain ranges and breaks down for small values of t and large values of where t p. In 
addition, some austenitic stainless steels (especially type 301 with the lower nickel content as an austenite stabilizer) may 
develop martensite in their microstructures during plastic deformation. This metastable aspect of the austenitic grades can 
have a nonlinear effect on plastic strain fatigue life and is a subject of research. 

Mean stress effects on fatigue limits of various machinery structural steels are shown in Fig. 19 and 20. Figure 19 gives 
the relation between fatigue strengths under repeated tension and under reversed tension-compression. A general ratio of 
0.78 is found for quenched-and-tempered steels of higher strengths, while it is variable for steels of lower strengths and 
higher ductilities. 



 

FIG. 19 RELATION OF FATIGUE LIMIT UNDER REPEATED TENSION TO FATIGUE LIMIT UNDER REVERSED 
TENSION-COMPRESSION. Q&T, QUENCHED AND TEMPERED. SOURCE: REF 7 

 

FIG. 20 FATIGUE LIMIT DIAGRAM RELATING STRESS AMPLITUDE AND MEAN STRESS OF MATERIALS AT 
DIFFERENT TENSILE STRENGTH LEVELS. SOURCE: REF 7 

The same data are expressed as Haigh's diagram (Fig. 20), which gives the relation of amplitude to mean stress of fatigue 
limit for different strength levels of steels. In this diagram, fatigue limit lines are combined to yield limit lines, indicating 



that the material can be used without failure in zones under each curve. The lowest curve, labeled 490 MPa (71 ksi) in 
tensile strength, represents the trend for low-carbon (S25C) steels in the test program. 
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Corrosion Fatigue Strength 

Corrosion or electrochemical surface effects are key variables in both fatigue crack initiation and fatigue crack growth. 
The current emphasis in corrosion fatigue testing is to measure rates of fatigue crack propagation in different 
environments rather than to specify the total life to failure. Time-to-failure data are typical of S-N tests, while crack 
growth rate testing has stemmed from the change to a "fail safe" criterion from the use of a "safe life" criterion. The fail 
safe criterion generally assumes that either cracks are present in the material before service or that cracks are initiated 
very early in the service history. These assumptions suggest that crack growth controls fatigue behavior in most practical 
applications. 

Nonetheless, evaluation of the effect of corrosion on fatigue life is important and useful. In particular, the simultaneous 
combination of corrosion and fatigue loading can cause large reductions of fatigue strength at long lives and even the 
elimination of fatigue limits. For example, the fatigue limit of mild steel is eliminated in aqueous environments, 
depending on the electrochemical potential (Fig. 21). In this case, corrosion fatigue represents the elimination of fatigue 
crack thresholds ( Kth) from the presence of an electrolyte. 



 

FIG. 21 EFFECT OF ENVIRONMENT ON THE FATIGUE LIMITS OF VARIOUS STEELS. (A) ELIMINATION OF 
FATIGUE LIMIT FOR 1018 STEEL IN SALT SOLUTION. (B) FATIGUE BEHAVIOR OF CARBON STEEL IN SEAWATER 
AS A FUNCTION OF SPECIMEN POTENTIAL. (C) EFFECT OF TEMPERATURE ON CORROSION FATIGUE BEHAVIOR 
OF NOTCHED SPECIMENS OF MILD STEEL. (D) THE DELETERIOUS EFFECT OF AERATED AQUEOUS CHLORIDE 
ON THE HIGH-CYCLE FATIGUE LIFE OF TEMPERED MARTENSITIC AISI 

Corrosion fatigue strength can also be interpreted as a "notch effect " from the stress concentrations caused by corrosion 
pits. This effect can be simulated by prior corrosion, where precorroded samples are subsequently fatigue tested in air or 
another passive environment. In this case, fatigue limits are observed, but at a reduced level relative to that for uncorroded 
(smooth) specimens (Fig. 22). The notch effect from corrosion pitting can also be illustrated when fatigue limits are 
observed for stainless steels during fatigue testing in aqueous solutions (Fig. 23). Fatigue endurance results for smooth 
and notched specimens of a 13% Cr ferritic steel in distilled water and salt water are shown in Fig. 23. These 
environments are seen to cause a large reduction in the endurance limit of the smooth specimens but only a relatively 
modest effect on the notched specimens. The importance of surface finish and the adverse effect of corrosion, even when 
it is allowed to occur only before a fatigue test, is of course well known and included in standard texts on fatigue design. 



 

FIG. 22 RELATION BETWEEN TENSILE STRENGTH AND THE PERCENTAGE DECREASE IN FATIGUE LIMIT OF 
STEELS FROM PRIOR CORROSION. SOURCE: REF 19. 

 



FIG. 23 CORROSION FATIGUE ENDURANCE DATA FOR SPECIMENS OF 13% CR STEEL IN ROTATING-BENDING 
TESTING (MEAN LOAD ZERO) AT A FREQUENCY OF 50 HZ AND TEMPERATURE OF 23 °C (73 °F). NOTCHED 
SPECIMENS KT 3. SOURCE: ASM HANDBOOK, VOL 13, P 296 

Corrosion fatigue depends on the material, the environment, and how the corrosive environment is applied. For example, 
specimens submerged in fresh or salt water have better corrosion fatigue resistance than those subjected to a water spray, 
drip, or wick or those submerged in continuously aerated water. This is due to the great importance of oxygen and the 
formation of oxide films in the corrosion fatigue process. 

The typical fatigue strengths of various structural alloys are summarized in Table 3 for aqueous environments. In general, 
corrosion fatigue tests on smooth specimens of high-strength steel indicate that very large reductions in fatigue strength or 
fatigue life can occur in salt water or spray (Fig. 24). For instance, the fatigue strength at 106 cycles could be reduced to as 
little as 10% of that in dry air. In these tests, the main role of the environment was corrosive attack of the polished 
surface, creating local stress raisers that initiated fatigue cracks. Stainless steels also have a lower fatigue strength in 
seawater than in fresh water, probably because of the presence of chloride ions in seawater. Chlorides are known to attack 
the protective oxide surface films on stainless steels and therefore expose the underlying material to the environment and 
affect fatigue strength. 



TABLE 3 CORROSION FATIGUE BEHAVIOR ABOVE 107 CYCLES FOR SELECTED STRUCTURAL ALLOYS 

SU,  FATIGUE 
LIMIT 
IN AIR  

CORROSION 
FATIGUE 
STRENGTH(A)  

MATERIAL  PROCESS 
DESCRIPTION  

MPA  KSI  

FREQUENCY, 
HZ  

CORROSIVE 
MEDIUM  

MPA  KSI  MPA  KSI  

RATIO OF 
CORROSION 
FATIGUE 
STRENGTH 
AND AIR 
FATIGUE 
LIMIT  

MILD STEEL  NORMALIZED        . . .  RIVER WATER  260  38  32  4.6  0.12  
0.21% C 
STEEL  

ANNEALED  490  71  22  SEA WATER  220  32  30  4.3  0.13  

1035     600  87  29  6.8 PERCENT SALT 
WATER; COMPLETE 
IMMERSION  

280  41  170  25  0.61  

1050     650  94  . . .     220  32  140  20  0.63  
1050  Q&T  900  130  . . .     415  60  170  25  0.42  
4130  Q&T  880  128  . . .     480  70  190  27  0.38  
9260  NORMALIZED  985  143  . . .     500  72  170  25  0.35  
5CR STEEL  Q&T  990  130  . . .     510  74  365  53  0.71  
WROUGHT 
IRON  

   325  47  . . .     210  30  130  19  0.64  

12.5CR STEEL  ANNEALED  1000  146  6  FRESH WATER IN 
TORSION  

225  37  125  18  0.49  

18/8 
STAINLESS  

ANNEALED  1300  188  . . .     195  28  85  12  0.44  

18.5CR STEEL  ANNEALED  770  112  . . .     240  35  195  28  0.79  
ALUMINUM  ANNEALED  90  13  24  RIVER WATER WITH 

SALINE SOLUTION 
ABOUT ONE-HALF 
WATER OF SEA  

19  2.70  7.6  1.1  0.41  

COPPER  ANNEALED  215  31  . . .     69  10  70  10.5  1.04  
MONEL  ANNEALED  565  82  . . .     250  36  200  29  0.81  
60/40 BRASS  ANNEALED  365  53  . . .     150  22  130  19  0.85  
NICKEL  ANNEALED  530  77  . . .     235  34  160  23  0.68  
PHOSPHOR NORMALIZED  430  62  37  3% SALT SPRAY  150  22  180  26  1.20  



BRONZE  
ALUMINUM-
3MG  

HEAT 
TREATED  

. . .  . . .  83  3% SALT SPRAY  125  18  48  7  0.38  

ALUMINUM-
7MG  

HEAT 
TREATED  

. . .  . . .  83  3% SALT SPRAY  110  16  48  7  0.45  

ALUMINUM-
CU MG  

HEAT 
TREATED  

. . .  . . .  83  3% SALT SPRAY  180  26  85  12  0.47  

MG-AL-ZN 
AZG  

   . . .  . . .  . . .  TAP WATER  75  11  40  6  0.49  

MG-AL-MN 
AZ537  

   . . .  . . .  . . .  TAP WATER  75  11  55  8  0.68  

MG-AL-MN 
AM503  

   . . .  . . .  . . .  3% SALT WATER  55  8  20  3  0.36  

MG-AL-MN 
AZM  

   . . .  . . .  . . .  3% SALT WATER  150  22  14  2  0.08  

Note: Rotating bending specimens unless specified. These results have been collected from various sources and illustrate corrosion fatigue effects only; they are not to be used as design 
values. Source: Ref 19 



 

FIG. 24 EFFECT OF SALT SPRAY ON CORROSION FATIGUE OF VARIOUS STRUCTURAL STEELS (UNNOTCHED). 
SOURCE: REF 19 

Corrosion fatigue crack initiation in notched specimens is most effectively characterized by the notch-root plastic strain 
range calculated by Neuber's method, elastic-plastic finite elements, or fracture mechanics approximation (Ref 13, 14). 
Figure 25 shows the fracture mechanics method from the results of over 100 experiments with C-Mn and alloy steels in 
aqueous chloride compared to moist air. The load cycles to produce 1 mm of fatigue crack extension increase with 

decreasing K/  (where R is the notch tip radius) and are reduced by chloride (free corrosion) relative to moist air. 
An endurance limit is observed for moist air, but not for corrosion fatigue. Information on other methods (e.g., Neuber's 
method) is given in the article "Estimating Fatigue Life" in this Volume. 

 

FIG. 25 THE EFFECT OF CHLORIDE ON THE CORROSION FATIGUE CRACK INITIATION RESISTANCE OF 



NOTCHED STEEL SPECIMENS. R, NOTCH TIP RADIUS. SOURCE: REF 20 

Mechanisms of Corrosion Fatigue Crack Initiation. Although the mechanisms of corrosion fatigue are not well 
understood, it is known to be an electrochemical process dependent on the environment/material/stressing interaction. 
Surface features at origins of corrosion fatigue cracks vary with the alloy and with specific environmental conditions. In 
carbon steels, cracks often originate at hemispherical corrosion pits and often contain significant amounts of corrosion 
products (Fig. 26). The cracks are often transgranular and may exhibit a slight amount of branching. Surface pitting is not 
a prerequisite for corrosion fatigue cracking of carbon steels, nor is the transgranular fracture path; corrosion fatigue 
cracks sometimes occur in the absence of pits and follow grain boundaries or prior-austenite grain boundaries. 

 

FIG. 26 INITIATION OF FATIGUE CRACKS AT CORROSION PIT FROM A FAILED STEEL TUBING IN A DRILLING 
APPLICATION (EXAMPLE 1). 50× 

Environmental effects on the nucleation process of fatigue cracks are more extensive for aqueous environments than for 
gases. The mechanisms of environmentally assisted crack nucleation in aqueous conditions include (Ref 15):  

• PITTING, WHERE NUCLEATION OF CRACKS TAKES PLACE AT PITS FORMED THROUGH 
CORROSIVE ATTACK  

• PREFERENTIAL DISSOLUTION, WHERE HIGHLY DEFORMED MATERIAL ACTS AS A 
LOCAL ANODE WITH THE SURROUNDING UNDEFORMED MATERIAL ACTING AS A 
LOCAL CATHODE. THE ANODIC REGIONS THEN SERVE AS CRACK NUCLEATION SITES.  

• RUPTURE OF PROTECTIVE OXIDE FILMS, WHERE LOCALIZED CORROSION OCCURS IN 
THE METAL IMMEDIATELY BELOW DEFORMATION-INDUCED RUPTURE OF THE 
PROTECTIVE OXIDE. FATIGUE THEN STARTS AT THE REGIONS OF LOCALIZED ATTACK.  

• SURFACE ENERGY REDUCTION, WHERE ADSORPTION OF ENVIRONMENTAL SPECIES 
PROMOTES GRIFFITH-TYPE CRACK GROWTH BY REDUCING THE SURFACE ENERGY.  

Localized preferential dissolution is unlikely in gaseous environments because development of local electrochemical cells 
requires the presence of an electrolyte. However, mechanisms have been developed for pitting and for adsorption-induced 
surface energy reductions in gaseous environments. 

Gas Environments. Pitting in gases is generally restricted to oxidizing environments. However, even non-oxidizing 
gases that do not induce pitting may still significantly enhance corrosion fatigue initiation. The pitting model is therefore 
applicable to specific metal-environment systems. Gas environments can alter the mechanisms of fatigue crack nucleation 
by (Ref 15):  

• OBSTRUCTION OF REVERSIBLE SLIP  
• INHIBITION OF CRACK REWELDING IN SLIP BANDS  
• REDUCTION OF SURFACE ENERGY AT THE CRACK TIP  



• FORMATION OF BULK OXIDE  

Aqueous Corrosion Fatigue. Important variables in aqueous corrosion fatigue include alloy composition and solution 
chemistry. In general, corrosion fatigue behavior parallels environment corrosivity, with increasing corrosion rates 
resulting in decreased fatigue resistance. However, a number of exceptions to this observation have been noted and 
observed. When improved corrosion fatigue resistance has been observed to be inversely related to corrosion rate, the 
improvement has generally been ascribed to delays in crack initiation or early propagation caused by dissolution of 
microcracks or stress concentrators. 

Early experiments with mild steel specimens in deaerated 3% sodium chloride solutions showed that a critical corrosion 
rate was necessary to initiate corrosion fatigue failures (Ref 16). When the same material was exposed to artificial sea 
water at elevated temperatures, shallow and uniformly distributed pits were found over the surface. These pits served as 
initiation sites for corrosion fatigue failures. Both of these results thus suggested that corrosion-induced defects could 
enhance fatigue crack initiation. 

However, as previously mentioned, pitting does not always occur in corrosion fatigue. For example, low-carbon steels 
have been susceptible to corrosion fatigue in acid solutions in spite of a total lack of formation of pits (Ref 17). Similar 
susceptibility to corrosion fatigue has been observed in steel samples tested in deaerated solutions while under small 
impressed anodic currents (Ref 18). Thus, the pitting model cannot be a generalized mechanism for corrosion fatigue of 
metals, and any pitting model is only applicable to a specific metal-environment combination. 

Prevention of Corrosion Fatigue. Both temporary and permanent solutions for corrosion fatigue involve reducing or 
eliminating cyclic stress, increasing the corrosion-fatigue strength of the material, and/or reducing or eliminating 
corrosion. These objectives are accomplished by changes in material, design, or environment. 

Changes in Material or Heat Treatment. Although heat treatment can be a factor, alloying with chromium is the 
material change that most effectively reduces the effects of corrosion fatigue on steel. Figure 27 summarizes a 
comprehensive air and corrosion fatigue program with carbon, low-alloy, and chromium steels, using rotating-bending 
specimens subjected to fresh water spray (Ref 19). The results in air show the usual behavior, the fatigue limit being 
approximately proportional to the tensile strength. For the results in water, however, the fatigue strength of the carbon 
steels and low-alloy steels is almost independent of the tensile strength. All the results on carbon steels, covering a range 
of carbon content from 0.03 to 1.09%, both annealed and hardened and tempered, showed corrosion fatigue strengths 
between ±80 and ±150 MPa (±12 and ±22 ksi). For both carbon and low-alloy steels, the corrosion fatigue strength was 
usually higher in the annealed condition than in the hardened-and-tempered condition. The corrosion-resistant steels, 
containing 5% Cr, showed much greater resistance to corrosion fatigue, approximately proportional to the tensile 
strength. 

 

FIG. 27 THE INFLUENCE OF STRENGTH AND CHEMICAL COMPOSITION ON THE CORROSION FATIGUE 
STRENGTH OF STEELS. UNNOTCHED SPECIMENS, ROTATING BENDING FATIGUE STRENGTH, 20 × 106 CYCLES, 



1450 CYCLES PER MIN. SOURCE: REF 19 

Although annealing has been beneficial in a few cases, alloying and heat treatment of steels usually have little effect on 
corrosion fatigue characteristics unless the alloying is undertaken specifically to improve corrosion resistance. In some 
cases, deleterious heat treatments such as those leading to sensitization in stainless steels have resulted in lower corrosion 
fatigue resistance. 

Component Design Changes. Sometimes it is possible to reduce operating stress to increase corrosion fatigue strength. 
Operating stress may be lowered by reducing either the mean stress or the amplitude of the cyclic stress. This almost 
always involves a change in component design. Sometimes only a minor change is required, such as increasing a fillet 
radius to reduce the amount of stress concentration at a critical location. In other instances, more extensive changes are 
required, such as significantly increasing the cross-sectional area or adding a strengthening rib. 

Corrosion effects can be lessened by alloying, by providing galvanic protection, or by altering or removing a corrosive 
environment. Galvanic protection by sacrificial anodes or applied cathodic currents has been successful in reducing the 
influence of corrosion on fatigue of metals and alloys exposed to aqueous environments, except in such alloys as high-
strength steels that are subject to hydrogen-induced delayed cracking. In similar instances, anodic polarization has been 
used for protection of stainless steels. With passive alloys or alloys that can be polarized to produce passive behavior, 
crevices must be avoided, because corrosion within crevices may actually proceed more rapidly due to the anode-cathode 
relationship. For example, in a part made of low-carbon steel, an area under an O-ring can fail by corrosion fatigue in a 
caustic solution with a pH of 12 at a location where only low cyclic stresses exist. Where pitting corrosion has occurred, 
corrosion pits may act as stress raisers and thus accelerate fatigue failure. 

Inhibitors are sometimes added to the environment or included in organic coatings to eliminate corrosion fatigue. The 
effect of inhibitors is believed to depend solely on their ability to reduce corrosion rates to acceptable values. However, 
corrosion fatigue is a complex electrochemical process. For example, experiments performed on boiler steels at 275 °C 
showed that additions of 0.7 g/L NaOH to distilled water improved the fatigue limit by approximately 20%, but that 
increasing the NaOH concentration to 200 g/L lowered the fatigue limit by approximately 10% (Ref 16). At the higher 
alkaline concentrations, intergranular as well as transgranular cracking was observed, indicating that caustic cracking 
(stress-corrosion cracking) was also occurring during normal fatigue cracking. 

There is considerable evidence that dissolved oxygen is important to the mechanism of corrosion fatigue. For example, an 
improvement in the fatigue life of steel specimens was noted when the specimens were completely immersed at 96 °C, 
suggesting that this improvement was due to the limited solubility of oxygen at this temperature. Sodium chloride 
solution dripped through air proved to be extremely damaging to fatigue specimens, whereas a solution dripped through a 
commercial hydrogen atmosphere resulted in higher fatigue life, with still further improvement as the purity of hydrogen 
was increased (Ref 16). 

Electrochemical polarization may have a marked effect on corrosion fatigue resistance. For example, anodic polarization 
of carbon steels and of copper alloys has been shown to result in decreases in fatigue lives. For some cases, however, 
severe anodic polarization actually results in increases in fatigue resistance. Examination of specimens subjected to large 
amounts of anodic dissolution reveals that surface-initiated cracks are blunted by the corrosive environment, leading to a 
decrease in stress concentration. 

 
References cited in this section 

13. N.E. DOWLING, MECHANICAL BEHAVIOR OF MATERIALS, PRENTICE-HALL, 1993 
14. J.M. BARSOM AND S.T. ROLFE, FATIGUE AND FRACTURE CONTROL IN STRUCTURES, 2ND ED., 

PRENTICE-HALL, 1987 
15. T. SUDARSHAN AND M. LOUTHAN, INTER. METALS REVIEW, VOL 32, 1987, P 121-151 
16. D. DUQUETTE, IN FATIGUE AND MICROSTRUCTURE, AMERICAN SOCIETY FOR METALS, 1979, 

P 335-364 
17. D.J. DUQUETTE, IN MECHANISMS OF ENVIRONMENT SENSITIVE CRACKING OF MATERIALS, 

P.R. SWANN ET AL., ED., THE METALS SOCIETY, LONDON, 1977, P 305 



18. H. MASUDA AND D.J. DUQUETTE, METALL. TRANS., VOL 6A, 1975, P 87 
19. F. FORREST, FATIGUE OF METALS, PERGAMON, 1962 
20. S.S. RAJPATHAK AND W.H. HARTT, IN ENVIRONMENTALLY ASSISTED CRACKING: SCIENCE 

AND ENGINEERING, W.B. LISAGOR, T.W. CROOKER, AND B.N. LEIS, ED., ASTM, 1990, P 425-446 

Fracture and Fatigue Properties of Structural Steels 

Alexander D. Wilson, Lukens Steel Company 

 

Fatigue Failure Examples 

Simple rules for fatigue-resistance design cannot be stated because of the diversity in function, loads, stresses, materials, 
and environments. The adverse effect of stress risers and discontinuities within a metal, either at the surface or subsurface, 
may also arise from primary or secondary working of the material. Some of these factors are illustrated with the following 
case histories of fatigue failure of various steel components. 

Effect of Thread Design and Low-Frequency Loading on Corrosion Fatigue Failure of a Threaded Low-
Carbon Steel Rod: Submitted by J.M. Gallardo, Universidad de Sevilla, Spain. A threaded rod component failed after 
10,000 hours of discontinuous service as an anchoring and tensioning element for the traction ropes of a ladle-carrying car 
on a sea-side harbor crane. One-half of the element was square in section (75 × 75 mm); the other half was a square-
threaded 70 mm diam rod. The fracture occurred in the second thread nearest to the section change. The fastener was 
made of normalized UNE F1120 steel, which is similar in composition and properties to AISI-SAE 1029. 

Investigation. The fracture surface was typical of a fatigue fracture. Nearly 90% of the section showed beach marks, the 
remaining section displayed a final, catastrophic fracture surface. Fracture origin was identified at the second thread root. 
Cracks were also detected at the first thread root. Chemical analysis (0.27 C, 0.75 Mn, 0.18 Si, 0.011 S, 0.023 P), heat 
treatment, thread shape, surface roughness, general dimensions, etc. fulfilled initial design. 

Unfortunately, the original design was lacking in fatigue-prevention measures. The very first threads, near the section 
change, were not machined with diminishing flank height to reduce stress concentrations at thread root (Ref 21). A 
similar reduction can be obtained by using a large thread root radius (Ref 22) such as 0.5 mm (Ref 23) instead of the 
mean measured value of 70 m. The aforementioned advisable radius value is referred to a trapezoidal thread of the same 
dimensions, which has similar load-carrying capabilities and an improved fatigue behavior (Ref 23), compared to the 
square thread used. Finally, surface roughness, in compliance with design drawings specifications, was 21.4 m (N11, 
ISO 1032), but a preferable value is 0.8/1.6 m (N6/N7) (Ref 24). Three other contiguous rods were tested by magnetic 
particle; no flaws were found at the threads. 

Fastener design and fabrication did not favor fatigue resistance, but three other fasteners working in parallel had shown no 
flaws. To explain this, a fracture mechanics approach was used to characterize the fatigue process. A scanning electron 
microscopy survey was performed by measuring the striations spacings (da/dN) at several distances (a) from fracture 
origin to determine the crack-growth rate. Stress intensity factor KI values were calculated at the crack front center. Load 
cycle data were obtained from design calculations and the geometric factor for threaded rods (Ref 25). 

The resulting Paris-model relationship is presented in Fig. 28. Along with this case-history experimental data, the 
behavior of a ferritic low-carbon steel (0.15-0.20 C, 0.60-0.90 Mn, 0.04 max P, 0.04 max Si) in air (Ref 26) and API X-65 
(0.24 C, 1.35 Mn, >0.02% V and/or 0.005 Nb) in salt water (Ref 26) are compared. Measured crack growth rate is very 
high in comparison with crack propagation in air. Corrosive media may increase growth rate by a factor of 102 to 103, if 
the loading cycle frequency is low enough to permit corrosion at the crack tip between two successive jumps (as seen in 
Fig. 28 for API X-65 in salt water). Nevertheless, corrosion (3% aqueous solution of sodium chloride) is said to produce 
only slight effects in fatigue behavior of lower-strength steels such as A36 and A588 Grade A, at frequencies higher than 
0.2 Hz (Ref 26). However, corrosion fatigue can affect crack growth rates at a lower load-cycle frequency, which in this 
case was only 0.04 Hz. Furthermore, corrosion products, of high chloride content, were identified inside non-propagated 
cracks at the first thread. 



 

FIG. 28 MEASURED RATE OF CRACK GROWTH IN LOW-CARBON STEEL (F1140) IN SEASIDE ENVIRONMENT 
COMPARED WITH CRACK GROWTH OF LOW-CARBON STEEL IN AIR AND API X-65 STEEL IN SALT WATER 

The very high crack propagation rate measured may explain why only one out of four similar fasteners failed. Integration 
of Paris equation, between an initial crack size of 100 m (calculated value of crack depth for the estimated Kth) and 
the measured crack size before final fracture (52.7 mm) gives a steady crack-growth period of N = 82300 cycles. This 
figure corresponds to 16 months service time, i.e., 13% of the total 10 years that crane was in operation. Minute 
differences in fatigue initiation process may be responsible for differences in beginning the sustained crack propagation 
cycle, which, on the other hand, is very fast. 

Conclusions. The threaded rod failed by corrosion-fatigue. Main factors associated to fracture initiation were thread 
profile-square, at constant flank height in the first threads and minimum root radius-, very high machining roughness and 
coastal saline environment. Rapid fatigue crack propagation was attributed to low-frequency cycling in a sea-side 
corrosive environment. Corrective measures include a recommended 12-month inspection interval and a new fastener 
design. New fasteners should be designed with higher fillet root radius (0.5 mm), lower surface roughness (ISO N6/N7), 
gradual transition between square and round sections and diminishing flank height for the first threads. 

Fatigue Failure of Transmission Shaft from Straightening after Heat Treatment: Submitted by F. Carrion, 
Instituto Mexicano del Transporte, Mexico. The secondary transmission shaft of a heavy weight truck failed after 10,000 
Km (or 5% guaranteed life). The piece was AISI 8620 steel with five keyways and a gear (Fig. 29) and a carburized case 
(0.5 mm deep hard surface of 60-62 HRC) and an interior hardness of 20-25 HRC after heat treatment. The failure always 
happened at the same point on the second keyway to an estimated 5% of the total manufactured shafts. 



 

FIG. 29 FRACTURE LOCATION AT THE KEYWAY THAT WAS LOADED DURING SHAFT STRAIGHTENING 

Investigation. From the analysis of the manufacturing process, a wide dispersion of the deformation of the shafts after 
heat treatment was obtained with an eccentricity ranging from 0.0076 mm to 0.294 mm with an average of 0.122 mm, due 
to the incorrect positioning of the shafts during the heat treatment. Despite of the degree of deformation, all shafts went 
through a straightening process in which force was applied at the center of the shaft on the second keyway. 

Macroscopic fractography revealed typical beach marks from a tension-compression fatigue failure at low nominal stress. 
The starting zone was located at the corner of the keyway shaft and the final fracture zone covered about 30% of the 
fracture surface. Electron microscopic analysis of the crack initiation site revealed two zones: the first corresponding to an 
impact fracture with the size of the hardened case (0.5 mm), and the second corresponding to the initiation of the typical 
fatigue fracture. The hardened case was martensite and bainite, and the interior was ferrite and bainite. Grain size in both 
cases was 7-8 ASTM throughout, and the tensile yield strength of the material was 549 MPa with an ultimate strength of 
942 MPa. 

A fatigue crack propagation test was done with a modified three-point bending specimen from the ASTM E-648 standard 
(63 mm long, 6 mm wide, 15 mm high and with a 3 mm groove for the initial crack). Although the specimen size criteria 
was not met with this width, the tests found that the difference between the length of the crack at the center and the length 
of the crack at the edge was always less than 10%. This size of specimen was selected due to the interest of investigating 
the spatial distribution of the fracture mechanics properties of the material across the transversal area of the shaft. 

The average of the fracture toughness KQ (as an approximate value of KIc) was 102 MPa . From a load ratio (R) of 
0.1 and a constant DP of 1000 kN, the relation between the fatigue crack growth rate (da/dN) and the applied stress 
intensity was obtained using the ASTM E-399 standard formula for the three-point bending specimen. The coefficients 
for Paris' equation (stage II) were found to be n = 2.3 and C = 1.664 × 10-11. With an initial crack of 0.5 mm, a remaining 
life of 2000 Km was calculated. However, this calculation did not consider the increase of life caused by the variable 
loads, the change of direction of the crack (initial crack is parallel to the longitudinal axis of the shaft), and the 
contribution of the initial propagation of the stage I. 



Conclusions. Crack initiation was due to the impact force during straightening after heat treatment. Once the crack 
initiated, it grew due to fatigue during operation. The remaining life after cracking of the hardened case is not acceptable. 
The heat treatment was improved to reduce the dispersion of the deformation of the shafts. The geometry of the keyway 
also was changed to reduce the stress concentration at that point. An analysis based in fracture mechanics and plasticity 
theory was done to determine an acceptable limit on the eccentricity of 0.211 mm for the straightening process to avoid 
cracking. 

Intergranular Fracture with Continuous Carbide Network in a Steel Transmission Gear: Submitted by M. Pepi, 
U.S. Army Proving Ground, Maryland. A spiral bevel transmission gear from an Army cargo helicopter failed during a 
training flight leading to an immediate landing. Inspection of the number 2 engine transmission revealed that an 8-tooth 
segment (out of a 35-tooth gear) had fractured and penetrated the transmission housing. The failed component was 
fabricated from X-2 steel (a modified H11 tool steel), and carburized to a required case hardness of 59-64 HRC. The 
broken parts were subject to visual examination, magnetic particle inspection, light optical microscopy, chemical analysis, 
hardness testing, case depth measurement, X-ray diffraction, scanning electron microscopy (SEM), and energy dispersive 
spectroscopy (EDS). 

Investigation. Visual examination and light optical microscopy of the fracture surfaces revealed characteristics 
consistent with a fatigue failure, including smoothness of fracture and beach marks. The beach marks and radial lines on 
the fracture surface revealed that the origin was located in the damping ring groove portion of the gear at a darkened half-
moon shaped defect. The pre-existing crack was oriented perpendicular to the direction of grinding, suggesting the 
possibility of a grinding crack/burn. The darkened region had a featureless topography resembling that of a steel surface 
which has been exposed to a heat treatment atmosphere. Energy dispersive spectroscopy (EDS), in conjunction with a 
scanning electron microscope (SEM), within the darkened area revealed the presence of sodium. This finding was 
considered evidence that a pre-existing crack was present during the manufacturing process, since sodium nitrate and 
sodium dichromate are widely used to black oxide finish steel components. EDS spectra outside this darkened region 
failed to detect the presence of sodium. Further visual examination and magnetic particle inspection of the remaining 
component revealed small grinding cracks located in the same area as the fracture origin. A sample was sectioned through 
the origin to confirm that the pre-existing defect was a grinding crack. The sample was metallographically prepared, and 
showed evidence of rehardening (white region) and retempering (dark region). In addition, metallography revealed what 
appeared to be continuous carbide networks (CCN's) in the region of the gear which contained the origin. These networks 
were not continuous in high stress areas, such as the gear root and flank. Continuous carbide networks are generally 
caused by an excessive carbon potential during the carburization process, and can act to embrittle the case and reduce the 
fatigue limit of the component under bending fatigue conditions. Also, these networks render a surface sensitive to 
grinding, and if cracking occurs, it usually follows the path of the networks. 

Metallography combined with microhardness testing of the damping ring groove area (fracture origin location) revealed a 
greater case depth than specified. The case depth was required to be 0.030-0.050 in., however, the average effective case 
depth was 0.075 in. It was later learned that the damping ring groove was subject to both the first and second 
carburization treatments, rather than the required first treatment only (the region was left inadvertently unmasked after the 
first treatment). The root, fillet, and flank effective case depths all conformed to the governing requirement of 0.030-
0.050 in. Chemical analysis was performed to determine the elemental composition of the alloy. The carbon content was 
determined through combustion-infrared detection, and the sulfur content was found utilizing combustion-automatic 
titration. The remaining elements (silicon, manganese, phosphorus, tungsten, chromium, vanadium, and molybdenum) 
were determined using direct current plasma emission spectroscopy. The composition conformed to the governing 
specification. A 0.013 in. section was sliced from the top of the damping ring groove region, and subject to analysis for 
carbon content. The weight percent of carbon was 1.31%, suggesting the part was subject to a higher than nominal carbon 
potential during carburization. Hardness testing was performed on both the case and core of the component. The case 
hardness met the governing requirements of 59-64 HRC with an average of 61 HRC. The core had an average hardness of 
40 HRC which fell within the required range of 36-44 HRC. X-ray diffraction was performed on sections of the fractured 
gear to determine the stress profile and percent retained austenite. The stress profile was consistent with a properly shot-
peened X-2 steel. The percent retained austenite was 8.9%, which met the governing requirement (20% maximum). 
Fractographic examination of a secondary through fracture revealed intergranular fracture within the case of the damping 
ring groove area (Fig. 30). The remaining morphology consisted of ductile dimples, indicative of overload fracture. No 
evidence of fatigue was noted. This finding was evidence that the continuous carbide networks can contribute to an 
intergranular fracture. 



 

FIG. 30 SCANNING ELECTRON MICROGRAPH OF A SECONDARY FRACTURE THROUGH THE DAMPING RING 
GROOVE REGION SHOWING EVIDENCE OF INTERGRANULAR CRACKING AT THE SURFACE. THIS REGION 
COINCIDED WITH THE ORIGIN AREA ON THE PRIMARY FRACTURE. INTERGRANULAR MORPHOLOGY WAS 
ATTRIBUTED TO THE CARBIDE NETWORK NOTED WITHIN THE CARBURIZED CASE. 

Conclusions. The primary fracture origin was located at a pre-existing processing defect, which was a half-moon shaped 
darkened region. This defect was determined to be a grinding crack/burn, and was considered a contributing factor to the 
failure of this component. The grinding crack/burn was characterized by an orientation perpendicular to the direction of 
grinding, a half-moon shape, a darkened, featureless topography, the presence of sodium in the darkened area, and a 
rehardened and retempered structure adjacent to the fracture origin. Although the morphology of the primary fracture 
origin (darkened area) was featureless, it was possible that the continuous carbide networks within the carburized case 
facilitated grinding crack propagation. 

Corrective Measures. This failure was the second spiral bevel transmission gear to fail in three years. The first failure 
occurred when a 9-tooth segment of the gear fractured. Although major fire damage made that investigation difficult, it 
was determined that a fatigue crack had grown before final fracture. The origin of that failure was also determined to be 
the damping groove region. Steps were taken by the contractor to ensure this type of failure would not recur, including a 
more thorough magnetic particle inspection in the groove region. In addition, grinding in the damping ring groove has 
been eliminated and replaced with a turning procedure which should keep heat generation to a minimum and ensure that 
defects related to grinding will not occur. In addition, a nital etch with 10× magnification step has been added to the 
inspection process, which should also help to detect future defects. The contractor also agreed to consider material 
specifications with micrographs of unacceptable case microstructures. This would aid the subcontractor in determining 
rejectable parts before they are placed into service. 

Failure of an Overhead Crane Drive Shaft Due to Rotating-Bending Fatigue: Submitted by J.R. Emmons, 
Rocketdyne Division, Rockwell International, Canoga Park, CA. A drive shaft used as part of the drive train for an 
overhead facilities crane fractured due to low-cycle rotating-bending fatigue, initiating and propagating by combined 
torsional and reverse bending stresses. The part submitted for examination was a principal drive shaft which fractured in 
the location of a 90 degree fillet where a wheel hub is machined down to 1.375 in. diameter from a 2.375 in. diameter 
main shaft. A 0.375 in. wide by 0.125 in. deep keyway was machined into the entire length of the hub, ending 
approximately 0.062 in. away from the 90 degree fillet (Fig. 31). The hub had fractured, separated from the main shaft, 
and lodged in the shaft hole of the wheel when the wheel fell away from the shaft. The wheel, together with the fractured 
hub and the shaft, were submitted for analysis. 



 

FIG. 31 LOCATIONS OF OBSERVED FRACTURES IN A SHAFT ASSEMBLY 

Investigation. The pre-service and post-failure radiographic and penetrant inspection records were reviewed for the 
shaft and were found to be satisfactory. No additional cracks or indications were evidenced. The crack which led to the 

failure was not present when the shaft was installed. It was estimated that installation had been 1-  to 2 years prior to the 
failure. The shaft material was verified as tempered 4150 steel by using wet chemical analysis and metallographic 
techniques. The hardness and the microstructure were surveyed by preparing metallographic specimens from the fractured 
hub section. The microstructure was confirmed to be a tempered martensite structure. The surface of the crack was 
examined at low and high magnifications utilizing optical and scanning electron microscopy. 

Two additional shafts had not fractured to failure, but were radiographically and penetrant inspected as part of a 
verification analysis to determine if the remaining drive shafts were serviceable. One of these shafts was found to have a 
radial penetrant indication, this time in the chamfered fillet in the one-inch diameter machined motor drive end of the 
shaft, which is the end opposite to that which fractured in the principal shaft (Fig. 31). This shaft was sectioned 
diametrically to expose a polished cross section of the indication. One quarter of the radial indication was broken open to 
expose the crack fracture features for observation in order to determine the mode of fracture. Because of the resultant 
similarity between this crack and the fracture in the principal shaft, no further forensic work other than basic 
fractography, was performed on this second shaft. 

Figure 32 shows a magnified view of the fractured hub which caused the wheel to break off the principal drive shaft of 
the overhead crane. The concentric circles revolving around the final overload, along with the ratchet marks around the 
outer circumference pointing towards the overload, are typical of a crack growth induced by rotating-bending stresses. 
The ratchet marks are exposing the fatigue initiation sites around the outer perimeter, as verified by high magnification 
scanning electron microscopy performed later in the investigation. The individual cracks propagated toward a single crack 
front and then toward the final overload area. Figure 32 shows the darker ductile dimples of the final overload region 
slightly off-center of the hub. The final overload was probably off-center due to the rotating-bending stresses which 
initiated the fracture on one side of the hub (most likely the side opposite the final overload) while at the same time 
driving the crack around the outer circumference producing multiple inward growing crack fronts. 



 

FIG. 32 FRACTURE SECTION OF STEEL SHAFT 

Heavy corrosion was present traversing the fracture surface, extending for an inward distance of 0.125 in. from the outer 
edge, as identified in Fig. 32. The corrosion was confirmed to be rust. This corrosion may signify an older portion of the 
entire crack which may have been growing for quite some time. It was originally suspected that the overall fracture had 
initiated at the keyway, which is usually the case in shafts where keyways are present, but the forensic analysis provided 
the contributing evidence that the fatigue cracks actually propagated towards the keyway rather than initiating from it. 

Conclusions. A drive shaft used to assist in driving an overhead crane for the movement of medium to heavy weight 
components inside a manufacturing building, fractured at the mating interface with the drive wheel, in the location of a 
reduced diameter wheel hub machined at a sharp 90 degree fillet from the main bulk shaft. The sharp 90 degree fillet co-
existed with a keyway in the vicinity of the fracture, although the keyway did not appear responsible for the failure. A 
second shaft was cracked in a sharply chamfered region where the main shaft was machined to a reduced diameter to 
form the motor drive hub opposite the wheel hub end of the shaft. The fracture mode for both shafts was low-cycle 
rotating-bending fatigue initiating and propagating by combined torsional and reverse bending stresses. All drive shafts 
were replaced with new designs which eliminated the sharp 90 degree chamfers in favor of a more liberal chamfer which 
reduced the stress concentration in these areas. 

 
References cited in this section 

21. J.H. BICKFORD, AN INTRODUCTION TO THE DESIGN AND BEHAVIOUR OF BOLTED JOINTS, 
MARCEL DEKKER, INC., NEW YORK, 1990, P 485-492 

22. FAILURE ANALYSIS: THE BRITISH ENGINE TECHNICAL REPORTS, COMPILED BY F.R. 
HUTCHINGS AND P.M. UNTERWEISER, AMERICAN SOCIETY FOR METALS, METALS PARK, 
1981, P 110 

23. A. FERRARESI, DISEGNO DI COSTRUZIONI MECCANICHE E STUDI DI FABBRICAZIONE, VOL 
I, HOEPLI, MILANO, 1991, P 108-109 

24. N. LARBURU, MÁQUINAS, PRONTUARIO, PARANINFO, MADRID, 1989, P 278 
25. TORIBIO ET AL., FACTOR DE INTENSIDAD DE TENSIONES EN UN TORNILLO FISURADO 



SOMETIDO A TRACCIÓN Y FLEXIÓN, IV ENCUENTRO DEL GRUPO ESPAÑOL DE FRACTURA, 
DOMÍNGUEZ, GARCÍA-LOMAS Y NAVARRO, ED., SEVILLA, MARZO, 1989, P 50-56 

26. APPLICATION OF FRACTURE MECHANICS FOR SELECTION OF METALLIC STRUCTURAL 
MATERIALS, J.E. CAMPBELL, W.W. GERBERICH, AND J.H. UNDERWOOD, ED., ASM, METALS 
PARK, 1982, P 41-103 

Fracture and Fatigue Properties of Structural Steels 

Alexander D. Wilson, Lukens Steel Company 

Fatigue of Coiled Tubing 

Terry McCoy and Jerry Foster, Halliburton Energy Services, Duncan, OK 

 

Coiled tubing (CT) is used in the oil and energy industries to provide a number of production enhancement and 
maintenance services. The operational concept of a CT system is to run a continuous string of small-diameter tubing into 
a well to perform specific well servicing operations without disturbing existing completion tubulars and equipment. When 
servicing is complete, the small-diameter tubing is retrieved from the well and spooled onto a large reel for transport to 
and from work locations. Coiled tubing offers many advantages over conventional jointed tubing including time savings, 
pumping flexibility, fluid placement, reduced formation damage, and safety. 

However, the combination of low yield strength, thin wall, small diameter, and plastic strain cycling events limit CT 
applications. The continuous length of tubing experiences plastic deformation before entering the wellbore during the 
process of unwinding from the reel and passing through the surface machinery. The plastic strains superposed with high 
tangential stresses introduces the low-cycle fatigue failure mechanism. Tubing subjected to these operating conditions has 
a finite life. Many researchers have proposed methods of quantifying the effects of the low-cycle fatigue (Ref 27, 28). The 
loading conditions inside the wellbore are also complex (but not in the plastic strain regime) and of a dynamic nature. 
Tubing mechanics algorithms are used to calculate tubing forces, indicate the buckling state, and compute operating 
stresses. 

Tubing integrity (Ref 29) is the limiting factor in establishing the operating envelope (Ref 30). Factors such as yield 
strength, working depth, working pressure, physical dimensions, and condition of the tubing combine to limit its 
application. The accepted industry operating boundary of 5000 psi (34.5 MPa) and 15,000 ft (4,572 m) depth evolved 
from practical experience based on the material properties available in this time period. The operating envelope has been 
expanded since the introduction of CT as a result of improvements in metallurgy and manufacturing process control. The 
continuous milling technique improved homogeneity by eliminating the butt welds previously used to join segments of 
tubing. Continuous milling removed the potential flaws associated with welds. The perfection of the longitudinal seam 
weld process also contributed to the acceptance of coiled tubing. The manufacturing process includes 100% 
nondestructive inspection of the product for flaw detection plus full hydrostatic test to 80% of the yield pressure. 

The condition of tubing after it has entered service is monitored using visual and analytical tools. The fatigue state is 
calculated from the records of pressures, forces, plastic-bend events, and the physical parameters of the equipment. 
Operating techniques are used to mitigate the effects of corrosion by using inhibitors and to minimize stress by proper 
selection of equipment. Imperfections introduced from the environment such as mechanical damage, corrosion pitting, 
and cracking may reduce the service life below expectations. 

Three basic grades of steel tubing have proven to be acceptable for CT workover operations:  

• 70-GRADE WITH MINIMUM YIELD STRENGTH OF 70 KSI (483 MPA)  
• 80-GRADE WITH MINIMUM YIELD STRENGTH OF 80 KSI (552 MPA)  
• 100-GRADE WITH MINIMUM YIELD STRENGTH OF 100 KSI (690 MPA)  



The 70- and 80-grade materials are usually selected for hostile environments because of their inherent resistance to 
cracking in the presence of wet hydrogen sulfide and other aggressive chemicals. 

Coiled tubing is available in outside diameters from 0.75 through 3.50 in. with wall thickness from 0.087 through 0.203 
in., and lengths exceeding 25,000 ft (7620 m). The most common OD sizes are 1.25 in. and 1.50 in. The trend is toward 
greater use of larger tubing sizes, higher strength, and greater wall thickness (W). 

Example 1: Failure of Coiled Tubing in a Drilling Application. 

Coiled tubing is used in drilling operations because it eliminates the need for a drilling rig and a reduction in equipment 
requirements and time to completion. Coiled tubing for drilling applications is subjected to multiple plastic-strain cycles 
while under load in the presence of potentially corrosive fluids, either encountered downhole or pumped from the surface. 
In one application, coiled tubing (2.000 in. OD × 0.156 in. W) with a yield strength of 483 MPa (70 ksi) was used to drill 
68 steam injection wells in California for a major oil company. Depth of the wells ranged from 850 to 1000 ft (259 to 305 
m). The tubing had used about 50% of its estimated fatigue life when failure occurred. 

Investigation. The tubing failure was transverse to the tubing axis. Visual examination showed a flat fracture surface 

(arrow in Fig. 33) that was about in. (13 mm) in length with the rest of the fracture showing shear lips indicative of 
tensile overload. The fracture was not associated with the longitudinal weld seam. The field report indicated that a pinhole 
leak in the tubing was noticed when the tubing was being spooled over the reel and then the tubing "snapped." 

 

FIG. 33 FRACTURE SURFACE OF COILED STEEL TUBING SHOWING A FLAT FRACTURE (ARROW) INDICATIVE 
OF FATIGUE 

The flat portion of the fracture surface is typical for fatigue cracking. Fatigue striations were visible when the sample was 
examined with a scanning electron microscope (SEM). Closer examination showed corrosion pitting on the tubing ID 
from which the fatigue crack had propagated. The corrosion pits were essentially flat-bottomed and were about 0.010 to 
0.012 in. (0.25 to 0.30 mm) deep. Other areas adjacent to the primary fatigue crack also showed small fatigue cracks 
initiating from corrosion pits (Fig. 26). 

The corrosion pitting on the tubing ID was primarily on one side of the tubing. X-ray diffraction analysis of the scale 
taken from the area in question showed only amorphous iron compounds with a moderate amount of quartz and small 
amounts of various clays. The exact cause of the corrosion pitting was not determined but may have occurred when the 
tubing was idle and fluids accumulated at the bottom of the tubing wraps. 

Chemical and mechanical property testing performed verified that the CT met specifications. Hardness of the tubing was 
92 HRB, which met the specified requirement of 22 HRC maximum. The microstructure of the tubing was typical for this 
grade of tubing having a fine-grain, ferritic structure. Tubing dimensions showed ovality of 0.082 in. (2.1 mm), indicating 
that the tubing had been significantly plastically deformed. 

Conclusion. The CT failed prematurely due to low-cycle fatigue, initiating at ID corrosion pitting. Multiple fatigue 
cracks initiated at the bottom of ID corrosion pits, one of which predominated and propagated to the tubing OD, causing a 
pinhole leak. When the tubing was spooled onto the reel, the crack length was sufficient to allow the tubing to "snap" 
when bent over onto the reel. Although the exact cause of the corrosion was not determined, it is speculated that corrosion 
occurred during tubing lay-up since the pitting corrosion was isolated to one side of the tubing. 



Corrective Measures. Corrosive attack on the coiled tubing can be reduced by completely removing fluids or 
modifying the fluids in the tubing. If water cannot be totally removed from the tubing, then an alkaline solution (to bring 
pH to 8 or 9) and an oxygen scavenger can be added. The tubing can also be purged by flowing dry nitrogen through the 
tubing to dry it out, then capping the ends to maintain a noncorrosive atmosphere in the tubing. 

Example 2: Failure of Coiled Tubing due to Hydrogen Sulfide (H2S) Exposure. 

Coiled tubing with 80 ksi (552 MPa) yield strength is manufactured to a maximum hardness of 22 HRC, thereby meeting 
NACE Standard MR0175 requirement for sour gas service. However, extra precautions must be taken when using this 
tubing in sour (H2S containing) wells because of the plastic cycling the tubing experiences in service. Coiled tubing 
(1.500 in. OD × 0.095 in. W) with length of 10,000 ft (3,048 m) was being used in Red Deer, Alberta, Canada area for 
various types of jobs, including sand cleanout, acid wash, and nitrogen lifts. The tubing had been on 38 jobs when the 
failure occurred. Seventeen of the 38 jobs involved wells containing H2S gas. H2S concentration varied from 0.1% to 7%. 
The tubing had seen relatively high usage with 262,630 total running feet (80,050 m). Detailed analysis of the jobs 
revealed that at the area of failure, the tubing had experienced 70% of its estimated fatigue life. 

Investigation. The primary failure point was a in. (13 mm) transverse crack where a leak occurred. Visual 
examination of the tubing also showed two other transverse cracks that were approximately 0.33 in. (8.4 mm) and 0.18 in. 
(4.6 mm) in length. Examination under a low-power microscope revealed numerous OD surface fissures, some of which 
were adjacent to the primary failure area. Most of these fissures or small cracks were associated with longitudinal gouges 
found on the tubing OD but some were located in areas showing no surface damage. 

The fracture surface of the -in. (13 mm) crack was examined on the scanning electron microscope (SEM). This showed 
a brittle zone near the OD, identified as a sulfide stress crack (SSC), followed by fatigue cracking (Fig. 34). Sulfide stress 
cracking is defined as brittle failure by cracking under the combined action of tensile stress and corrosion in the presence 
of water and hydrogen sulfide (H2S). The cracking mode was ascertained through comparison of this failure to known 
laboratory tested samples. Numerous other small cracks were also noted. 

 

FIG. 34 FRACTOGRAPH OF TUBING WITH A BRITTLE ZONE NEAR THE OD INDICATIVE OF SULFIDE SCC 

Conclusion. Mechanical property testing of the tube sample showed that it met design requirements. Hardness was 
measured to be 96 to 97 HRB, which is below 22 HRC. Failure occurred initially due to sulfide stress cracking on the 
tubing OD followed by fatigue crack propagation through to the tubing ID. Although the CT was below the 22 HRC 
maximum required by NACE Standard MR0175 for use in sour service, the amount of plastic working of the tubing 
contributed to occurrence of failure before expectations, although the CT did achieve 70% of its expected life. 

Corrective Measures. In the presence of known corrosive environments, it was recommended that tubing should not be 
used above 50% of its theoretical fatigue life unless the tubing is closely evaluated. In addition, a lower strength, 70 ksi 
(483 MPa) yield strength grade may perform better since it should have inherently better resistance to sulfide stress 
cracking than the higher-strength grades. 
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Fatigue Resistance and Microstructure of Ferrous Alloys 

Ronald W. Landgraf, Virginia Polytechnic Institute and State University 

 

Introduction 

THE BROAD RANGE OF PROPERTY COMBINATIONS available in ferrous alloy systems provides a unique 
opportunity to control fatigue resistance through microstructural manipulation. Considerable progress has been made in 
improving the understanding of microstructural effects on fatigue behavior (Ref 1, 2, 3). Such knowledge has provided 
the basis for a more fundamental approach to designing and processing alloys for increased fatigue performance. 

The traditional approach to fatigue design with ferrous alloys, based on endurance limits and infinite life criterion, has 
been supplanted by approaches based on finite-life behavior that emphasize the cyclic deformation aspects of the fatigue 
process (Ref 4, 5). Central to these approaches for predicting structural performance in service situations is a set of 
properties that characterize the cyclic deformation and fracture behavior of an alloy. These properties, which are related to 
alloy strength, ductility, and strain-hardening characteristics, provide a useful quantitative basis for assessing and 
interpreting the influence of various microstructural features on material fatigue resistance. 



This article will first review general trends in cyclic response for representative commercial alloys to establish the 
spectrum of cyclic properties attainable through microstructural alteration. Individual alloy classes are then examined in 
greater detail to assess the current understanding of relationships between microstructure and fatigue resistance. Finally, 
the role of internal defects and selective surface processing in influencing fatigue performance is discussed. 

The following ferrous alloy systems are covered:  

• FERRITIC-PEARLITIC STEELS  
• MARTENSITIC STEELS  
• MARAGING STEELS  
• AUSTENITIC STAINLESS STEELS  
• CAST IRON AND STEEL  

Strengthening mechanisms considered include:  

• GRAIN REFINEMENT  
• COLD WORKING  
• SOLID-SOLUTION STRENGTHENING  
• PRECIPITATION STRENGTHENING  
• TRANSFORMATION STRENGTHENING  
• THERMOMECHANICAL PROCESSING  
• SELECTIVE SERVICE PROCESSING  

Fatigue resistance is evaluated in terms of:  

• CYCLIC STABILITY  
• RESISTANCE TO CRACK INITIATION AND PROPAGATION  
• NOTCH SENSITIVITY  
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General Trends in Cyclic Behavior 



In this section, the spectrum of properties achievable in ferrous systems is surveyed using data for representative 
commercial alloys. Important characterizing parameters are introduced and key behavioral responses noted. 

Cyclic Deformation Behavior. Because material flow properties may be altered, often significantly, by reversed 
deformation, it is necessary to use a cyclic stress-strain relation in fatigue studies (Ref 4). Such curves are conveniently 
characterized in the form of a power-law hardening relation between strain amplitude, a, and stress amplitude, a, as is 
often used for monotonic curves:  

  
(EQ 1) 

where E is the elastic modulus and K' and n' are cyclic deformation properties. This formulation allows for direct 
comparison with monotonic tension curves so that cyclic-hardening or cyclic-softening responses can be quickly assessed. 
Monotonic and cyclic stress-strain curves for a series of representative steels are compared in Fig. 1. Ferritic-pearlitic 
steels, such as hot-rolled, low-carbon SAE 1010 and microalloyed SAE 980X, exhibit some cyclic softening at low strains 
followed by modest cyclic hardening at higher strains. Quenched-and-tempered martensitic steels (SAE 5132, 5160, and 
52100) all show significant cyclic softening. Such behavior is typical of a broad range of low- and intermediate-hardness 
martensitic alloys (Ref 6). Similar softening trends are observed for the precipitation-strengthened 18% Ni maraging steel. 
Ausformed H-11 tool steel, on the other hand, is seen to cyclic harden above its already high monotonic value. Such high 
strength levels, obtained by severe hot working of austenite prior to quenching, result in the highest long-life fatigue 
strengths yet achieved (Ref 7, 8). 

 

FIG. 1 MONOTONIC AND CYCLIC STRESS-STRAIN BEHAVIOR OF REPRESENTATIVE FERROUS ALLOYS 

In contrast to these trends is the response of two austenitic stainless steels shown in Fig. 2. In the annealed condition, 
these steels exhibit pronounced cyclic hardening as a result of a deformation-induced martensitic transformation (Ref 9). 
Prior cold working also causes transformation hardening as evidenced by substantial increases in monotonic yield 
strengths. In this condition, cyclic response is reasonably stable. 



 

FIG. 2 STRESS-STRAIN RESPONSES FOR METASTABLE AUSTENITIC STAINLESS STEELS. ANN., ANNEALED; 
CW, COLD WORKED 

A general view of the cyclic responses for a range of ferrous systems is shown in Fig. 3 as a plot of cyclic versus 
monotonic yield strengths; points above the 45° line indicate cyclic-hardening alloys; those below, cyclic-softening 
alloys. Ferritic-pearlitic microstructures are seen to be reasonably stable. The pronounced softening of low- and 
intermediate hardness martensites and maraging alloys is clearly apparent. As-transformed or slightly-tempered 
martensites exhibit stable to hardening tendencies, as do the metastable austenitic stainless steels. 

 

FIG. 3 CYCLIC VERSUS MONOTONIC YIELD STRENGTHS FOR VARIOUS CLASSES OF FERROUS ALLOYS 



The practical significance of these responses depends on the particular application. For example, in notched members, 
local softening at a notch root could result in redistribution of stress, thus alleviating the stress-concentration effect. In 
surface-treated members, on the other hand, the effects of favorable residual stresses will be maximized by a high-
strength, cyclically stable alloy. 

Fatigue-Life Behavior. Contemporary fatigue design methods, which are based on local stress-strain concepts, use the 
following relationship between strain amplitude, a, and reversals to failure, 2Nf, to quantify the fatigue resistance of a 
material:  

  
(EQ 2) 

where E is the elastic modulus, and 'f, b, 'f, and c are cyclic properties related to material strength, ductility, and strain-
hardening behavior. The total strain resistance is viewed as the summation of an elastic plus a plastic-strain term. The 
correspondence between the strain-life curve (Eq 2) and the cyclic stress-strain curve (Eq 1), obtained by plotting each 
curve on a common strain axis, is shown in Fig. 4. This construction allows direct determination of the steady-state stress 
amplitude associated with a given strain amplitude. Note that an endurance limit, Sf, can be estimated from a point on the 
cyclic curve where the plastic strain becomes vanishingly small--a small plastic-strain offset. 

 

FIG. 4 REPRESENTATION OF STRESS-STRAIN AND STRAIN-LIFE BEHAVIOR 

While conveying useful quantitative information, this representation also offers a conceptual scheme for identifying 
regimes wherein particular mechanisms and behavioral patterns are operative. These regimes are determined primarily by 
the relative levels of plastic and elastic strain rather than by the absolute fatigue life. At high plastic strains, for example, 
material ductility is the prime consideration governing fatigue resistance. Cracks are found to initiate relatively early in 
the life, and crack growth is a dominant failure mode. Conversely, at low plastic strains, strength governs behavior and 
crack initiation becomes the increasingly dominant event. It is in this regime that material defects, such as inclusions, play 
a major role. Also, residual-stress effects will be most important here. The transition fatigue life, 2Nt (the life at which the 
plastic and elastic strain amplitudes are equal), provides a useful zone of demarcation between these two regimes and can 
be determined from material properties as follows:  



  
(EQ 3) 

Strain-life plots for four different steels are compared in Fig. 5; elastic, plastic, and total strain components are shown. 
The low-carbon SAE 1010 steel is seen to be ductility-governed over most of its life, with a transition fatigue life of about 
105 reversals. The higher-strength martensitic RQC-100 steel shows improved long-life resistance and a shorter transition 
life. Increasing strength, first by maraging and then by ausforming, further increases long-life resistance and decreases 
short-life resistance, with an attendant decrease in transition life. 

 

FIG. 5 STRAIN-LIFE CURVES FOR REPRESENTATIVE STEELS 

Transition fatigue life as a function of hardness for a variety of ferrous alloys is shown in Fig. 6. A difference of four 
orders of magnitude in transition life is noted between low-strength alloys and ausformed steel. Decreasing transition life 
can be associated with the increase of crack-initiation resistance, a factor that accounts for the increased sensitivity of 
hardened steels to notches and internal defects. 



 

FIG. 6 TRANSITION FATIGUE LIFE AS A FUNCTION OF HARDNESS FOR FERROUS ALLOYS 

As further evidence of the influence of strain regime on failure mode, fatigue crack development in an SAE 1045 steel is 
shown in Fig. 7. Figure 7(a) illustrates behavior near the transition life. Here, slip bands formed early in the life result in 
multiple crack origins. Inclusions may or may not serve as initiation sites. Crack growth occurs by a linking process 
through previously slipped material. At a lower strain amplitude (Fig. 7b), slip markings are not observed and isolated 
cracks form late in life, invariably at inclusions. By way of contrast, the behavior of a low-carbon steel, at an even lower 
strain level and longer life, is shown in Fig. 8. This photomicrograph, obtained at about 10% of the fatigue life, shows 
well-developed slip bands and the beginning of microcrack linking. Thus, crack development in low-carbon steel at long 
lives is similar to crack development observed for hardened steel at short lives. Again, it is the plastic-strain level, rather 
than life regime, that determines behavior. 

 

FIG. 7 FATIGUE CRACK DEVELOPMENT IN A HEAT-TREATED STEEL (SAE 1045, HARDNESS: 450 HB) AT HIGH 
(A) AND LOW (B) CYCLIC STRAINS. (A) /2 = 0.011, 2NF = 2000.(B) /2 = 0.004, 2NF = 53,300 



 

FIG. 8 FATIGUE CRACK DEVELOPMENT IN A LOW-CARBON STEEL (SAE 1010). /2 = 0.002, 2NF = 100,000 

These patterns of crack development have important implications for irregular loading histories. Occasional overstrains 
may initiate cracks in a material that can then propagate at lower strain levels. Dowling (Ref 10) has demonstrated this 
effect in an SAE 4340 steel, as shown in Fig. 9. Data are compared for tests performed with no overstrains, with initial 
overstrains, and with periodic overstrains. The first two test conditions result in runouts (no failure) at comparable strain 
levels. Specimens subjected to periodic over-strains, however, show no runouts at these strain levels; in fact, the data 
points fall on extrapolations of the finite-life strain curves. This behavior suggests that endurance limits will be lowered, 
if not eliminated, under spectrum loading conditions. 

 

FIG. 9 INFLUENCE OF OVERSTRAINS ON THE FATIGUE LIFE OF A HEAT TREATED STEEL (SAE 4340, 
HARDNESS: 350 HB) (REF 10) 

Strength-Ductility Considerations. The foregoing discussion emphasizes the important interplay between strength and 
ductility in determining overall fatigue resistance. The true fracture strength and ductility, as determined in a monotonic 
tension test, are found to be sensitive to many of the metallurgical factors that affect fatigue behavior. Consequently, they 
provide a useful basis for comparing material characteristics (Ref 11); trends for various alloy classes are shown in Fig. 
10. The inverse nature of strength-ductility relations is apparent. The broad scatterbands observed for the conventional 
ferritic-pearlitic and martensitic alloys suggest that there is considerable latitude available for adjusting these properties. 
Also, it is seen that improvements are attainable by judicious alloying and processing (for example, maraging and 
ausforming). 



 

FIG. 10 FRACTURE STRENGTH-DUCTILITY COMBINATIONS ATTAINABLE IN COMMERCIAL STEELS 

These trends in strength and ductility are clearly reflected in the strain-life curves shown in Fig. 11. The higher-strength 
martensitic alloys are found to give superior long-life resistance, whereas the more ductile alloys are superior at short 
lives. At intermediate lives, because the curves cross one another, less variation is seen in fatigue resistance. The curve for 
ausformed H-11 steel is included to indicate the upper limit on long-life resistance currently achievable by bulk 
processing; the fatigue strength of ausformed steel is higher by a factor of seven than the bottom of the ferritic-pearlitic 
band. 

 

FIG. 11 REPRESENTATIVE STRAIN-LIFE BEHAVIOR FOR FERRITIC-PEARLITIC AND MARTENSITIC STEELS 



Representative fatigue crack growth trends are shown in Fig. 12 for ferritic-pearlitic and martensitic alloys (Ref 12) and 
for an ultrahigh-strength steel (Ref 13). Similarities with Fig. 11 are apparent. In the middle region, there is little variation 
among materials. The major differences are at the two extremes--that is, in the threshold levels at low growth rates and in 
fracture toughness levels (indicating unstable growth). The bands shown in Fig. 12 represent the extremes observed in 
commercial alloys. A point of particular significance here is that microstructures resulting in good long-life fatigue 
resistance will generally give lower thresholds for crack growth. Thus, it is important to distinguish between resistance to 
crack initiation and resistance to crack propagation. 

 

FIG. 12 FATIGUE CRACK GROWTH BEHAVIOR FOR REPRESENTATIVE CLASSES OF STEEL (REF 12, 13) 

Proceeding with the comparison of materials, Fig. 13 shows that maraging steels, with an uncommonly high combination 
of strength and ductility, offer high-cycle resistance approaching that of ausformed steel while maintaining excellent low-
cycle resistance. The austenitic stainless steels (Fig. 14 ) offer a wide range of properties, depending on their relative 
stability to reversed plasticity. 



 

FIG. 13 STRAIN-LIFE BEHAVIOR OF 18% NI MARAGING STEEL 

 

FIG. 14 STRAIN-LIFE BEHAVIOR OF AUSTENITIC STAINLESS STEELS 

General Microstructural Effects. As a final part of this section, we identify microstructural features that can alter, often 
significantly, the foregoing trends. These can be classified as effects caused by directionality and inhomogeneity. 

Directionality effects are particularly apparent in ausformed steel (see Fig. 15). Because of the high level of 
deformation during processing, an extremely textured structure is obtained. This results in a tendency for cracks to branch 
and follow weaker longitudinal planes, serving as an effective crack-arrest mechanism in certain applications (Ref 14). If, 
however, such an alloy were subjected to transverse straining, greatly reduced fatigue performance could be anticipated. 
In this regard, it is noted that the yield and ultimate strengths of ausformed steel are nearly the same in longitudinal and 
transverse directions (Ref 15). Fracture strength and ductility, however, are significantly reduced in the transverse 
direction--further evidence that fracture properties are more reliable indicators of fatigue performance. In general, alloys 
strengthened by cold working or thermomechanical processing will exhibit direction-dependent properties that may be 
important in many applications. 



 

FIG. 15 FATIGUE CRACK DEVELOPMENT IN A STRONGLY TEXTURED AUSFORMED H-11 TOOL STEEL 

Inhomogeneity effects in a maraging steel are illustrated in Fig. 16. Here, low-hardness, alloy-depleted zones serve as 
sites for early crack initiation. These zones can appreciably reduce long-life fatigue performance. Such observations are 
equally relevant to decarburized steels and multiphase alloys, such as dual-phase steels in which the low-carbon ferritic 
zones serve as preferential crack initiation sites. 

 

FIG. 16 FATIGUE CRACK DEVELOPMENT IN ALLOY-DEPLETED ZONES IN 18% NI MARAGING STEEL 
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Microstructural Considerations 

Ferritic-Pearlitic Alloys. Details of the fatigue process in iron and iron-carbon alloys are well documented in terms of 
the structural alterations accompanying cyclic deformation (Ref 16, 17, 18), strain-aging effects (Ref 19), and the 
influence of microstructure and composition on fatigue properties (Ref 20). Considerable attention has been directed 
toward increasing the useful strength of low-carbon steels through microalloying and thermomechanical processing (Ref 
21). One can see notable progress by comparing, in Fig. 1, the stress-strain curve for SAE 980X with the conventional 
SAE 1010 steel. Strength has been increased by a factor of three by a combination of grain refinement and precipitation 
strengthening (Ref 22, 23). 

These strengthening effects are examined in more detail in Fig. 17, where monotonic and cyclic yield strengths for a 
series of model alloys are presented in the form of a Hall-Petch plot. For carbon and carbon-manganese alloys, monotonic 
yield strengths are found to be much more sensitive to grain refinement than cyclic yield strengths. Large-grain alloys 
exhibit cyclic hardening, whereas small-grain alloys cyclically soften. This is consistent with observations in iron (Ref 
18) showing that a characteristic dislocation-cell structure (that is essentially independent of prior condition) is formed 
during fatigue. The addition of niobium (columbium) and the resulting precipitation strengthening increase monotonic 
strength by about 100 MPa (15 ksi); more importantly, cyclic stability is achieved. (The softening observed for the 
intermediate grain size in Fig. 17 is a result of an underaged condition.) 

 

FIG. 17 EFFECTS OF GRAIN SIZE ON YIELD STRENGTHS OF LOW-CARBON STEELS (REF 24) 



Long-life fatigue data on a carbon-manganese steel (Ref 5) are presented in Fig. 18. Not surprisingly, the effect of grain 
refinement on the endurance limit, Sf, closely parallels trends in cyclic yield strength. This suggests that a small cyclic 
offset yield strength would reliably predict long-life fatigue resistance in these alloys. Also shown in Fig. 18 is the 
influence of grain size on the threshold-intensity range for crack growth. Grain refinement is seen to degrade crack-
growth resistance somewhat. 

 

FIG. 18 EFFECT OF GRAIN SIZE ON ENDURANCE LIMIT AND CRACK GROWTH THRESHOLD BEHAVIOR OF LOW-
CARBON STEEL (REF 25) 

Cyclic stress-strain curves for a series of low-alloy steels are shown in Fig. 19. Using iron as a baseline, this 
representation clearly shows the effects of alloying and grain refinement on cyclic deformation resistance. Strain-life 
curves for selected conditions, shown in Fig. 20, confirm the correlation between cyclic stress-strain and strain-life 
response. Grain refinement and precipitation strengthening are seen to contribute about equally to improvements in long-
life fatigue resistance. 



 

FIG. 19 EFFECT OF GRAIN SIZE AND ALLOYING ON CYCLIC STRESS-STRAIN RESPONSE 

 

FIG. 20 STRAIN-LIFE BEHAVIOR AS INFLUENCED BY GRAIN SIZE AND ALLOYING (REF 24) 

Martensitic Alloys. Quenched-and-tempered martensitic steels, as a class, offer the greatest latitude in tailoring 
properties for fatigue resistance. Monotonic strength, ductility, and fracture toughness properties for SAE 1045 steel are 
shown in Fig. 21 as a function of hardness. Of note are the observed optimum in strength properties and the precipitous 
drop in ductility at about 600 HB. This trend has been attributed to the influence of inclusions and a transition in failure 



mode (Ref 26). Fracture toughness exhibits a similar drop at a lower hardness. Interestingly, ausformed steel provides an 
important exception to these trends. 

 

FIG. 21 MONOTONIC STRENGTH, DUCTILITY, AND FRACTURE TOUGHNESS AS A FUNCTION OF HARDNESS 
FOR A MEDIUM-CARBON STEEL (SAE 1045). F IS TRUE FRACTURE STRENGTH, SY IS YIELD STRENGTH 

The propensity for tempered martensites to cyclically soften is a point of practical concern. As shown by data for SAE 
1045 steel in Fig. 22, maximum softening occurs at intermediate hardnesses, while cyclic stability is approached at both 
hardness extremes. Stability can be associated with stabilization of the heavily dislocated martensite during quenching . A 
minimum carbon content of 0.05 to 0.1 wt% is required to achieve stability in as-transformed iron-nickel-carbon 
martensites (Ref 27). From these observations, it is possible to correlate cyclic responses with carbon content and degree 
of tempering. The region of cyclic stability or hardening correlates well with the first stage of tempering ( that is, up to 
tempering temperatures of about 200 °C, or 390 °F). In studies of a 4142 steel, Theilen et al. (Ref 28) have attributed such 
hardening to strain aging. Cyclic softening, observed at higher tempering temperatures, is associated with rearrangement 
of the dislocation substructure and reduction of the dislocation density. In this respect, behavior is similar to a cold-
worked material. Finally, the mixed response at low hardnesses is attributed to removal of yield point at low strains 
followed by bulk strain hardening at higher strains. 



 

FIG. 22 MONOTONIC AND CYCLIC YIELD STRENGTH AS A FUNCTION OF HARDNESS FOR A MEDIUM-CARBON 
STEEL (SAE 1045) 

Strain-life curves as a function of hardness are presented in Fig. 23 to demonstrate the range of properties available by 
tempering. This family of intersecting curves provides clear evidence of the crucial interplay of strength and ductility in 
determining overall fatigue resistance. This information, used in conjunction with life-prediction models, provides a 
quantitative basis for optimizing material processing for specific applications. 

 

FIG. 23 STRAIN-LIFE BEHAVIOR AS A FUNCTION OF HARDNESS (HB) FOR A MEDIUM-CARBON STEEL (SAE 
1045) 

Thermomechanical Processing. The effectiveness of ausforming in achieving notable improvements in fatigue 
performance is well established. The success of this process is apparently due to the formation of a well-stabilized 
substructure (Ref 8, 19). Other techniques involving deformation of martensite have been less effective (Ref 29). The 



cyclic behavior of a quenched-and-deformed SAE 4142 steel is compared with a conventionally heat-treated alloy in Fig. 
24. Although the monotonic tensile curve is elevated, the compressive curve is lowered, and identical cyclic curves are 
obtained for the two conditions. It is the directional nature of such strengthening that limits its effectiveness in reversed 
deformation situations. Deformation processing could improve resistance under unidirectional loading, however. 

 

FIG. 24 EFFECT OF DEFORMATION PROCESSING ON DEFORMATION RESPONSE OF A MEDIUM-CARBON STEEL 
(SAE 4142, HARDNESS: 450 HB) 

Maraging. Although the resistance of maraging steel to high-cycle fatigue is somewhat lower than might be expected 
(because of cyclic softening), its overall fatigue characteristics suggest that it would perform well in spectrum-loading 
situations. Studies of the cyclic responses in maraging steel in both the annealed and aged conditions indicate that cyclic 
softening of the annealed structure is associated with the formation of a dislocation-cell structure, whereas softening of 
the aged structure is attributed to the rearrangement of dislocation networks around precipitates (Ref 30). 

Metastable Austenitic Alloys. Austenitic stainless steels (see Fig. 2) are of interest due to their intriguing capability of 
transforming to martensite when cyclically strained (Ref 31, 32, 33, 34). Results indicate that such transformations 
degrade low-cycle resistance; however, improvements in high-cycle and crack growth resistance have been noted. It is 
possible that this mechanism can be used to improve the performance of notch members through preferential 
transformation at stress concentrations. In this regard, it is significant that the degree of instability can be controlled 
through appropriate alloying. 
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Notch Sensitivity and Internal Defects 

Microstructure plays a particularly prominent role in determining the sensitivity of ferrous alloys to small geometric stress 
concentrations and internal defects. Mitchell has studied the behavior of cast irons and steels (Ref 35) and has developed 
an approach for predicting fatigue performance in internally defective materials based on consideration of matrix 
properties and the size, shape, and distribution of defects. A schematic of microdiscontinuities treated is shown in Fig. 25; 
the microdiscontinuities include various graphite morphologies in cast irons, porosity in cast steels, and nonmetallic 
inclusions in cast and wrought steels. This approach provides guidelines for adjusting matrix properties to best 
accommodate particular types of defects as well as quantitatively assessing the benefits of improving steel cleanliness. 



 

FIG. 25 EXAMPLES OF MICRODISCONTINUITIES THAT AFFECT FATIGUE BEHAVIOR OF FERROUS SYSTEMS 
(REF 35) 

The sensitivity of a particular ferrous alloy to internal defects is strongly dependent on their size. When the notch size 
approaches the size of the microstructural unit (for example, grain size or dislocation-cell size), the material can no longer 
sustain the stress gradient predicted by continuum theory. Thus, small notches have less influence on behavior than do 
large notches. Figure 26 shows the effect of notch or defect size on fatigue notch sensitivity for steels at different hardness 
levels. Notch sensitivity ranges from 0 (no notch effect) to 1 (full theoretical effect). Hardened steel is sensitive to defects 
two orders of magnitude smaller than is a normalized steel. This explains why inclusions can severely limit the 
performance of high-strength steel and also why threshold stress intensities are observed to decrease at increasing strength 
levels. Considerable effort is expended to remove inclusions from high-carbon bearing steels (SAE 52100) for this reason. 
In addition, the lower-strength, ductile steels are able, through local yielding, to redistribute the high local stresses, thus 
ameliorating the notch effect. 



 

FIG. 26 EFFECT OF NOTCH SIZE ON FATIGUE NOTCH SENSITIVITY OF STEELS AS A FUNCTION OF HARDNESS 
(HB) 

These effects should be considered when selecting materials because the perceived benefits of a high-strength steel may 
be diminished due to a lower tolerance for notches and internal defects. Also, as mentioned previously, the presence of 
occasional high cyclic strains will often dictate the choice of a lower-strength, higher-ductility condition. High strength 
does not necessarily lead to high fatigue resistance. In addition, while inclusions are known to lower fatigue strength, not 
all inclusions are the same as to their effects. For example, oxides are more deleterious than sulfides. In addition, from a 
practicing engineers' perspectives, it is possible to specify the acceptable inclusion ratings as well as steel making routes 
including lowering the sulfur level or treating with rare earth elements to globularize the sulfides. 
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Selective Surface Processing 

Surface-processing treatments, such as shot peening, induction hardening, carburizing, and nitriding, are commonly used 
to improve the fatigue resistance of steel components subjected to bending or torsional loading. The influence of these 
processes on fatigue performance depends, in a complex way, on local material properties, the service loading and, 
importantly, on the magnitude, distribution, and stability of residual stresses (Ref 36, 37). 

Residual Stress. The development of compressive residual stress at the surface of components can often result in 
dramatic improvements in fatigue performance (Ref 38). Residual stress profiles obtained by shot peening a spring steel 
are shown in Fig. 27. Strain peening--in which a component, such as a spring, is deformed during processing--is seen to 
impart higher compressive stresses and a deeper pattern of penetration than does conventional peening. For induction 
hardening, the residual stress pattern, associated with volume changes during transformation, depends on the depth of 
hardening and, in general, is related to the hardness profile as indicated in Fig. 27(b). Here the favorable surface stresses 



are coupled with a higher-strength surface layer which, at long lives, offers further performance improvements. Fatigue 
failures in peened or induction-hardened components are often found to initiate below the surface. 

 

FIG. 27 TYPICAL RESIDUAL STRESS PATTERNS OBTAINED BY SHOT PEENING (A) AND INDUCTION 
HARDENING (B) 

Cycle-Dependent Stress Relaxation. It is common to assess residual stress effects on fatigue by treating them as 
mean stresses (Ref 36). Their effectiveness will depend on their stability under service loading; cyclic-dependent stress 
relaxation may negate any potential benefits. The resistance of a steel to cyclic stress relaxation can be determined by 
subjecting axial specimens to biased strain cycling and observing the cyclic change in mean stress. Residual (mean) stress 
can be expected to relax whenever the applied loading results in reversed plastic straining. Because of the tendency for 
many steels to exhibit cycle-dependent softening, this may occur at lower stresses than would be anticipated from 
monotonic yield strengths. 



The cyclic stress relaxation behavior of an SAE 1045 steel at three hardnesses is shown in Fig. 28. The ratio of 
instantaneous mean stress to the first cycle mean stress is plotted against cycles on logarithmic coordinate. The relaxation 
rate is characterized by the slope of this line, r, resulting in the following relation:  

MN = M1(N)R  (EQ 4) 

where mN is the mean stress on the Nth cycle, and m1 is the mean stress on the first cycle. The relaxation exponent, r, a 
function of steel hardness and applied strain amplitude, can be estimated using procedures in Ref 36. 

 

FIG. 28 CYCLIC STRESS RELAXATION RATES AS A FUNCTION OF HARDNESS AND STRAIN LEVEL FOR SAE 
1045 (REF 36) 

Fatigue Life Prediction. In order to achieve maximum benefits from surface-processing treatments, it is necessary to 
consider both surface and subsurface failure modes. Using the previously established analogy between mean and residual 
stresses, this is conveniently accomplished using the following life relation developed by Morrow (Ref 39):  

  
(EQ 5) 

where fatigue life in reversals, 2Nf, is a function of material properties, 'f and b, stress amplitude, a, mean stress, m, 
and residual stress, r. 

In Fig. 29, the individual stress gradients resulting from processing and applied loading of an induction-hardened shaft are 
plotted from surface to centerline. These are then combined and plotted as a damage parameter profile as indicated. From 
Eq 5, the higher the magnitude of this parameter, the shorter the fatigue life. In Fig. 29, the parameter attains a maximum 
below the surface, thus predicting subsurface crack initiation. This is often observed in surface processes members and, in 
this instance, is the result of a shallow case depth and the tensile residual stress field subsurface. Life improvements are 
possible by deepening the case. The optimal processing would result in equal failure likelihood at the surface and 
subsurface. 



 

FIG. 29 STRESS AND DAMAGE PARAMETER PROFILES FOR A SURFACE-PROCESSED BENDING MEMBER (REF 
36) 

Processing for Fatigue Performance. To gain additional insight into material characteristics conducive to surface-
processing response, it is informative to consider the variation of key properties with hardness. In Fig. 30, trends 
representative of a range of medium- to high-carbon steels are shown. Fatigue strength, as indicated by 'f, increases 
linearly with hardness, attains a maximum around 600 HB, and decreases slightly thereafter. The decrease is due, in part, 
to inclusion effects: cleaner steels show less effect. With regard to residual stresses, note that the cyclic yield strength, Sy', 
falls below the monotonic value, Sy, at hardnesses below 550 HB. Such cycle-dependent softening promotes rapid 
residual stress relaxation. 

 



FIG. 30 RESIDUAL STRESS EFFECTS ON LONG-LIFE FATIGUE AS A FUNCTION OF HARDNESS (REF 36) 

The stress amplitude threshold for relaxation, ( a)relax, follows the trend of the cyclic yield strength. Furthermore, at 
hardnesses below 550 HB, stress relaxation can be expected at lives of 106 reversals or longer. The influence of 
compressive residual stresses on fatigue resistance at 106 is largest at the highest hardnesses and diminishes rather rapidly 
with decreasing hardness. Material characteristics promoting strong residual stress effects include: a monotonic yield 
strength to achieve a high initial residual and cyclic stability in order to avoid relaxation. These trends suggest that an 
improvement of approximately a factor of three in long-life fatigue strength is attainable through hardening, with another 
factor of two possible through residual stress effects. 

Nelson et al. (Ref 40) have dramatically demonstrated the powerful effect of residual stress on fatigue. By means of a 
severe quenching procedure, they were able to obtain a compressive residual stress of 250 ksi (1720 MPa) at the surface 
of an as-transformed SAE 1045 steel specimen. This resulted in a million-cycle fatigue strength of 230 ksi (1590 MPa). 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

 

Introduction 

THE STEELS discussed in this article range from the less expensive mild steels used in bridge construction to the very 
expensive 18Ni maraging steels used in high-strength pressure vessels and aircraft components. Such steels may differ by 
more than an order of magnitude in both yield strength and alloy additions as well as in cost per unit weight. It has been 
clear for some time that selection of ultrahigh-strength steels for critical structures requires application of fracture 
mechanics principles if high degrees of reliability are to be achieved. In fact, such principles have been applied to 
selection of steels since the early 1960s in developing rocket motor chambers with improved performance. These 
concepts have been adopted by the aerospace industry and have since been incorporated into standards for determining 
fracture toughness of metals and for design of airframes and engine components. 

For example, the U.S. Air Force has established damage tolerance requirements (MIL-A-83444) that are applied in the 
design, fabrication, and inspection of military aircraft. This resulted because of recurring structural failures in military 
aircraft, such as those caused by problems in material selection, fabrication, and heat treatment of the D6ac steel wing 
carrythrough structure for the F-111 aircraft. Other government agencies have included damage tolerance requirement 
specifications, and it is expected that this trend will continue. These concepts have already been extended to medium-
strength rotor forging steels in the electric power industry and are gradually being applied to such problem areas as 
dynamic fracture toughness of roll bars for off-road vehicles and corrosion fatigue of line pipe steel in aggressive 
hydrogen sulfide environments. 

Because these concepts are being applied to a broad spectrum of steels with extreme variations in strength, composition, 
and microstructure, this article attempts to present typical data for several classes of steels (e.g., ferrite-pearlite steels, Ni-
Cr-Mo generator rotor steels, and ultrahigh-strength steels). Within the scope of this article, it is not possible to present 
sufficient data for the user to apply this as a design manual. Rather, an attempt is made to identify those effects of alloy 
composition, microstructure, and heat treatment that are most critical to the various types of fracture behavior 
encountered due to variations in loading, temperature, and environment. More detailed data are covered in other articles 
in this Volume. 

This article is organized into four major sections that address fracture toughness, fatigue crack propagation, sustained-
load crack propagation, and fundamental aspects of fracture in steel. Where possible, these major sections are further 
subdivided to illustrate the effects of variations in alloy chemistry, microstructure, temperature, strain rate (or frequency), 
and environment on the various fracture toughness or crack growth rate parameters. In the following sections, the 
metallurgy of steel is given only a summary treatment, being followed by the major mechanical property sections dealing 
with static fracture toughness, KIc; dynamic fracture toughness, KID; fatigue or sustained-load crack growth rates, da/dN or 
da/dt; and fatigue or sustained-load thresholds, ∆Kth or Kth. 

Common classes of steels are austenitic (face-centered-cubic) steels, ferrite-pearlite or bainitic (body-centered-cubic) 
steels, and martensitic (body-centered-tetragonal) steels. The austenitic stainless steels are discussed in a separate article 
in this Volume. In this article, nearly all of the data deal with ferrite-pearlite steels and steels with tempered-martensite 
microstructures, although some of the larger components of heat-treated or slowly cooled alloys invariably contain some 
bainite. Particular emphasis is given to maraging-type steels and high-strength low-alloy (HSLA) steels. The HSLA steels 
contain niobium (columbium), vanadium, or titanium as microalloying constituents in the form of finely dispersed 
carbides. The high-nickel maraging steels contain a low-carbon martensite matrix with precipitates of various 
compositions, after age hardening. 

Typical Compositions and Alloying. Nominal compositions of some of the steels considered in this article are given in 
Table 1. Table 1 does not include the compositions for the HSLA and Cr-Mo families of steel, which are large and are 
covered in separate articles in this Volume. However, this article does provide some comparative data on these major 
steel types. 

 

 



TABLE 1 NOMINAL COMPOSITIONS OF CARBON AND ALLOY STEELS REFERRED TO IN THIS 
ARTICLE 

NOMINAL COMPOSITION, %  TYPE OR 
DESIGNATION  

UNS 
DESIGNATION  C  Mn  Si  Cr  Ni  Mo  V  Co  OTHER  

NOMINAL 
YIELD 
STRENGTH 
OR 
RANGE, 
MPA  

FERRITE-PEARLITE STEELS  
A285, GRADE C  K02801  0.17  0.52  0.06  . . .  . . .  . . .  . . .  . . .  . . .  240  
A36  . . .  0.25  1.0  . . .  . . .  . . .  . . .  . . .  . . .  . . .  250  
ST 37-3  . . .  0.08  0.45  0.17  . . .  . . .  . . .  . . .  . . .  . . .  320  
A588, GRADE A  K11430  0.15  1.1  0.20  0.5  . . .  . . .  0.05  . . .  0.3CU  >290  
A588, GRADE F  K11541  0.15  0.8  0.20  0.2  0.8  0.15  0.05  . . .  0.6CU  345  
A515, GRADE 70 
(ASTM A212)  

K03101  0.27  0.71  0.19  . . .  . . .  . . .  . . .  . . .  . . .  450  

A302, GRADE B  K12022  0.20  1.29  0.18  . . .  0.08  0.55  . . .  . . .  . . .  470  
A572 HSLA  . . .  0.26 

MAX  
1.35 
MAX  

. . .  . . .  . . .  . . .  (A)  . . .  (A)  350-450  

API X-65  . . .  0.24  1.35  . . .  . . .  . . .  . . .  (B)  . . .  (B)  450  
Q & T LOW-ALLOY (MEDIUM STRENGTH) STEELS  
A514, GRADE F  K11576  0.15  0.80  0.25  0.5  0.9  0.5  0.05  . . .  0.3CU, 

0.004B  
690  

A533, GRADE B  K12539  0.25  1.25  0.20  . . .  0.50  0.5  . . .  . . .  . . .  730  
A517, GRADE F  K11576  0.17  0.85  0.20  0.56  0.81  0.5  0.04  . . .  0.31CU  805  
HY 80  . . .  0.12  0.30  0.22  1.46  2.49  0.43  . . .  . . .  . . .  590  
HY 100  . . .  0.18  0.45  0.25  1.40  2.60  0.32  0.01  . . .  . . .  730  
HY 130  . . .  0.12  0.75  0.30  0.55  5.0  0.50  0.08  . . .  . . .  950  
QT 35  . . .  0.18  1.2  0.20  0.90  1.1  0.45  0.07  . . .  . . .  600  
API M N80  . . .  0.41  1.15  0.28  . . .  . . .  0.09  . . .  . . .  . . .  605  
API N 110  . . .  0.43  1.19  0.26  . . .  . . .  0.09  . . .  . . .  . . .  920  
NI-CR-MO-V 
ROTOR STEEL  

. . .  0.30  0.40  0.20  1.70  3.5  0.60  0.15  . . .  . . .  700  

3340  . . .  0.40  0.45  . . .  1.52  3.33  . . .  . . .  . . .  . . .  890  
ULTRAHIGH-STRENGTH STEELS (LARGE STRENGTH RANGES DUE TO TEMPERING)  
4130  G41300  0.30  0.50  0.25  1.0  . . .  0.20  . . .  . . .  . . .  900-1700  
4140  G41400  0.40  0.83  0.25  0.93  . . .  0.20  . . .  . . .  . . .  900-1800  
4340  G43400  0.40  0.70  0.25  0.80  1.9  0.25  . . .  . . .  . . .  900-1800  
300M  K44315  0.42  0.76  1.60  0.76  1.76  0.41  0.10  . . .  . . .  1070-1740  
D6AC  K24728  0.45  0.80  0.25  1.15  0.60  1.0  0.06  . . .  . . .  900-1800  
H-11  T20811  0.40  0.30  0.90  5.00  . . .  1.3  0.5  . . .  . . .  900-1800  
HP9-4-20  K91401  0.20  0.30  0.10  0.80  9.0  1.0  0.1  4.5  . . .  1100-1300  
HP9-4-25  . . .  0.27  0.21  0.02  0.39  9.48  0.51  0.08  3.9  . . .  1200-1400  
HP9-4-45  . . .  0.45  0.10  0.10  0.30  8.5  0.20  0.10  3.75  . . .  1300-1800  
10NI-CR-MO-CO  . . .  0.11  0.2  0.10  2.20  10.0  1.0  . . .  8.0  . . .  1310  
AF1410  . . .  0.15  0.06  0.10  2.0  10.0  1.0  . . .  14.0  . . .  1480  
12NI-5CR-3MO  K91890  0.02  . . .  . . .  5.0  12.1  3.2  . . .  . . .  0.25TI, 

0.30AL  
. . .  

18NI, GRADE 200  K92810  0.01  0.02  0.10  . . .  18.0  3.0  . . .  8.5  0.20TI, 
0.1AL  

1380  

18NI, GRADE 250  K92890  0.006  0.02  0.02  . . .  18.7  4.8  . . .  8.5  0.40TI, 
0.15AL  

1720  

18NI, GRADE 300  K93120  0.013  0.02  . . .  . . .  18.6  4.8  . . .  8.9  0.59TI, 
0.1AL  

2070  

18NI, GRADE 350  . . .  0.004  0.02  0.02  . . .  18.0  4.2  . . .  12.5  1.70TI, 
0.1AL  

2400  

12CR-MO-V  . . .  0.20  1.0  0.5  12.0  0.6  0.5  0.3  . . .  . . .  900-1450   
(A) 0.01-0.1 V AND/OR 0.005-0.05 NB. 



(B) 0.02 V MIN AND/OR 0.005 NB MIN  

With regard to strength, ferrite-pearlite steels generally achieve their strength from carbon in the form of Fe3C (pearlite 
content) or silicon and manganese as solid-solution strengtheners. The exceptions are the HSLA grades, which may be 
strengthened by niobium, vanadium, or titanium carbides. In both instances, the standard contribution of strength from the 
inverse square-root grain size relationship is most important. For tempered martensitic steels, carbon is the major 
strengthener for low tempering temperatures, whereas chromium, tungsten, molybdenum, or vanadium alloy carbides 
contribute to secondary hardening of alloy steels tempered in the range from 500 to 600 °C (930 to 1110 °F). General 
comparison of strength is shown in Table 2. 

TABLE 2 GENERAL COMPARISON OF MILD (LOW-CARBON) STEEL WITH VARIOUS HIGH-STRENGTH 
STEELS 

CHEMICAL COMPOSITION, %(A)  MINIMUM 
YIELD 
STRENGTH  

MINIMUM 
TENSILE 
STRENGTH  

STEEL  

C 
(max)  

Mn  Si  OTHER  MPA  KSI  MPA  KSI  

MINIMUM 
DUCTILITY 
(ELONGATION 
IN 50 MM, 
OR 2 IN.), %  

LOW-CARBON STEEL  0.29  0.60-
1.35  

0.15-
0.40  

(B)  170-
250  

25-
36  

310-
415  

45-60  23-30  

AS-HOT ROLLED 
CARBON-MANGANESE 
STEEL  

0.40  1.00-
1.65  

0.15-
0.40  

. . .  250-
400  

36-
58  

415-
690  

60-
100  

15-20  

HSLA STEEL  0.08  1.30 
MAX  

0.15-
0.40  

0.02 NB OR 
0.05 V  

275-
450  

40-
65  

415-
550  

60-80  18-24  

HEAT-TREATED 
CARBON STEEL  

                           

NORMALIZED(B)  0.36  0.90 
MAX  

0.15-
0.40  

. . .  200  29  415  60  24  

QUENCHED AND 
TEMPERED  

0.20  1.50 
MAX  

0.15-
0.30  

0.0005 B 
MIN  

550-
690  

80-
100  

660-
760  

95-
110  

18  

QUENCHED-AND-
TEMPERED LOW-
ALLOY STEEL  

0.21  0.45-
0.70  

0.20-
0.35  

0.45-0.65 
MO, 0.001-
0.005 B  

620-
690  

90-
100  

720-
800  

105-
115  

17-18  

 
(A) TYPICAL COMPOSITIONS INCLUDE 0.04% P (MAX) AND 0.05% S (MAX). 
(B) IF COPPER IS SPECIFIED, THE MINIMUM IS 0.20%.  

Alloying additions to low-strength ferrite-pearlite steels are minimal. However, for heavy steel sections of higher strength 
and for ultrahigh-strength steels, alloying additions are of primary consideration for hardenability, strength, and 
toughness. To expand the austenite stability range, additions of elements such as boron, carbon, chromium, nickel, 
manganese, molybdenum, and vanadium are most common, whereas copper, tungsten, niobium, and titanium may be 
added to specialty steels, and silicon and aluminum are added as deoxidants. The latter element may also be added as a 
grain refiner, because AlN pins grain boundaries and retards ferrite grain growth. Such alloying additions, except boron 
and carbon, are readily dissolved in ferrite, but some tend to form strong carbides, as originally outlined by Bain and 
Paxton (Ref 1). 

With regard to impact energy and fracture toughness of ferritic steels, manganese or nickel is most commonly added to 
reduce the ductile-to-brittle transition temperature. In addition, grain refiners such as aluminum may cause net 
improvements in low-temperature toughness. Rare-earth additions such as cerium often are made for inclusion shape 
control to improve toughness at higher temperatures in the upper-shelf region. These factors are described in more detail 
later in this article. 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Structural Steels 

 

Before discussing the fracture mechanics properties of ferritic and quenched-and-tempered structural steels, this section 
briefly reviews some basic types and metallurgical aspects of strengthening mechanisms and fracture toughness for 
structural steels. Like most materials, toughness generally decreases with increasing yield strength, as shown in Fig. 1 and 
2 for HSLA (ferritic-pearlitic) steels and quenched-and-tempered steels, respectively. Improvements in both strength and 
toughness can be achieved by grain refinement (Fig. 1) with heat treatment or thermomechanical processing methods such 
as controlled rolling. In general, quenched-and-tempered steels provide a better combination of strength and toughness 
when compared to as-rolled carbon or HSLA ferritic-pearlitic steels (Table 2, Fig. 3). However, quenching and tempering 
is a more involved process than the production of as-rolled steels, which is one reason the as-rolled HSLA steels are an 
attractive alternative. Compared to mild and heat-treated steels (Table 2), the as-rolled HSLA steels also have lower 
carbon contents, which enhance not only toughness but also weldability for structural fabrication. 



 



FIG. 1 GENERAL COMBINATIONS OF YIELD STRESS AND IMPACT TRANSITION TEMPERATURES AVAILABLE IN 
CONTROLLED-ROLLED STEELS OF VARIOUS (A) COMPOSITIONS AND (B) SECTION SIZES 

 

FIG. 2 CORRELATION BETWEEN FRACTURE TOUGHNESS AND YIELD STRENGTH FOR VARIOUS HIGH-
STRENGTH STEELS 



 

FIG. 3 GENERAL COMPARISON OF CHARPY V-NOTCH TOUGHNESS FOR A MILD-CARBON STEEL (ASTM A 7, 
NOW ASTM A 283, GRADE D), AN HSLA STEEL, AND A HEAT-TREATED CONSTRUCTIONAL ALLOY STEEL 

Fracture Mechanics Properties of Carbon and Alloy Steels 

Structural Steel Types 

Mild (low-carbon) steels are normally considered to have carbon contents up to 0.25% C with about 0.4 to 0.7% Mn, 
0.1 to 0.5% Si, and some residuals of sulfur, phosphorus, and other elements. These steels are not deliberately 
strengthened by alloying elements other than carbon; they contain some manganese for sulfur stabilization and silicon for 
deoxidation. Mild steels are mostly used in the as-rolled, forged, or annealed condition and are seldom quenched and 
tempered. 

The largest category of mild steels is the low-carbon (<0.08% C, with ･0.4% Mn) mild steels used for forming and 
packaging. Mild steels with higher carbon and manganese contents have also been used for structural products such as 
plate, sheet, bar, and structural sections. Typical examples include:  

 

MINIMUM YIELD STRENGTH  STEEL  
MPA  KSI  

HOT-ROLLED SAE 1010 STEEL SHEET  207  30  
ASTM A 283, GRADE D  228  33  
ASTM A 36  250  36   

Before the advent of HSLA steels, these mild steels were commonly used for the structural parts of automobiles, bridges, 
and buildings. In automotive applications, for example, hot-rolled SAE 1010 sheet has long been used as a structural 
steel. However, as lighter weight automobiles became more desirable during the energy crisis, there was a trend to reduce 
weight by using higher-strength steels with suitable ductility for forming operations. 



The trend for structural steels used in the construction of bridges and buildings has also been away from mild steels and 
toward HSLA steels. For many years. ASTM A 7 (now ASTM A 283, grade D) was widely used as structural steel. In 
about 1960, improved steelmaking methods resulted in the introduction of ASTM A 36, with improved weldability and 
slightly higher yield strength. Now, however, HSLA steels often provide a superior substitute for ASTM A 36, because 
HSLA steels provide higher yield strengths without adverse effects on weldability. Weathering HSLA steels also provide 
better atmospheric corrosion resistance than carbon steel. 

Hot-Rolled Carbon-Manganese Structural Steels. For rolled structural plate and sections, one of the earliest 
approaches in achieving higher strengths involved the use of higher manganese contents. Manganese is a mild solid-
solution strengthener in ferrite and is the principal strengthening element when it is present in amounts over 1% in rolled 
low-carbon (<0.20% C) steels. Manganese can also improve toughness properties (Fig. 4b). 

 

FIG. 4 EFFECT OF (A) NORMALIZING AND (B) MANGANESE CONTENT ON THE CHARPY V-NOTCH IMPACT 
ENERGY OF NORMALIZED CARBON STEELS. (A) IMPACT ENERGY AND TRANSITION TEMPERATURE OF 1040 
STEEL PIPE, DEOXIDIZED WITH ALUMINUM AND SILICON. (B) CHARPY V-NOTCH IMPACT ENERGY FOR 
NORMALIZED 0.30% C STEELS CONTAINING VARIOUS AMOUNTS OF MANGANESE 

Before World War II, strength in hot-rolled structural steels was achieved by the addition of carbon up to 0.4% and 
manganese up to 1.5%, giving yield strengths of the order of 350 to 400 MPa (50 to 58 ksi). The strengthening of these 
steels relies primarily on the increase in carbon content, which results in greater amounts of pearlite in the microstructure 



and thus higher tensile strengths. However, the high carbon contents of these steels greatly reduce notch toughness and 
weldability. Moreover, the increase of pearlite contents in hot-rolled carbon and alloy steels has little effect on yield 
strength, which, rather than tensile strength, has increasingly become the main strength criterion in structural design. 

Nevertheless, carbon-manganese steels with suitable carbon contents are used in a variety of applications. If structural 
plate or shapes with improved toughness are required, small amounts of aluminum are added for grain refinement. 
Carbon-manganese steels are also used for stampings, forgings, seamless tubes, and boiler plates. 

High-strength structural carbon steels have yield strengths greater than 275 MPa (40 ksi) and are available in 
various product forms:  

• COLD-ROLLED STRUCTURAL SHEET  
• HOT-ROLLED CARBON-MANGANESE STEELS IN THE FORM OF SHEET, PLATE, BAR, AND 

STRUCTURAL SHAPES  
• HEAT-TREATED (NORMALIZED OR QUENCHED-AND-TEMPERED) CARBON STEELS IN 

THE FORM OF PLATE, BAR, AND, OCCASIONALLY, SHEET AND STRUCTURAL SHAPES  

Heat-treated carbon structural steels typically attain yield strengths of 290 to 690 MPa (42 to 100 ksi). The heat treatment 
of carbon steels consists of either normalizing or quenching and tempering. These heat treatments can be used to improve 
the mechanical properties of structural plate, bar, and, occasionally, structural shapes. Structural shapes (such as I-beams, 
channels, wide-flange beams, and special sections) are primarily used in the as-hot-rolled condition because warpage is 
difficult to prevent during heat treatment. Nevertheless, some normalized or quenched-and-tempered structural sections 
can be produced in a limited number of section sizes by some manufacturers. 

Normalizing involves air cooling from austenitizing temperatures and produces essentially the same ferrite-pearlite 
microstructure as that of hot-rolled carbon steel, except that the heat treatment produces a finer grain size. This grain 
refinement makes the steel stronger, tougher, and more uniform throughout. Charpy V-notch impact energies at various 
temperatures are given in Fig. 4(a) for a normalized carbon steel. 

Quenching and tempering, that is, heating to about 900 °C (1650 °F), water quenching, and tempering at temperatures 
of 480 to 600 °C (900 to 1100 °F) or higher, can provide a tempered martensitic or bainitic microstructure that results in 
better combinations of strength and toughness. An increase in the carbon content to about 0.5%, usually accompanied by 
an increase in manganese, allows the steels to be used in the quenched-and-tempered condition. For quenched-and-
tempered carbon-manganese steels with carbon contents up to about 0.25%, low hardenability restricts the section sizes to 
about 150 mm (6 in.). 

Low-alloy steels contain alloy elements, including carbon, up to a total alloy content of about 8.0%. Low-alloy steels 
with suitable alloy compositions have greater hardenability than structural carbon steel and thus can provide high strength 
and good toughness in thicker sections by heat treatment. Their alloy contents may also provide improved heat and 
corrosion resistance. However, as the alloy contents increase, alloy steels become more expensive and more difficult to 
weld. Quenched-and-tempered structural steels are primarily available in the form of plate or bar products. 

Ferritic nickel steels (5% and 9% Ni steels) are too tough at room temperature for valid KIc data to be obtained on 
specimens of reasonable size, but limited KIc data have been obtained on these steels at subzero temperatures by the J-
integral method. The 5% Ni steel retains relatively high fracture toughness at -162 °C (-260 °F), and the 9% Ni steel 
retains relatively high fracture toughness at -196 °C (-320 °F). These temperatures approximate the minimum 
temperatures at which these steels may be used. 

High-strength low-alloy steels are a group of low-carbon steels that have small amounts of alloying elements and attain 
yield strengths greater than 275 MPa (40 ksi) in the as-rolled or normalized condition. These steels have better 
mechanical properties and sometimes better corrosion resistance than as-rolled carbon steels. Moreover, because the 
higher strength of HSLA steels can be obtained at lower carbon contents, the weldability of many HSLA steels is 
comparable to or better than that of mild steel. 

High-strength low-alloy steels are primarily hot rolled into the usual wrought product forms (sheet, strip, bar, plate, and 
structural sections) and are commonly furnished in the as-hot-rolled condition. However, the production of hot-rolled 



HSLA products may also involve special hot-mill processing that further improves the mechanical properties of some 
HSLA steels and product forms. These processing methods include:  

• THE CONTROLLED ROLLING OF PRECIPITATION-STRENGTHENED HSLA STEELS TO 
OBTAIN FINE AUSTENITE GRAINS AND/OR HIGHLY DEFORMED (PANCAKED) 
AUSTENITE GRAINS, WHICH DURING COOLING TRANSFORM INTO FINE FERRITE 
GRAINS THAT GREATLY ENHANCE TOUGHNESS WHILE IMPROVING YIELD STRENGTH.  

• THE ACCELERATED COOLING OF, PREFERABLY, CONTROLLED-ROLLED HSLA STEELS TO 
PRODUCE FINE FERRITE GRAINS DURING THE TRANSFORMATION OF AUSTENITE. 
THESE COOLING RATES CANNOT BE RAPID ENOUGH TO FORM ACICULAR FERRITE, 
NOR CAN THEY BE SLOW ENOUGH SO THAT HIGH COILING TEMPERATURES RESULT 
AND THEREBY CAUSE THE OVERAGING OF PRECIPITATES.  

• THE QUENCHING OR ACCELERATED AIR OR WATER COOLING OF LOW-CARBON STEELS (･
0.08% C) THAT POSSESS ADEQUATE HARDENABILITY TO TRANSFORM INTO LOW-
CARBON BAINITE (ACICULAR FERRITE). THIS MICROSTRUCTURE OFFERS AN 
EXCELLENT COMBINATION OF HIGH YIELD STRENGTHS (275 TO 690 MPA, OR 60 TO 100 
KSI), EXCELLENT WELDABILITY AND FORMABILITY, AND HIGH TOUGHNESS 
(CONTROLLED ROLLING IS NECESSARY FOR LOW DUCTILE-TO-BRITTLE TRANSITION 
TEMPERATURES).  

• THE NORMALIZING OF VANADIUM-CONTAINING HSLA STEELS TO REFINE GRAIN SIZE, 
THEREBY IMPROVING TOUGHNESS AND YIELD STRENGTH.  

• THE INTERCRITICAL ANNEALING OF HSLA STEELS (AND ALSO CARBON-MANGANESE 
STEELS WITH LOW CARBON CONTENTS) TO OBTAIN A DUAL-PHASE MICROSTRUCTURE 
(MARTENSITE ISLANDS DISPERSED IN A FERRITE MATRIX). THE USEFULNESS AND 
COST EFFECTIVENESS OF THESE PROCESSING METHODS ARE HIGHLY DEPENDENT ON 
PRODUCT FORM AND ALLOY CONTENT.  

High-strength low-alloy steels include many standard and proprietary grades designed to provide specific desirable 
combinations of properties such as strength, toughness, formability, weldability, and atmospheric-corrosion resistance. 
These steels are not considered alloy steels, even though their desired properties are achieved by the use of small alloy 
additions. Instead, HSLA steels are classified as a separate steel category, which is similar to as-rolled mild-carbon steel 
with enhanced mechanical properties obtained by the judicious (small) addition of alloys and, perhaps, special processing 
techniques such as controlled rolling. This separate product recognition of HSLA steels is reflected by the fact that HSLA 
steels are generally priced from the base price for carbon steels, not from the base price for alloy steels. Moreover, HSLA 
steels are often sold on the basis of minimum mechanical properties, with the specific alloy content left to the discretion 
of the steel producer. 

Although HSLA steels are available in numerous standard and proprietary grades, they can be divided into seven 
categories:  

• WEATHERING STEELS, WHICH CONTAIN SMALL AMOUNTS OF ALLOYING ELEMENTS 
SUCH AS COPPER AND PHOSPHORUS FOR IMPROVED ATMOSPHERIC CORROSION 
RESISTANCE AND SOLID-SOLUTION STRENGTHENING  

• MICROALLOYED FERRITE-PEARLITE STEELS, WHICH CONTAIN VERY SMALL 
(GENERALLY, LESS THAN 0.10%) ADDITIONS OF STRONG CARBIDE OR CARBONITRIDE-
FORMING ELEMENTS SUCH AS NIOBIUM, VANADIUM, AND/OR TITANIUM FOR 
PRECIPITATION STRENGTHENING, GRAIN REFINEMENT, AND POSSIBLY 
TRANSFORMATION TEMPERATURE CONTROL  

• AS-ROLLED PEARLITIC STEELS, WHICH MAY INCLUDE CARBON-MANGANESE STEELS 
BUT WHICH MAY ALSO HAVE SMALL ADDITIONS OF OTHER ALLOYING ELEMENTS TO 
ENHANCE STRENGTH, TOUGHNESS, FORMABILITY, AND WELDABILITY  

• ACICULAR FERRITE (LOW-CARBON BAINITE) STEELS, WHICH ARE LOW-CARBON (<0.08% 
C) STEELS WITH AN EXCELLENT COMBINATION OF HIGH YIELD STRENGTHS, 
WELDABILITY, FORMABILITY, AND GOOD TOUGHNESS  



• DUAL-PHASE STEELS, WHICH HAVE A MICROSTRUCTURE OF MARTENSITE DISPERSED IN 
A FERRITIC MATRIX AND PROVIDE A GOOD COMBINATION OF DUCTILITY AND HIGH 
TENSILE STRENGTH FOR SHEET FORMING  

• INCLUSION-SHAPE-CONTROLLED STEELS, WHICH PROVIDE IMPROVED DUCTILITY AND 
THROUGH-THICKNESS TOUGHNESS BY SMALL ADDITIONS OF CALCIUM, ZIRCONIUM, 
TITANIUM, OR PERHAPS RARE-EARTH ELEMENTS SO THAT THE SHAPE OF THE SULFIDE 
INCLUSIONS ARE CHANGED FROM ELONGATED STRINGERS TO SMALL, DISPERSED, 
ALMOST SPHERICAL GLOBULES  

• HYDROGEN-INDUCED CRACKING-RESISTANT STEELS WITH LOW CARBON, LOW SULFUR, 
INCLUSION SHAPE CONTROL, AND LIMITED MANGANESE SEGREGATION, PLUS COPPER 
CONTENTS GREATER THAN 0.26%  

These seven categories are not necessarily distinct groupings, in that an HSLA steel may have characteristics from more 
than one grouping. For example, all the above types of steels can be inclusion shape controlled. Microalloyed ferrite-
pearlite steel may also have additional alloys for corrosion resistance and solid-solution strengthening. A separate 
category might also be considered for the HSLA 80 (Navy) Ni-Cu-Nb steel (0.04% C, 1.5% Mn, 0.03% Nb, 1.0% Ni, 
1.0% Cu, and 0.7% Cr). 

Maraging steels comprise a special class of high-strength steels that differ from conventional steels in that they are 
hardened by a metallurgical reaction that does not involve carbon. Instead, these steels are strengthened by the 
precipitation of intermetallic compounds at temperatures of about 480 °C (900 °F). The term maraging is derived from 
martensite age hardening and denotes the age hardening of a low-carbon, iron-nickel lath martensite matrix. 

Commercial maraging steels are designed to provide specific levels of yield strength from 1030 to 2420 MPa (150 to 350 
ksi). Some experimental maraging steels have yield strengths as high as 3450 MPa (500 ksi). These steels typically have 
very high nickel, cobalt, and molybdenum contents and very low carbon contents. Carbon, in fact, is an impurity in these 
steels and is kept as low as commercially feasible in order to minimize the formation of titanium carbide (TiC), which can 
adversely affect strength, ductility, and toughness. Other varieties of maraging steel have been developed for special 
applications. 

The absence of carbon and the use of intermetallic precipitation to achieve hardening produce several unique 
characteristics that set maraging steels apart from conventional steels. Hardenability is of no concern. The low-carbon 
martensite formed after annealing is relatively soft--about 30 to 35 HRC. During age hardening, there are only very slight 
dimensional changes. Therefore, fairly intricate shapes can be machined in the soft condition and then hardened with a 
minimum of distortion. Weldability is excellent. Fracture toughness (Fig. 2) is considerably better than that of 
conventional high-strength steels. This characteristic in particular has led to the use of maraging steels in many 
demanding applications. 

Fracture Mechanics Properties of Carbon and Alloy Steels 

Fracture Modes 

In steels, fractures occur by any of three basic mechanisms--cleavage, intergranular fracture, and dimpled rupture--or by a 
mixture of these three mechanisms. The first two generally occur below the ductile-to-brittle transition temperature, 
whereas dimpled rupture occurs above the transition temperature. These mechanisms are briefly described below. 
Additional information on fracture mechanisms is described in the article "Micromechanisms of Monotonic and Cyclic 
Crack Growth" in this Volume. 

Cleavage is a transgranular fracture mode by which fracture occurs along crystallographic planes and after which the 
fracture surface appears as a series of flat planes. The critical event in cleavage fracture is the nucleation of a cleavage 
facet as it crosses crystallographic boundaries, causing formation of a new facet. One way to improve the toughness of a 
steel which fails by cleavage is by reduction of the microstructural unit that controls the facet size. In ferritic steels, the 
facet size is the ferrite grain size (Ref 2), whereas in the multiphase structures of pearlite and bainite the fracture facet size 
is controlled by the prior austenite grain size (Ref 3). 



Low-temperature intergranular fracture can occur by two basic mechanisms: trace-element grain-boundary 
segregation, or precipitation of films or finely dispersed phases along grain boundaries. Impurity-segregation-induced 
intergranular fracture is most often called "temper embrittlement"; fracture generally occurs along prior-austenite grain 
boundaries. Fracture by this mode occurs most frequently in alloy steels containing nickel and chromium that have been 
tempered in the temperature range from 400 to 560 °C (750 to 1050 °F) or cooled slowly through this range. 

Intergranular fracture due to grain-boundary precipitation generally results from improper processing. An example is 
precipitation of grain-boundary films of titanium carbonitrides in maraging steels on slow cooling through the range from 
1000 to 750 °C (1830 to 1380 °F) (Ref 4). Also, in low-alloy steels, high-temperature austenitization above 1300 °C 
(2370 °F) results in manganese sulfide precipitation along the austenite grain boundaries. These particles then act as void 
nucleation sites for intergranular dimpled rupture (Ref 5). This phenomenon can also occur in overheated welds. 

Dimpled rupture is a mode of fracture that occurs above the ductile-to-brittle transition temperature in low-strength 
steels and over a wide temperature range in high-strength steels. In this type of fracture, voids are nucleated at inclusions, 
carbides, or other dispersed phases. With increasing plastic strain these voids grow and coalesce, resulting in a fracture 
surface covered with cuplets of "dimples"--hence the term "dimpled rupture." This fracture mode is also known as 
"microvoid coalescence" or "plastic fracture." 

Dimpled rupture commences by void nucleation at inclusions such as manganese sulfides. Void nucleation events have 
also been observed at oxides in welds and at titanium carbonitrides in maraging steels. In some materials, such as 
maraging steel, final fracture occurs by growth and impingement of these voids, resulting in a relatively equiaxed dimple 
fracture surface. In other materials, the void growth stage is interrupted by the formation of a sheet of voids at small 
dispersed-phase particles. This mechanism is discussed further in "Effects of Microstructure and Heat Treatment" in this 
section. 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Embrittlement 

Several forms of embrittlement in steel can occur during heat treatment or elevated-temperature service. Types of 
embrittlement include:  

• TEMPER EMBRITTLEMENT  
• TEMPERED MARTENSITE EMBRITTLEMENT  
• BLUE BRITTLENESS  
• QUENCH-AGE EMBRITTLEMENT  
• GRAPHITIZATION  
• STRAIN-AGE EMBRITTLEMENT  
• ALUMINUM NITRIDE EMBRITTLEMENT  

Temper Embrittlement and Tempered Martensite Embrittlement. In many classes of steels, two of the most 
important metallurgical embrittlement phenomena are temper embrittlement and tempered martensite embrittlement. 



Temper embrittlement is quite common in slowly cooled heavy sections of steels tempered in the range from 400 to 560 
°C (750 to 1050 °F). Here, segregation of very small amounts of tramp elements such as arsenic, phosphorus, sulfur, 
antimony, tin, and tellurium may cause weakening of prior-austenite grain boundaries and reductions in notch toughness. 
For ultrahigh-strength steels, tempered martensite embrittlement arises when tempering is done in the range from 300 to 
400 °C (570 to 750 °F), usually because platelike carbides are precipitated along prior-austenite grain boundaries that 
have already been weakened by impurity segregation during the prior austenitizing treatment (Ref 6). These two types of 
embrittlement could be observed in the same steel, depending on the thermal cycle. Such a case is indicated for AISI 3340 
steel in Fig. 5. Here, thermal heat treatment cycle 1 could produce tempered martensite embrittlement, whereas cycle 2 or 
cycle 3 could produce temper embrittlement. 

 

FIG. 5 HEAT TREATMENT CYCLES THAT COULD PRODUCE (1) TEMPERED MARTENSITE EMBRITTLEMENT OR (2) 
AND (3) TEMPER EMBRITTLEMENT IN A 3340 STEEL. A, AUSTENITE; F, FERRITE; C, CEMENTITE 

Blue Brittleness. Carbon steels generally exhibit an increase in strength and a reduction of ductility and toughness at 
temperatures around 300 °C (570 °F). Because such temperatures produce a bluish temper color on the surface of the 
specimen, this problem has been called blue brittleness. It is generally believed that blue brittleness is an accelerated form 
of strain-age embrittlement. Deformation in the blue-heat range followed by testing at room temperature produces an 
increase in strength that is greater than when the deformation is performed at ambient temperature. Blue brittleness can be 
eliminated if elements that tie up nitrogen are added to the steel (e.g., aluminum or titanium). 

Quench-Age Embrittlement. If a carbon steel is heated to a temperature slightly below its lower critical temperature 
and then quenched, it will become harder and stronger but less ductile. This problem has been called quench aging or 
quench-age embrittlement. The degree of embrittlement is a function of time at the aging temperature. Aging at room 
temperature requires several weeks to reach maximum embrittlement. Lowering the quenching temperature reduces the 
degree of embrittlement. Quenching from temperatures below about 560 °C (1040 °F) does not produce quench-age 
embrittlement. Carbon steels with a carbon content of 0.04 to 0.12% appear to be most susceptible to this problem. 
Quench aging is caused by the precipitation of carbide and/or nitride from solid solution. 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Temper Embrittlement of Steels 

Temper embrittlement is a major cause of degradation of toughness of ferritic steels. Numerous components otherwise in 
sound condition become candidates for retirement if they are severely embrittled. The problem is encountered as a result 
of exposure of a steel in the temperature range 345 to 540 °C (650 to 1000 °F). Tempering, postweld heat treatments, or 
service exposure in this range must be avoided. The problem may be avoided by heat treating above this range, followed 
by rapid cooling. Unfortunately, in the case of massive components such as rotors, no rate of cooling is fast enough and 
some residual embrittlement may be inevitable. Subsequent to heat treatment, exposure of the component during service 
in the critical range can also lead to embrittlement. 

Many steel components in a plant invariably are exposed to the critical temperature range during service and hence 
embrittlement cannot be avoided. Some examples are boiler headers, steam pipes, turbine casings, pressure vessels, 
blades, rotors, and combustion turbine disks. In the case of components that are subject to embrittlement, such as HP/IP 
rotors and pressure vessels, restrictions are imposed on the startup and shutdown procedures. To avoid the risk of brittle 
failure during these transients, loading is avoided until a certain temperature has been reached. For instance, rotors are 
prewarmed up to a certain temperature before loading. Similarly, pressure vessels may sometimes need to be 
depressurized during shutdown prior to reaching a certain temperature. These requirements result in additional operational 
and maintenance costs and loss of production. Temper embrittlement phenomena thus adversely affect the longevity, 
reliability, cycling ability, efficiency, and operating costs of high-temperature equipment. An excellent review of this 
phenomenon and its characteristics has been published by McMahon (Ref 7). 

It is well established at this time that segregation of tramp elements (antimony, phosphorus, tin, and arsenic) to prior-
austenite grain boundaries in steel is the principal cause of temper embrittlement. Until the advent of the Auger electron 
spectroscope in the mid-1960s, no conclusive evidence of such segregation could be obtained. In decreasing order of 
effect, temper embrittlement is caused by impurity contents of antimony, phosphorus, tin, and arsenic. Antimony is 
generally not present in large quantities in commercial steels and is therefore neglected from consideration. Arsenic is not 
a potent embrittler and hence is not very important. Phosphorus and tin are, therefore, the major residual elements of 
concern. 

Among the alloying elements, manganese, silicon, nickel, and chromium are known to exacerbate the effects of 
impurities. When these elements are present in combination, the effect is further increased. It is well known that nickel 
and chromium in combination increase embrittlement significantly more than either element alone. For this reason, Ni-Cr-
Mo-V steel rotors are considered to be much more susceptible to embrittlement than Cr-Mo-V steel rotors, as shown in 
Fig. 6 (Ref 8). 



 

FIG. 6 EFFECT OF PHOSPHORUS CONTENT ON THE TEMPER EMBRITTLEMENT (∆FATT) OF THREE STEP-
COOLED FORGING STEELS, SOURCE: REF 8 

For a given class of steels, manganese and silicon have the major influence (Fig. 7). The data show considerable 
synergism among manganese, silicon, phosphorus, and tin. The maximum embrittlement is observed when all these 
elements are present together. Because sulfur levels formerly could not be minimized, the presence of manganese was 
always necessary for sulfur control. Silicon was generally added for deoxidation. 

 

FIG. 7 EFFECTS OF MANGANESE, SILICON, PHOSPHORUS, AND TIN ON THE KINETICS OF TEMPER 

EMBRITTLEMENT AT 480 °C (895 °F) FOR A 2
1
4

CR-1MO STEEL. SOURCE: REF 9, 10 



In modern practice, silicon can be eliminated by replacing it as a deoxidant by alternate deoxidation processes such as 
vacuum carbon deoxidation. Manganese levels can be reduced commensurate with lower sulfur levels. Control of 
phosphorus and tin to much lower levels can be achieved by careful selection of scrap iron and better steelmaking 
practices. 

A combination of all these improvements has brought the temper-embrittlement problem under greater control in recent 
years. Various compositional factors for prediction of temper-embrittlement susceptibilities have evolved over the years 
(Ref 11, 12, 13). The effects of various alloying elements and their potential roles in temper embrittlement are 
summarized in Table 3. 

TABLE 3 ROLE OF COMPOSITION IN TEMPER EMBRITTLEMENT OF STEELS 

IMPORTANT IMPURITIES  
TIN, 
PHOSPHORUS  

NI-CR-BASE STEELS (E.G., 3.5NI-CR-MO-V)  

PHOSPHORUS  CR-MO-BASE STEELS (E.G., 2 1
4

CR-1MO; CR-MO-V)  

MAJOR EFFECTS OF ALLOYING ELEMENTS  
NICKEL  RAISES INHERENT RESISTANCE OF STEEL TO BRITTLE FRACTURE; 

PROMOTES SEGREGATION OF TIN AND SILICON (AND ANTIMONY, IF 
PRESENT)  

CHROMIUM  IMPARTS HARDENABILITY; IMPARTS SOME RESISTANCE TO 
SOFTENING AT ELEVATED TEMPERATURES; PROMOTES 
SEGREGATION OF PHOSPHORUS  

MANGANESE  IMPARTS HARDENABILITY; SCAVENGES SULFUR; PROMOTES 
SEGREGATION OF PHOSPHORUS  

SILICON  DEOXIDIZES; PROMOTES SEGREGATION OF PHOSPHORUS  
MOLYBDENUM  IMPARTS (BAINITIC) HARDENABILITY; IMPARTS RESISTANCE TO 

SOFTENING; SCAVENGES PHOSPHORUS AND TIN  
VANADIUM  IMPARTS RESISTANCE TO SOFTENING; AIDS IN GRAIN REFINEMENT  
NIOBIUM  IMPARTS RESISTANCE TO SOFTENING; SCAVENGES PHOSPHORUS; 

AIDS IN GRAIN REFINEMENT  

Source: Ref 14 

Effects of Microstructural Factors. In heavy-section components such as turbine rotors, casings, and steam chests, 
inhomogeneities in chemical composition as well as thermal gradients during heat treatment often result in 
nonuniformities in the microstructure. Hence, the risk of temper embrittlement can vary with location in the component. 
There have been few systematic studies of these effects. Another important variable affecting susceptibility to temper 
embrittlement is grain size. Unfortunately, it is difficult to isolate grain size effects, because variations in grain size often 
result in other microstructural changes due to the effect of grain size on hardenability. 

Failure Analysis of Temper-Embrittled Components. Identification of temper embrittlement as a failure mechanism 
in a failed component is relatively easy. The presence of large amounts of phosphorus, tin, manganese, and silicon in the 
steel is an indication that temper embrittlement may be involved. Fractography generally indicates an intergranular 
fracture with little evidence of ductile dimples on the fracture surface. The extent of the intergranular fracture present is a 
function of the temperature at which the fracture is produced and the microstructure. It has been observed that a plot of 
intergranular fracture (%) versus Charpy test temperature for embrittled Cr-Mo-V steels resembles a bell-shape curve 
with the maximum intergranular fracture being observed at 50% of the fracture-appearance transition temperature (Ref 
15). For a given degree of embrittlement, more intergranular fracture is observed in martensitic structures than in bainitic 
structures (Ref 15). 

Time-Temperature Relationships for Temper Embrittlement. Temper embrittlement obeys a C-curve behavior in 
time-temperature plots. At high temperatures, the kinetics of impurity diffusion to grain boundaries are rapid, but the 
tendency to segregate is low because the matrix solubility for the element increases with temperature. Hence, 



embrittlement occurs rapidly but to a small degree. At low temperatures, the tendency to segregate is high, but the 
diffusion kinetics are not rapid enough to reach maximum embrittlement. The optimum combination of thermodynamic 
and kinetic factors favoring embrittlement occurs at some intermediate temperature, called the "knee" of the C-curve. For 
commercial steels of interest, the knee occurs in the temperature range from 455 to 510 °C (850 to 950 °F) but can be 
shifted up or down depending on the composition, grain size, and microstructure of the steel. 

Instability of the microstructure complicates the picture further. With increasing exposure, the carbide structures and 
compositions evolve into more stable configurations with concomitant changes in the ferrite matrix. It is therefore 
difficult to represent temper embrittlement kinetics in terms of rate processes with unique activation energies. Attempts to 
predict long-time behavior based on short-term evaluations have met with little success. For practical purposes, however, 
it is not uncommon to assume parabolic kinetics, under isothermal conditions. 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Fracture Toughness 

 

The concepts of fracture mechanics are concerned with the basic methods for predicting the load-carrying capabilities of 
structures and components that contain cracks. The fracture mechanics approach is based on a mathematical description 
of the characteristic stress field that surrounds any crack in a loaded body. When the region of plastic deformation around 
a crack is small compared to the size of the crack (as is often true for large structures and high-strength materials), the 
magnitude of the stress field around the crack is commonly expressed as the stress-intensity factor, K, such that:  

K =   
(EQ 1A) 



where σ is remotely applied stress, a is characteristic flaw size dimension, and Y is a geometry factor determined from 
linear elastic stress analysis. The stress-intensity factor, K, thus represents a single parameter that includes both the effect 
of the stress applied to a sample and the effect of a crack of a given size in a sample. For example, in mode I loading (i.e., 
tensile loading perpendicular to the plane of the crack), the stress-intensity factor, KI, for a crack tip in any body is given 
by the relationship:  

KI = aπ F(G)  (EQ 1B) 

where a is crack length and f(g) is a function that accounts for crack geometry and structural configuration. This general 
relationship makes it possible to translate laboratory results into practical design information without the need for 
extensive service experience or correlations. Other relations between the stress-intensity factor and various body 
configurations; crack sizes, shapes and orientations; and loading conditions are available in the published literature. In 
this way, linear elastic analysis of small-scale yielding can be used to define a unique factor, K, that is proportional to the 
local crack-tip stress field outside the small crack-tip plastic zone. 

An underlying principle of fracture mechanics is that unstable fracture occurs when the stress-intensity factor at the crack 
tip reaches a critical value, Kc. The fracture toughness, Kc, varies with the degree of localized constraint to plastic flow 
along the tip of the fatigue crack. Thus, cracks in very thick members are subjected to higher constraints than cracks in 
thinner members. The maximum constraint, as defined in ASTM E399, occurs under plane-strain conditions and results in 
the lowest value of fracture toughness, KIc (Fig. 8). Under identical test conditions, the Kc values for thinner plates are 
usually higher than those observed under plane-strain conditions (i.e., Kc > KIc). 

 

FIG. 8 CRITICAL FRACTURE STRESS VS. SECTION SIZE OF 4340 STEEL TEMPERED AT 400 °C (750 °F) TO A 
YIELD STRENGTH OF 1470 MPA (213 KSI). SOURCE: REF 16 

By knowing the critical value of KI at failure (Kc, KIc, or KId) for a given material of a particular thickness and at a specific 
temperature and loading rate, the designer can determine flaw sizes that can be tolerated in structural members for a given 
design stress level. Conversely, the designer can determine the design stress level that can be safely used for an existing 
crack that may be present in a structure. 



In general, fracture-toughness property varies with constraint such that:  

• KC = CRITICAL STRESS-INTENSITY FACTOR FOR STATIC LOADING AND PLANE-STRESS 
CONDITIONS OF VARIABLE CONSTRAINT (I.E., THIS VALUE DEPENDS ON SPECIMEN 
THICKNESS AND GEOMETRY, AS WELL AS ON CRACK SIZE)  

• KIC = CRITICAL STRESS-INTENSITY FACTOR FOR STATIC LOADING AND PLANE-STRAIN 
CONDITIONS OF MAXIMUM CONSTRAINT  

• KID = CRITICAL STRESS-INTENSITY FACTOR FOR DYNAMIC (IMPACT) LOADING AND 
PLANE-STRAIN CONDITIONS OF MAXIMUM CONSTRAINT  

• KC, KIC, OR KID = C   

where C is a constant that is a function of specimen and crack geometry, σ is nominal stress in ksi, and a is flaw size. 
Each of these values (Kc, KIc, and KId) is also a function of temperature, particularly for those structural materials 
exhibiting a transition from brittle to ductile behavior. 

The parameter KIc is a true material property in the same sense as is the yield strength of a material. The value of KIc 
determined for a given material is unaffected by specimen dimensions or type of loading, provided that the specimen 
dimensions are large enough relative to the plastic zone to ensure plane-strain conditions around the crack tip (strain is 
zero in the through-thickness or z-direction). Tests on precracked specimens of a wide variety of materials have shown 
that the critical K value at the onset of crack extension approaches a constant value as specimen thickness increases, as 
shown in Fig. 8 for 4340 steel. In general, when the specimen thickness and the inplane dimensions near the crack are 
large enough relative to the size of the plastic zone, then the K-value for the onset of crack growth approaches a constant, 
minimum value, KIc, of the material. The thickness, B, required to ensure valid plane-strain behavior is given by:  

  
(EQ 2) 

Typical room-temperature toughness of various structural steels is summarized in Table 4. 

TABLE 4 ROOM-TEMPERATURE FRACTURE TOUGHNESS OF VARIOUS STRUCTURAL STEELS 

ALLOY 
NAME 
(NOMIN
AL, 
WT%)  

PROCESSI
NG AND 
PRODUCT 
FORM  

CONDITI
ON OR 
HEAT 
TREATM
ENT  

ULTIMA
TE 
TENSILE 
STRENG
TH, MPA  

TENSILE 
YIELD 
STRENG
TH, MPA  

KC, 
MPA

m   

KIC, 
MPA

m   

SPECIM
EN AND 
LOAD 
TYPE  

SPECIM
EN 
THICKN
ESS  

SOURC
E(A)  

MN-CR-
MO-V 
STEEL 
(1.5% 
MN)  

. . .  . . .  . . .  372 
(54 KSI)  

. . .  63(B)  TENSION 
ON 75 × 
19 MM 
EDGED 
CRACK 
SPECIME
N  

9 MM 
(0.354 IN.)  

GPC  

MN-CR-
MO-V 
STEEL 
(1.5% 
MN)  

. . .  . . .  . . .  372 
(54 KSI)  

. . .  79(C)  TENSION 
ON 75 × 
19 MM 
EDGED 
CRACK 
SPECIME
N  

9 MM 
(0.354 IN.)  

GPC  

1340 (0.4 
C, 1.75 
MN, 0.28 
SI)  

. . .  . . .  1517 
(220 KSI)  

. . .  . . .  65  . . .  . . .  SAH  

1340  . . .  . . .  1920  . . .  50-63  . . .  . . .  . . .  GPC  



1862  39  
1715  50  
1568  57-82  

   

1500  

 

65  

    

1960  77  
1852  65-76  
1715  62  
1578  76  

2340  . . .  . . .  

1509  

. . .  

87  

. . .  . . .  . . .  GPC  

1862  56  3140  . . .  . . .  
1646  

. . .  
54-62  

. . .  . . .  . . .  GPC  

205 °C 
TEMPER  

1448  44  

395 °C 
TEMPER  

1517  55  

4140  FORGED 
BAR 1.6 
MM (0.62 
IN.) OIL 
QUENCHE
D FROM 
870 °C 
(1600 °F) 
AND 1 H 
TEMPER  

280 °C 
TEMPER  

. . .  

1585  

. . .  

55  

CT (L-T)  15 MM 
(0.6 IN.)  

DTH  

482 °C 
TEMPER  

1213  75  

425 °C 
TEMPER  

1365  44  

482 °C 
TEMPER  

1096  93  

4140  PLATE 25 
MM (1 IN.) 
870 °C 
(1600 °F) 1 
H + 843 °C 
(1550 °F) 1 
H, OIL 
QUENCH, 1 
H TEMPER  

425 °C 
TEMPER  

. . .  

1207  

. . .  

64.5  

CT(T-L)  25 MM 
(1 IN.)  

DTH  

4330 
(MODIFI
ED)  

. . .  232 °C 
TEMPER  

. . .  . . .  . . .  57  . . .  . . .  GPC  

4340  . . .  260 °C 
TEMPER  

. . .  1640 
(238 KSI)  

. . .  48.5 ± 
2  

35 BEND 
SPECIME
NS  

. . .  REF 18  

4340  . . .  425 °C 
TEMPER  

. . .  1420 
(206 KSI)  

. . .  87 ± 4  37 BEND 
SPECIME
NS  

. . .  REF 18  

4340  . . .  260 °C 
TEMPER  

   1640 
(238 KSI)  

. . .  50 ± 
2.75  

46 CT 
SPECIME
NS  

. . .  REF 18  

4340  . . .  425 °C 
TEMPER  

. . .  1420 
(206 KSI)  

. . .  87 ± 3  48 CT 
SPECIME
NS  

. . .  REF 18  

4340  PLATE 16 
MM (0.62 
IN.)  

HEAT 
TREATED 
TO 51 HRC  

. . .  1517 
(220 KSI)  

. . .  57  CT (L-T)  25 MM 
(1 IN.)  

DTH  

4340  ROUND 
BAR 115 
MM (4.5 
IN.) DIAM  

. . .  1240 
(180 KSI)  

1330 
(193 KSI)  

. . .  117.5  CT (L-T)  25 MM 
(1 IN.)  

DTH  

425 °C 
TEMPER  

1420  84  4340  PLATE 25 
MM (1 IN.) 
THICK, OIL 
QUENCHE
D FROM 
843 °C 
(1550 °F)  

260 °C 
TEMPER  

. . .  

1640  

. . .  

49  

CT (L-T)  20 MM 
(0.8 IN.)  

DTH  

4340  255 MM (10 
IN.) BILLET 
OIL 
QUENCHE

425 °C 
TEMPER  

. . .  1360-1455  . . .  83-89  CT (L-T)  25 MM 
(1 IN.)  

DTH  



D AND 
TEMPERED  

205 °C 
TEMPER  

1345  65  

395 °C 
TEMPER  

1448  100  

345 °C 
TEMPER  

1495  87.7  

4340  FORGED 
BAR 16 MM 
(0.62 IN.) 
OIL 
QUENCHE
D FROM 
870 °C 
(1600 °F) 
AND 1 H 
TEMPER  

280 °C 
TEMPER  

. . .  

1503  

. . .  

67  

CT (T-L)  15 MM 
(0.6 IN.)  

   

4340  . . .  426 °C 
TEMPER  

. . .  . . .  . . .  60  . . .  . . .  GPC  

149 °C 
TEMPER  

2332  1450  51  

204 °C 
TEMPER  

2038  1470  100  

4340  VACUUM 
MELTING 
WITH 
CONSUMA
BLE 
ELECTROD
E  

260 °C 
TEMPER  

1813  1540  161  

. . .  . . .  2.54 MM 
(0.1 IN.)  

GPC  

316 °C 
TEMPER  

1764  1530  201  

371 °C 
TEMPER  

1636  1558  >254  

4340  VACUUM 
MELTING 
WITH 
CONSUMA
BLE 
ELECTROD
E  

427 °C 
TEMPER  

1430  1333  >225  

. . .  . . .  2.54 MM 
(0.1 IN.)  

GPC  

1920  94  
1783  218  

4340  . . .  . . .  

1646  

. . .  

196  

. . .  . . .  . . .  GPC  

540 °C 
TEMPER  

1260  1172  110  

425 °C 
TEMPER  

1530  1380  75  

4340  OIL 
QUENCHE
D BAR, 25 
MM (1 IN.)  

205 °C 
TEMPER  

1950  1640  

. . .  

53  

. . .  . . .  SAH  

1920  55  
1852  58  
1607  71  

5140  . . .  . . .  

1509  

. . .  

72  

. . .  . . .  . . .  GPC  

5150  . . .  . . .  1517 
(220 KSI)  

. . .  . . .  71  . . .  . . .  SAH  

HP9-4-0.2  FORGING 
75 MM (3 
IN.) THICK  

ANNEALE
D  

. . .  1303 
(189 KSI)  

. . .  118-
145 
132 
(AVG)  

CT (L-T)  25-50 MM 
(1-2 IN.)  

DTH  

HP9-4-0.2  FORGING 
85-180 MM 
(3.4-7 IN.) 
THICK  

HEAT 
TREATED  

. . .  1275-1365 
(185-198 
KSI)  

. . .  148-
165 
(154 
AVG)  

CT (L-T)  38 MM 
(1.5 IN.)  

DTH  

HY TUF  FORGING 
165 MM 
(6.5 IN.) 
THICK  

HEAT 
TREATED  

. . .  1365 
(198 KSI)  

. . .  124-
132 
(122 
AVG)  

CT (L-T)  50 MM 
(2 IN.)  

DTH  

1764  57  SUPER 
HY TUF  

. . .  . . .  
1617  

. . .  
32-43  

. . .  . . .  . . .  GPC  

HY 140  25 MM (1 
IN.) PLATE, 
QUENCHE
D AND 
TEMPERED  

540 °C 
TEMPER  

1027 
(149 KSI)  

980 
(142 KSI)  

. . .  275  . . .  . . .  SAH  

H-11  VACUUM QUENCHE 1793  1448  . . .  38  . . .  . . .  SAH  



 MELTED  D-AND-
TEMPERE
D BAR  

1930  1585   30     

1793  1448  77  H-11  VACUUM 
MELTED  

QUENCHE
D-AND-
TEMPERE
D SHEET  

1930  1517  
. . .  

60  
. . .  . . .  SAH  

425 °C 
TEMPER  

1793  1585  46  300M  QUENCHE
D-AND-
TEMPERED 
PLATE  

540 °C 
TEMPER  

1585  1448  

. . .  

66  

. . .  . . .  SAH  

425 °C 
TEMPER  

1793  1585  104  300M  QUENCHE
D-AND-
TEMPERED 
SHEET  

540 °C 
TEMPER  

1585  1413  

. . .  

. . .  

. . .  . . .  SAH  

1920  145  300M  . . .  . . .  
1783  

. . .  
212  

. . .  . . .  . . .  GPC  

D6AC  PLATE  HEAT 
TREATED 
TO 46 HRC  

   1420 
(206 KSI)  

. . .  86  THREE-
POINT 
BENDING 
(T-L)  

17.78 MM 
(0.7 IN.)  

DTH  

D6AC 
PLATE  

900 °C(1650 
°F) 
AUSBAY 
QUENCH, 
525 °C (975 
°F) SLACK 
QUENCH, 
163 °C (325 
°F)  

AGING AT 
540 °C 
(1000 °F)  

. . .  1495 
(217 KSI)  

. . .  49-91 
(L-T) 
(73.5 
AVG)  

CT(L-T)  38 MM 
(1.5 IN.)  

DTH  

D6AC 
FORGIN
G  

900 °C(1650 
°F) 
AUSBAY 
QUENCH, 
525 °C (975 
°F) SLACK 
QUENCH, 
205 °C (400 
°F)  

AGING AT 
540 °C 
(1000 °F)  

. . .  1475 
(214 KSI)  

. . .  55-105 
(72.5 
AVG)  

CT(L-T)  16.5 MM 
(0.65 IN.)  

DTH  

D6AC 
PLATE  

925 °C 
(1700 °F) 
AUSBAY 
QUENCH, 
525 °C (975 
°F) OIL 
QUENCH, 
60 °C (140 
°F)  

AGING AT 
540 °C 
(1000 °F)  

. . .  1495 
(217 KSI)  

. . .  77-111 
101 
(AVG)  

CT(L-T)  38 MM 
(1.5 IN.)  

DTH  

D6AC  . . .  . . .  . . .  1645 
(238.5 
KSI)  

108-
229  

. . .  . . .  2.0 MM 
(0.787 IN.)  

GPC  

2058  65-84  
1920  64-76  
1783  107  

D6AC  . . .  . . .  

1646  

. . .  

142  

. . .  . . .  . . .  GPC  

260 °C 
TEMPER  

2000  1724  33  D6AC  QUENCHE
D-AND-
TEMPERED 
PLATE (L)  

540 °C 
TEMPER  

1585  1482  

. . .  

66  

. . .  . . .  SAH  

AF1410  WATER 
QUENCHE
D 50 MM (2 
IN.) PLATE  

510 °C 
AGE FOR 
5 H, AIR 
COOLED  

. . .  1572 
(228 KSI)  

. . .  140(L-
T) 
137(T-
L)  

CT  44.45 MM 
(1.750)  

DTH  



AM 355  . . .  . . .  . . .  . . .  61-63  . . .  . . .  . . .  GPC  
2058  98  
1920  131  
1783  131  

AMS 
6434  

. . .  . . .  

1646  

. . .  

218  

. . .  . . .  . . .  GPC  

PH15-
7MO  

. . .  . . .  1646 
(239 KSI)  

. . .  . . .  84  . . .  . . .  GPC  

AGCX-7 
(0.38 C, 
0.65 MN, 
1.65 SI, 
1.38 NI, 
1.78 CR, 
0.64 MO, 
0.075 V)  

. . .  . . .  1764-1842  1568  245-
260  

. . .  . . .  2.0 MM 
(0.0787 
IN.)  

GPC  

210 °C 
TEMPER  

1675  1372  184  

450 °C 
TEMPER  

1490  1254  173  

600 °C 
TEMPER  

1078  960  170  

VL-1D 
STEEL 
(0.30 C, 
0.90 SI, 
0.92 MN, 
0.56 CR, 
1.0 NI, 
0.49 MO, 
1.07 W)  

HARDENE
D FROM 
930 °C 
WITH AIR 
COOLING, 
TEMPERED 
3 H  NO 

TEMPER  
1695  1430  163  

. . .  TENSION 
ON 
SPECIME
N WITH 
CENTRA
L 
SURFACE 
CRACK  

2.0 MM 
(0.0787 
IN.)  

GPC  

270 °C 
TEMPER  

1813  1538  77.5  VKS-1 
STEEL 
(0.39 C, 
1.08 SI, 
0.83 MN, 
0.65 NI, 
0.53 MO, 
0.07 V)  

HARDENE
D FROM 
940 DC 
WITH AIR 
COOLING, 
TEMPERED 
3 H  

NO 
TEMPER  

2097  1656  32  

. . .  TENSION 
ON 
SPECIME
N WITH 
CENTRA
L 
SURFACE 
CRACK  

2.0 MM 
(0.0787 
IN.)  

GPC  

40KHN 
STEEL  

. . .  . . .  . . .  1391 
(200 KSI)  

. . .  70  . . .  . . .  GPC  

35GS 
STEEL  

. . .  . . .  . . .  882 
(128 KSI)  

. . .  56  . . .  . . .  GPC  

U8 
HIGH-
CARBON 
STEEL 
(0.8 C, 
0.25 MN, 
0.25 
MAX NI, 
0.2 MAX 
CR)  

HARDENE
D FROM 
810 °C 
WITH OIL  

190 °C 
TEMPER  

. . .  . . .  . . .  18  TENSION 
ON 360 × 
180MM 
SPECIME
N WITH 
CENTRA
L CRACK  

2.0 MM 
(0.0787 
IN.)  

GPC  

315 °C 
TEMPER  

1482  1345  82  9NI-4CO-
25  

QUENCHE
D-AND-
TEMPERED 
PLATE  

540 °C 
TEMPER  

1380  1310  

. . .  

132  

. . .  . . .  SAH  

315 °C 
TEMPER  

1930  1758  49  9NI-4CO-
45  

QUENCHE
D-AND-
TEMPERED 
PLATE  

540 °C 
TEMPER  

1482  1413  

. . .  

104  

. . .  . . .  SAH  

1773  1695  84(B)  N18 
MARAGI
NG 
STEEL  

. . .  AGED 4 H 
AT 490 °C  1862  1803  

. . .  
117(C)  

THREE-
POINT 
BENDING 
ABOVE 
EDGE 
CRACK  

19 MM 
(0.75 IN.)  

GPC  

NI-CO-
MO 
MARAGI
NG 

TWO 
MELTS  

AGED 3 H 
AT 482 °C  

. . .  2048 
(297 KSI)  

. . .  136 
(MELT 
1) 
104 

TENSION 
ON 25 × 
305 MM 
SPECIME

3.6 MM 
(0.14 IN.)  

GPC  



STEEL 
(18% NI)  

(MELT 
2)  

N WITH 
EDGE 
CRACK  

NI-CO-
MO 
MARAGI
NG 
STEEL 
(18% NI)  

TWO 
MELTS  

AGED 3 H 
AT 482 °C  

. . .  2048 
(297 KSI)  

. . .  123 
(MELT 
1) 
80 
(MELT 
2)  

TENSION 
ON 25 × 
305 MM 
SPECIME
N WITH 
CENTRA
L CRACK  

3.6 MM 
(0.14 IN.)  

GPC  

2058  190  
1920  237  
1783  174  
1715  204  

NI 
MARAGI
NG 
STEEL 
(18% NI)  

. . .  . . .  

1646  

. . .  

221  

      . . .  GPC  

N18 
MARAGI
NG 
STEEL  

. . .  . . .  . . .  1920  . . .  85  TENSION 
ON 76 
MM 
WIDE 
SPECIME
N WITH 
CENTRA
L CRACK  

4.0 MM 
(0.157 IN.)  

GPC  

N18 
MARAGI
NG 
STEEL  

. . .  . . .  . . .  1920  . . .  86  EXTENSI
ON, 76 
MM 
WIDE 
WITH 
EDGE 
CRACK  

4.0 
(0.157)  

GPC  

N18 
MARAGI
NG 
STEEL  

. . .  . . .  . . .  1920 
(278 KSI)  

. . .  92  THREE-
POINT 
BENDING 
ABOVE 
EDGE 
CRACK  

4.0 MM 
(0.157 IN.)  

GPC  

N18 
MARAGI
NG 
STEEL  

. . .  . . .  . . .  1920 
(278 KSI)  

. . .  90  PURE 
(FOUR-
POINT) 
BENDING 
WITH 
EDGE 
CRACK  

4.0 MM 
(0.157 IN.)  

GPC  

N18 
MARAGI
NG 
STEEL  

VACUUM 
MELTED  

. . .  2058 
(298 KSI)  

. . .  217  93  . . .  . . .  GPC  

18NI-
MARAG
E 200 
(0.1AL, 
8.5 CO, 
3.25 MO, 
18.5 NI, 
0.2 TI, 
0.10 MN, 
0.1 SI)  

. . .  PLATE 
AGED AT 
480 °C  

1550  1482  . . .  120-
154  

. . .  . . .  SAH  

18NI- VACUUM PLATE (T)  1634  1565  . . .  75  . . .  . . .  SAH  



AL)       
PLATE (T)  1980  1910  75  
PLATE (L)  1985  1925  79  

18NI-
MARAG
E 300  

VACUUM 
MELTED 
SHEET 
AND 
PLATE 
AGED AT 
480 °C  

SHEET (T)  1958  1875  

. . .  

92  

. . .  . . .  SAH  

18NI-
MARAG
E 350  

VACUUM 
MELTED  

25 MM (0.5 
IN.) 
PLATE 
AGED AT 
480 °C  

2427  2380  . . .  49  . . .  . . .  SAH  

 
(A) SOURCES: GPC, G.P. CHEREPANOV, MECHANICS OF BRITTLE FRACTURE, MCGRAW-HILL, 1979; SAH, 

STRUCTURAL ALLOYS HANDBOOK, VOLUME 1, METALS AND CERAMICS INFORMATION CENTER, 1987; DTH, 
DAMAGE TOLERANCE HANDBOOK, VOLUME 2, MCIC-HB-018, METALS AND CERAMICS INFORMATION CENTER, 
DEC 1983. 

(B) CRACK PARALLEL TO FIBERS. 
(C) CRACK PERPENDICULAR TO FIBERS. CT, COMPACT TENSION SPECIMEN WITH STANDARD NOMENCLATURE 

FOR SPECIMEN ORIENTATION (L-T, S-L, T-L)  

Traditionally, however, the notch toughness of low- and intermediate-strength steels is described in terms of Charpy V-
notch (CVN) test results. The CVN impact specimen is the most widely used specimen for material development, 
specifications, and quality control. The relationship between KIc and CVN impact toughness has been developed 
empirically by Barsom and Rolfe (Ref 17) for steel with room-temperature yield strengths higher than about 760 MPa 
(110 ksi). The correlation is shown in Fig. 9 and is given by the equation:  

  
(EQ 3) 

where KIc is in ksi · in. ; σys is in ksi; and CVN is energy absorption, in ft · lb, for a Charpy V-notch impact specimen 
tested in the upper-shelf (100% shear fracture) region. 



 

FIG. 9 RELATION BETWEEN KIC AND CHARPY V-NOTCH VALUES IN THE UPPER-SHELF REGION. SOURCE: REF 
17 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Effect of Steel Composition and Condition 

Among the metallurgical variables that affect toughness, the significant ones are yield strength, microstructure, grain size, 
content of inclusions, and impurities. Generally, an increase in yield strength results in a decrease in KIc. Among the 
various transformation products, tempered martensite exhibits the highest toughness, followed by bainite, followed by 
ferrite-pearlite structures. 



It is important to note that for a given alloy chemistry or microstructural condition, the fracture toughness measured is 
highly reproducible for tests at different laboratories and for tests with different specimens, as shown for 4340 in Table 4 
(Ref 18). The general effects of alloy chemistry and microstructural condition are described below. The next section 
describes important test variables such as temperature and strain rate. 

Effect of Nickel on Toughness. As indicated for maraging steels, nickel improves toughness, even though it can be 
very difficult to separate the effects of chemistry on fracture toughness from the effects of other variables (e.g., 
hardenability). In one series of experiments in which strength was held constant (Ref 19, 20), an increase in nickel content 
of about 5% increased fracture toughness by about 50% in the transition temperature range, for a steel with a yield 
strength of 1175 MPa (170 ksi) at room temperature (Fig. 10). On the other hand, for lower-strength steels with yield 
strengths ranging from 500 to 700 MPa (73 to 102 ksi) at -100 °C (-150 °F), addition of 3.5% Ni increased fracture 
toughness by more than 100% (Ref 21), as illustrated in Fig. 11. It should be noted that moderate additions of nickel 
mainly improve low-temperature fracture toughness through resistance to cleavage, and that little effect may be seen at 
higher temperatures at which microvoid coalescence is the fracture mode. Such is the case in Fig. 10 at temperatures in 
the upper-shelf region. 

 

FIG. 10 EFFECT OF NICKEL CONTENT ON FRACTURE TOUGHNESS OF HIGH-STRENGTH STEELS CONTAINING 
(IN WT%) 0.35 C, 0.65 MN, 0.35 SI, 0.80 CR, 0.30 MO, 0.10 V, AND VARIOUS AMOUNTS OF NICKEL; ALL 
STEELS HARDENED TO A YIELD STRENGTH OF 1175 MPA (170 KSI). SOURCE: REF 19, 20 



 

FIG. 11 EFFECT OF NICKEL CONTENT ON FRACTURE TOUGHNESS OF LOWER-STRENGTH STEELS WITH YIELD 
STRENGTHS RANGING FROM 500-700 MPA (73-102 KSI) AT -100 °C (-150 °F). SOURCE: REF 21 

Effect of Carbon on Ductile-to-Brittle Transition Temperature. It is well known that decreasing the carbon content 
decreases the transition temperature in ferrite-pearlite steels (ASM Handbook, Vol 1). This trend is less prevalent in 
ultrahigh-strength steels if strength is maintained at a constant level by tempering. The effect of carbon content on the 
fracture toughness transition curves for alloy steels containing 0.28, 0.35, and 0.41% C, with strength maintained at 1175 
MPa (170 ksi), is illustrated in Fig. 12. There is little effect in the transition temperature range; however, there is a 
substantial effect in the upper-shelf region, where microvoid coalescence is the fracture mode. 



 

FIG. 12 EFFECT OF CARBON CONTENT AND TESTING TEMPERATURE ON FRACTURE TOUGHNESS OF ALLOY 
STEELS. DATA ARE FOR STEELS CONTAINING (IN WT%) 0.65 MN, 0.35 SI, 0.80 CR, 3.00 NI, 0.30 MO, 0.10 V, 
AND VARIOUS AMOUNTS OF CARBON; ALL STEELS WERE HARDENED AND TEMPERED TO A YIELD STRENGTH 
OF APPROXIMATELY 1175 MPA (170 KSI). SOURCE: REF 19, 20 

Nonmetallic inclusions (single inclusions or clusters of inclusions) reduce fracture toughness, particularly at high 
strength levels. The effect of sulfide inclusion content (which is a function of sulfur content) on fracture toughness of 
4345 steel is shown in Fig. 13 (Ref 22). Because of this effect, special melting and processing requirements are often 
specified when alloy steels are selected for certain critical applications, such as aircraft landing gear. Vacuum arc 
remelting, vacuum induction remelting, and electroslag remelting are three of the special processes that normally produce 
cleaner steels than more common steelmaking processes. 



 

FIG. 13 EFFECT OF SULFUR CONTENT ON FRACTURE TOUGHNESS OF 4345 STEEL HARDENED AND TEMPERED 
TO VARIOUS STRENGTH LEVELS. SOURCE: REF 22 

Not only does sulfur affect ultrahigh-strength steels, but it may also affect grades of low to medium strengths (Ref 23). 
This is largely a microvoid nucleation mechanism, and if the sulfide inclusion length is plotted versus crack-tip opening 
displacement, an inverse relationship is revealed (Fig. 14). The critical crack-tip opening displacement, δc, is a measure of 
fracture toughness. Under plain-strain conditions, an approximate relation between δc and KIc is:  

  
(EQ 4) 

where σys is yield strength and E is Young's modulus. Thus, one means of improving toughness is to reduce the projected 
inclusion length by controlling the shape of the inclusions (Ref 23). This can be achieved by adding rare earths, which 
combine with MnS to form hard-to-deform particles comprised of sulfides, oxides, and/or oxysulfides. 



 

FIG. 14 RELATIONSHIP BETWEEN PROJECTED INCLUSION LENGTH PER UNIT AREA AND CRACK-TIP OPENING 
DISPLACEMENT TO FRACTURE IN SULFUR-BEARING STEELS 

Sulfide inclusion shape control performs several important roles in HSLA steels. It improves transverse impact 
energy, and it can minimize lamellar tearing in welded structures by improving through-thickness properties that are 
critical in constrained weldments. The main objective of inclusion shape control is to produce sulfide inclusions with 
negligible plasticity at even the highest rolling temperatures. Sulfide inclusions, which are plastic at rolling temperatures 
and thus elongate and flatten during rolling, adversely affect ductility in the short transverse (through-thickness) direction. 

The preferred method for sulfide shape control involves calcium-silicon ladle additions. However, sulfide shape control is 
also performed with small additions of rare-earth elements, zirconium, or titanium that change the shape of the sulfide 
inclusions from elongated stringers to small, dispersed, almost spherical globules. This change in the shape of sulfide 
inclusions substantially increases transverse impact energy and improves formability. Inclusion shape control was 
introduced with the advent of hot-rolled sheet and light plate having a yield strength of 550 MPa (80 ksi) in the as-rolled 
condition. This technology has also been extended to include grades with lower yield strengths ranging from 310 to 550 
MPa (45 to 80 ksi). The improved formability of these grades is recognized in ASTM A 715. 

Inclusion shape control with rare-earth elements is seldom used because rare-earth elements produce relatively dirty steel. 
Nonetheless, representative improvements in transverse toughness with rare-earth additions are shown in Fig. 15 and 16 
(Ref 24, 25). With regard to shape control, Luyckx et al. (Ref 26) demonstrated that when there was a complete change 
from elongated to globular sulfides, at a cerium-to-sulfur ratio of two, the upper-shelf impact energy became a maximum. 
This is seen in Fig. 17. As might be expected, there was little effect of rare-earth metal additions on longitudinal 
properties, because the shape of sulfides is not particularly detrimental to longitudinal fracture toughness in steels of low 
to medium strength. 



 

FIG. 15 EFFECT OF RARE-EARTH ADDITIONS ON IMPACT PROPERTIES OF AL-SI KILLED X65 PIPELINE STEEL. 

 

FIG. 16 RELATIONSHIP BETWEEN TRANSVERSE CHARPY V-NOTCH ENERGY AND RARE-EARTH METAL: SULFUR 

RATIO (
2
3

-SIZE CHARPY SPECIMENS) AT -18 °C (-1 °F). SOURCE: REF 25 



 

FIG. 17 EFFECT OF SULFIDE SHAPE CONTROL ON TRANSVERSE TOUGHNESS OF STRUCTURAL STEELS. (A) 
TYPICAL TRANSITION BEHAVIOR OF HSLA STEEL WITHOUT INCLUSION SHAPE CONTROL. DATA DETERMINED 
ON HALF-SIZE CHARPY V-NOTCH TEST SPECIMENS. (B) EFFECT OF CERIUM-TO-SULFUR RATIO ON UPPER-
SHELF IMPACT ENERGY FOR HSLA STEEL. CIRCLES, STEEL TREATED WITH MISCHMETAL; SQUARES, STEEL 
TREATED WITH RARE-EARTH SILICIDES 

Chemistry Effects on Temper Embrittlement. As previously mentioned, chemistry also has important influence on 
temper embrittlement. The use of Auger electron spectroscopy has shown that steels that fail by this mode have severe 
segregation of trace elements such as antimony, arsenic, tin, and phosphorus along prior-austenite grain boundaries, even 
though the bulk concentration is in the parts per million range. This segregation exists for only a few atom layers. In Fig. 
18, the results of an investigation (Ref 27) on 3340 steel indicate that the transition temperature shift was proportional to 
the grain boundary concentration of the embrittling trace impurity. 

 

FIG. 18 CHANGE IN DUCTILE-TO-BRITTLE TRANSITION TEMPERATURE AS A FUNCTION OF GRAIN BOUNDARY 
IMPURITY CONCENTRATION. DATA OBTAINED ON 3340 STEEL DOPED INDIVIDUALLY WITH 0.06% P, 0.06% 
SN, OR 0.06% SB. A/O, ATOMIC PERCENT. 285 DPH = 890 MPA (129 KSI) ULTIMATE STRENGTH. SOURCE: 
REF 27 



Temper embrittlement is a complex phenomenon, because it is dependent not only on the trace elements present but also 
on the major alloying additions, such as nickel and chromium. For example, in steels containing the same amounts of 
trace impurities, Ni-Cr alloys are more susceptible than those having either nickel or chromium separately (Fig. 6 and Ref 
28). In either case, the degree of embrittlement can be reduced by lowering the trace element content of the steel. To 
avoid temper embrittlement, steels with low trace element concentrations and proper ratios of major alloying additions 
should be used. It is also advisable to avoid service in the embrittling temperature range. A small austenite grain size also 
inhibits temper embrittlement. It should be noted that this behavior is reversible, that is, it can be eliminated by heating 
above the temper embrittlement range provided that the material is not subsequently maintained at temperatures in the 
embrittlement range for extended periods of time. 

Comparison of Modern HSLA Steels with Older Structural Steels. As previously described, several advances in 
steelmaking technology have allowed the development of tough, low-carbon HSLA steels for high-strength structural 
applications. As a general comparison of HSLA steel improvements with older structural steels, Fig. 19 compares impact 

toughness curves of old and new steels using transverse subsurface specimens. Steel A is a 60 mm (2 3
8

 in.) carbon-

manganese steel that was used in 1975. It has a carbon level of 0.21%. Steel B is a modern 70 mm (2 3
4

 in.) thick 

normalized carbon-manganese steel with a carbon level of 0.114% and some microalloying (0.29% Ni, 0.025% Nb, and 
0.022% Cu). Steel C is a modern 50 mm (2 in.) thick controlled-rolled and accelerated-cooled thermomechanically 
controlled processing steel with a carbon level of 0.11% and some microalloying (0.23% Ni, 0.03% Nb, and 0.24% Cu). 
The yield strengths of steels A, B, and C are 355, 369, and 506 MPa (51, 54, and 73 ksi), respectively. Figure 19 shows 
the improved fracture toughness of modern steels as indicated by a decrease in the transition temperature and an increase 
in the upper-shelf energy. 

 

FIG. 19 CHARPY V-NOTCH IMPACT ENERGY WITH NIL-DUCTILITY TRANSITION TEMPERATURE FOR THREE 

STEELS: A, 60 MM (2
3
8

 IN.) THICK OLD CARBON-MANGANESE STEEL (0.21% C) WITH A YIELD STRENGTH OF 

355 MPA (51 KSI); B, 70 MM (2
3
4

 IN.) THICK MODERN CARBON-MANGANESE STEEL (0.114C-0.29NI-0.025NB-

0.022CU) WITH A YIELD STRENGTH OF 369 MPA (54 KSI); AND C, 50 MM (2 IN.) THICK 
THERMOMECHANICALLY CONTROLLED PROCESSING STEEL (0.11C-0.23NI-0.03NB-0.24CU) WITH A YIELD 
STRENGTH OF 506 MPA (73 KSI) 

Quenched-and-Tempered Steels. Typical microstructural changes on heat treatment of high-strength steels are 
accomplished by changing the austenitizing temperature and time at temperature, the quenching rate, and the tempering 
temperature and time at temperature. Increasing the austenitizing temperature and time has a two-fold effect in that it 
increases the grain size and/or increases the solutionizing of alloy carbide formers. The former effect may produce mixed 
results in that austenitizing at 1200 °C (2200 °F) may increase the sharp-crack fracture toughness of an AISI 4340 steel 
over that obtained using conventional heat treatments; however, the large prior-austenite grains may produce a lower 



impact toughness (Ref 29). As discussed in the next section, increased prior-austenite grain size in high-strength steel may 
also have a detrimental effect on resistance to fatigue cracking. On the other hand, it is well known that reasonable 
austenitizing temperatures and times are necessary to dissolve the carbide-forming elements prior to quenching. 

Variations in quenching rates also influence fracture toughness of alloy steels by causing variations in the as-quenched 
microstructures. Quenching alloy steels in oil to obtain nearly 100% martensite on quenching will result in higher fracture 
toughness in the tempered condition than slack quenching and tempering at the same temperature. This condition is 
discussed by Peterman and Jones (Ref 30) for heat-treated aircraft structures of D6ac steel. Briefly, austenitizing at 900 
°C (1650 °F), quenching in salt at 200 °C (400 °F), and tempering at 200 °C resulted in an average fracture toughness of 
57 MPa m  (52 ksi in ), whereas austenitizing at 925 °C (1700 °F), quenching in oil at 60 °C (140 °F), and tempering at 
200 °C (400 °F) resulted in an average fracture toughness of 101 MPa m  (92 ksi in ). 

The effects of tempering ultrahigh-strength steels at temperatures in the upper portion of the tempering range are to 
increase fracture toughness and to reduce yield strength (Fig. 2). In the intermediate tempering temperature regime 
between 200 and 400 °C (400 and 750 °F), these effects are not always apparent. This is shown in Fig. 20, where fracture 
toughness at 25 °C (75 °F) is relatively independent of tempering temperature for three different nickel additions (Ref 
20). For tests at -73 °C (-100 °F), however, severe tempered martensite embrittlement is partly reduced by addition of 3% 
Ni and is completely suppressed by addition of 6% Ni (Fig. 21). The effect of carbon level on the degree of tempered 
martensite embrittlement in a 3% Ni ultrahigh-strength steel is illustrated in Fig. 22. For low-temperature service, it is 
clear that tempering of such steels in the range from 250 to 350 °C (480 to 660 °F) is to be avoided. 

 

FIG. 20 VARIATION OF ROOM-TEMPERATURE NOTCH-BEND FRACTURE TOUGHNESS WITH TEMPERING 
TEMPERATURE FOR STEEL CONTAINING (IN WT%) 0.35 C, 0.65 MN, 0.35 SI, 0.80 CR, 0.30 MO, 0.10 V, AND 
VARIOUS AMOUNTS OF NICKEL. SOURCE: REF 20 



 

FIG. 21 VARIATION OF NOTCH-BEND FRACTURE TOUGHNESS AT -73 °C (-100 °F) WITH TEMPERING 
TEMPERATURE FOR STEELS CONTAINING (IN WT%) 0.35 C, 0.65 MN, 0.35 SI, 0.80 CR, 0.30 MO, 0.10 V, AND 
VARIOUS AMOUNTS OF NICKEL. SOURCE: REF 19 



 

FIG. 22 EFFECT OF CARBON CONTENT AND TEMPERING TEMPERATURE ON FRACTURE TOUGHNESS OF ALLOY 
STEELS CONTAINING (IN WT%) 0.65 MN, 0.35 SI, 0.80 CR, 3.00 NI, 0.30 MO, 0.10 V, AND VARIOUS 
AMOUNTS OF CARBON. SOURCE: REF 19 

Grain Refinement of Low-Carbon and HSLA Steels. For lower-strength steels, useful microstructural modifications 
to improve low-temperature fracture toughness involve decreasing the ferrite or prior austenite grain size. Results from 
two investigations presented in Fig. 23 show that, for temperatures above -150 °C (-240 °F), a substantial improvement in 
fracture toughness can be achieved through grain refinement (Ref 20, 31, 32). Here, it is indicated that there may be a 
relationship between KIc and grain size, d. This is shown for both ferrite grain size and prior austenite grain size in Fig. 24 
and 25, respectively (Ref 33, 34). Such data have been analyzed by Stonesifer and Armstrong (Ref 34) in terms of a 
critical plastic zone at the crack tip, with the grain size dependence of KIc arising from effects of grain size on yield 
strength. More simply, it can be said that the plastic constraint in the triaxially stressed zone at the crack tip raises the 
yield stress to the cleavage fracture stress, σf. This has been used by others (Ref 35) and is essentially the Orowan 
criterion given by:  

PCF · YS = F  (EQ 5) 



where σys is the uniaxial yield stress at the temperature and strain rate of interest and pcf is the plastic constraint factor. 
The simplest empirical determination of pcf imposed by a plane-strain crack was originally proposed by Hahn and 
Rosenfield (Ref 36) to be:  

PCF = 1 + {KIC/ YS}  (EQ 6) 

 

FIG. 23 EFFECT OF GRAIN SIZE ON FRACTURE TOUGHNESS. (A) DYNAMIC FRACTURE TOUGHNESS (KID) 
CURVES FOR FULLY PEARLITIC STEELS AS A FUNCTION OF TEMPERATURE FOR THREE PRIOR-AUSTENITE 
GRAIN SIZES. (B) FRACTURE TOUGHNESS AS A FUNCTION OF TEMPERATURE FOR ST 37-3 STEEL IN TWO 
GRAIN SIZES. SOURCE: REF 20, 31, 32 

 

FIG. 24 RELATIONSHIP OF FRACTURE TOUGHNESS TO INVERSE SQUARE ROOT OF GRAIN SIZE. FRACTURE 
TOUGHNESS OF SEVERAL PLAIN CARBON STEELS VS. RECIPROCAL SQUARE ROOT OF FERRITE GRAIN SIZE AT 
-120 °C (-184 °F). SOURCE: REF 33 



 

FIG. 25 RELATIONSHIP OF FRACTURE TOUGHNESS TO INVERSE SQUARE ROOT OF GRAIN SIZE. DEPENDENCE 
OF FRACTURE TOUGHNESS ON PRIOR-AUSTENITE GRAIN SIZE AT FOUR DIFFERENT TEMPERATURES. SOURCE: 
REF 34 

For strain hardening in mild steels, it may be assumed that the value of α is approximately 20 m , because this would 
give pcf on the order of 2.5 to 3.0, values that are predicted from elastic-plastic analysis (Ref 37). Relationships for yield 
and fracture stress dependence on grain size have been independently determined by Curry and Knott (Ref 33) and by 
Rosenfield et al. (Ref 38) to be, for mild steel:  

YS(-120 °C) = 210 MPA + (0.73 MPA )D   (EQ 7A) 

and  

F = 343 MPA + (3.3 MPA m )D   (EQ 7B) 

By combining Eq 5, 6, 7a, and 7b, the following equation describing the effect of grain size on KIc is obtained:  

KIC(AT -120 °C) 
6.6 MPA m  + 0.13 MPA · M(D )  

(EQ 8) 

It can be seen that this equation fits the data in Fig. 24, and gives a good rationalization for the 1/  dependence of 
fracture toughness. Such a relationship can also be approximated for A533B steel at room temperature, because Knott 
(Ref 39) has estimated that σf 2600 MPa for an A533B steel with a 15 μm grain size. This, along with Stonesifer and 
Armstrong's determination of the relationship between yield strength and grain size (Ref 34), gives for A533B steel:  

YS (AT 25 °C) = 572 MPA + (0.11 MPA m )D   (EQ 9A) 

and  

F = 1750 MPA + (3.3 MPA m )D   (EQ 9B) 



Following the above procedure, this leads to:  

KIC(AT 25 °C) 
58.8 MPA m  + 0.16 MPA · M(D )  

(EQ 10) 

and gives a curve nearly identical to the line drawn through the room-temperature data in Fig. 25 for A533B steel. 

It is clear, then, that one goal for improved low-temperature fracture toughness in steels of low to medium strength is a 
refined grain size such as has been achieved in HSLA steels. The development of fine grain size in these steels through 
the use of minor alloying additions and lower hot rolling finishing temperatures has resulted in large improvements in 
fracture toughness (Ref 40). 

Inclusions and Void Nucleation. Reduced ductility and toughness due to particle nucleation of microvoids is most 
often observed in high-strength steels. Figure 26(a) shows a metallographic section of a specimen of AISI 4340 steel 
strained just short of fracture, exhibiting a "void sheet" between large voids that nucleated at lower strains at manganese 
sulfides. In this case, the smaller voids nucleated at the cementite particles that formed during tempering. Void sheet 
formation results in duplex dimple size distributions. This process aborts further void growth and tends to reduce fracture 
toughness. Cox and Low (Ref 41) concluded that void sheet formation is easier in materials with larger-size strengthening 
precipitates. This is supported by the absence of void sheets in maraging steel having a yield strength of 1380 MPa (200 
ksi) and containing precipitates a few hundred angstroms in length and by the presence of void sheets in 4340 steel 
containing cementite particles 0.17 μm in length. Cox and Low also suggest that this is why maraging steels are tougher 
than quenched-and-tempered steels of similar strength levels (Fig. 2). 

 

FIG. 26 EFFECT OF PARTICLES ON FRACTURE TOUGHNESS. (A) VOID SHEETS LINKING THREE INCLUSIONS IN 
A SECTIONED TENSILE SAMPLE OF 4340 STEEL. (B) SCHEMATIC RELATIONSHIP BETWEEN CRACK TIP 



OPENING DISPLACEMENT AND INCLUSION SPACING. SOURCE: REF 42. (C) KIC FOR A MARTENSITIC 0.45C-NI-
CR-MO-V STEEL AS A FUNCTION OF INCLUSION SPACING AND YIELD STRENGTH. SOURCE: REF 43 

The key event in dimpled rupture is the void nucleation event, which can be delayed to larger plastic strains by reductions 
in inclusion size (Ref 41). Toughness can also be improved by increasing the spacing between inclusions so that voids 
must grow to larger sizes during the fracture process. Reductions in impurities that occur as inclusions reduce the 
inclusion volume fraction and increase the inclusion spacing, thereby improving KIc. 

The effect of particles has been treated at great length in the literature (Ref 42), but one of the simplest quantitative 
relationships that has been derived is that of fracture toughness as a function of inclusion spacing. Schwalbe (Ref 42) 
suggests that the critical crack-tip opening displacement, δc, should be proportional to the distance between inclusions, λ, 
as shown schematically in Fig. 25(b). According to Eq 4, this would result in KIc being proportional to the square root of 
λ. Such a semiempirical relationship has been found by Priest (Ref 43) for a 0.45C-Ni-Cr-Mo-V steel similar to 4340 steel 
but with somewhat higher chromium, molybdenum, and vanadium contents. This relationship is given by:  

KIC = 23 MPA m  + 7( * - YS)( )   (EQ 11) 

with σ* equal to 2000 MPa (290 ksi). In Fig. 26(c), this relationship, shown by the dashed curve, is seen to fit the data for 
a large variation in λ and for three different test temperatures where dimpled rupture is the microstructural fracture mode. 
Such observations demonstrate the advantage of providing inclusion-controlled steels for high fracture toughness 
performance. 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Temperature and Strain-Rate Effects 

A proper use of fracture-mechanics methodology for fracture control of structures necessitates the determination of 
fracture toughness for the material at the temperature and loading rate representative of the intended application. The 
fracture toughness of structural steels can vary significantly with temperature and loading rates, particularly if loading 
and/or temperature causes a transition from ductile to brittle fracture modes. These general effects on fracture modes and 
fracture toughness are summarized in Fig. 27 for static and high-strain-rate (impact) loading. This well-known transition 
from ductile to brittle fracture depends on several parameters. Most structural steels can fail in either a ductile or brittle 



manner depending on conditions such as temperature, loading rate, and constraint (e.g., section size). Strength and the 
composition of the material also affect toughness and the transition rate from ductile to brittle fracture. Thus, the effects 
of testing temperature and loading rate on fracture toughness vary from one grade of steel to another. 

 

FIG. 27 FRACTURE-TOUGHNESS TRANSITION BEHAVIOR OF STEEL UNDER STATIC AND IMPACT LOADING. 
THE STATIC FRACTURE-TOUGHNESS TRANSITION CURVE DEPICTS THE MODE OF CRACK INITIATION AT THE 
CRACK TIP. THE DYNAMIC FRACTURE-TOUGHNESS TRANSITION CURVE DEPICTS THE MODE OF CRACK 
PROPAGATION. 

The effects of temperature and load rates can be measured with a variety of specimens, such as CVN impact specimens, 
the dynamic tear specimen, a plane-strain fracture toughness specimen under static loading (KIc), or a plane-strain 
specimen under dynamic loading (KId). Traditionally, the fracture toughness and ductile-to-brittle transition behavior of 
structural steels is based on CVN specimen testing (ASTM test standards A23 and A370). CVN specimens are tested at 
different temperatures, and the impact notch toughness at each test temperature is determined from the energy absorbed 
during fracture, the percent shear (fibrous) fracture on the fracture surface, or the change in the width of the specimen 
(lateral expansion). An example of the ductile-to-brittle transition with temperature for each of these parameters is 
presented in Fig. 28. The actual values for each parameter and the locations of the curves along the temperature axis are 
usually different for different steels and even for a given steel composition. Because the change from ductile to brittle 
behavior occurs over a range of temperatures, it has been customary to define a single temperature within the transition 
range that reflects the behavior of the steel under consideration. Several equally useful definitions are in use, including the 
15 ft · lb temperature, the 15 mil temperature, and the 50% shear temperature. 



 

FIG. 28 CHARACTERISTICS OF THE TRANSITION-TEMPERATURE RANGE FOR CHARPY V-NOTCH TESTING OF 
LOW-CARBON STEEL PLATE, AS DETERMINED BY (A) FRACTURE ENERGY, (B) FRACTURE APPEARANCE, AND 
(C) FRACTURE DUCTILITY. THE DRAWINGS AT LOWER RIGHT IN THE GRAPHS INDICATE: (A) ORIENTATION OF 
THE SPECIMEN NOTCH WITH PLATE THICKNESS, T, AND DIRECTION OF ROLLING; (B) LOCATION OF THE 
TOTAL SHEAR AREA ON THE FRACTURE SURFACE; AND (C) LOCATION OF THE EXPANSION MEASUREMENT IN 
THIS SERIES OF TESTS--ALL ILLUSTRATED FOR A CHARPY V-NOTCH SPECIMEN. PERCENTAGE OF SHEAR 
FRACTURE AND LATERAL EXPANSION WERE BASED ON THE ORIGINAL DIMENSIONS OF THE SPECIMEN. 

Similar transitions can be observed in plane-strain fracture toughness for structural steel plate (Fig. 29) and several rotor 
steels (Fig. 30). The rate of increase of KIc with temperature does not remain constant, but rather increases markedly 
above a given test temperature. This transition in plane-strain fracture toughness is related to a change in the microscopic 
mode of crack initiation at the crack tip from cleavage to increasing amounts of ductile tearing. 



 

FIG. 29 EFFECT OF TEMPERATURE AND STRAIN RATE ON PLANE-STRAIN FRACTURE-TOUGHNESS BEHAVIOR 
OF ASTM TYPE A36 STEEL. SOURCE: REF 44 



 

FIG. 30 EFFECT OF TEMPERATURE ON FRACTURE TOUGHNESS OF THREE ALLOY STEELS. SOURCE: REF 45 

Fractures modes and toughness under various conditions of temperature and load rates can be understood by 
considering toughness-transition behavior under static and impact loading (Fig. 27). The static fracture toughness 
transition curve depicts the mode of crack initiation at the crack tip. The dynamic fracture toughness transition curve 
depicts the mode of crack propagation. 

The fracture toughness curve for either static or dynamic loading can be divided into three regions as shown in Fig. 27. In 
region Is for the static curve, the crack initiates in a cleavage mode from the tip of the fatigue crack. In region IIs, the 
fracture toughness to initiate unstable crack propagation increases with increasing temperature. This increase in crack 
initiation toughness corresponds to an increase in the size of the plastic zone and in the zone of ductile tearing (shear) at 
the tip of the crack prior to unstable crack extension. In this region, the ductile-tearing zone is usually very small and is 
difficult to delineate by visual examination. In region IIIs, the static fracture toughness is quite large and somewhat 
difficult to define, but the fracture initiates by ductile tearing (shear). 

Once a crack has initiated under a static load, the morphology (cleavage or shear) of the fracture surface for the 
propagating crack is determined by the dynamic behavior and degree of plane strain at the temperature. Regions Id, IId, 
and IIId in Fig. 27 correspond to cleavage, increasing ductile tearing (shear), and full-shear crack propagation, 
respectively. Thus, at temperature A, the crack initiates and propagates in cleavage. At temperatures B and C, the crack 
exhibits ductile initiation but propagates in cleavage. The only difference between the behaviors at temperatures B and C 
is that the ductile-tearing zone for crack initiation is larger at temperature C than at temperature B. At temperature D, 
cracks initiate and propagate in full shear. Consequently, full-shear fracture initiation and propagation occur only at 
temperatures for which the static and dynamic (impact) fracture behaviors are on the upper shelf. 



Strain Rate Effects. The effect of loading rate is obviously important because of its effect on not only toughness but 
also the transition temperature (Fig. 27, 29). Strain rate effects are even more important in low- and medium-strength 
steels such as A36 (Fig. 29), which are strain-rate sensitive. An analysis of plane-strain fracture-toughness data for 
constructional steels (Ref 44) shows that the fracture toughness transition curve is translated (shifted) to higher 
temperature values as the rate of loading is increased. Thus, at a given temperature, fracture toughness values measured at 
high loading rates are generally lower than those measured at lower loading rates. Also, the fracture toughness values for 
constructional steels decrease with decreasing test temperatures to a minimum KIc value of about 27 MPa m  (25 
ksi in ). This minimum fracture toughness value is independent of the rate of loading used to obtain the fracture 
toughness transition curve. 

The magnitude of shifts in transition temperatures from strain-rate effects depends on yield strength and has been the 
subject of several studies (Ref 44, 46, 47, 48). From the work of Barsom (Ref 44), data for steels having yield strengths 
between 250 and 1725 MPa (36 and 250 ksi), such as those presented in Fig. 31, show that the shift between static and 
impact plane-strain fracture-toughness curves is given by the relationship:  

TSHIFT (IN °F) = 215 - 1.5 YS (IN KSI)  (EQ 12A) 

or  

TSHIFT (IN °C) = 119 - 0.12 YS (IN MPA)  (EQ 12B) 

for steels with yield strengths between 195 and 895 MPa (28 and 130 ksi) where ys is the room-temperature yield 
strength. There is no transition shift from loading rates for steels with yield strengths greater than about 960 MPa (139 
ksi). 

 

FIG. 31 EFFECT OF YIELD STRENGTH ON THE SHIFT IN TRANSITION TEMPERATURE BETWEEN IMPACT AND 
STATIC PLANE-STRAIN FRACTURE-TOUGHNESS CURVES. SOURCE: REF 44 

Similar results have also been verified by Priest (Ref 121) in a large number of tests of low- to medium-strength steels, 
some of which are illustrated in Fig. 32. Here, up to six test temperatures and six orders of magnitude of loading rate (in 
K, MPa m  · s-1) were used to determine fracture toughness. It can be seen that there are substantial shifts for low-



strength steels. However, for the steel with a yield strength of 970 MPa (140 ksi) in Fig. 32(d), although there is a change 
in fracture toughness with test temperature, there is no shift with loading rate. 

 

FIG. 32 INFLUENCE OF TEMPERATURE AND LOADING RATE ON FRACTURE TOUGHNESS. (A) A533B STEEL; YS 
450 MPA (65 KSI). (B) QT35 STEEL; YS 600 MPA (87 KSI). (C) NI-CR-MO-V ROTOR FORGING STEEL; YS 
670 MPA (97 KSI). (D) 0.4C-9NI-4CO STEEL; YS 970 MPA (140 KSI). (YIELD STRENGTHS REPORTED ARE 

AT ROOM TEMPERATURE.) SOURCE: REF 21 

The combined effect of yield strength and strain rate for steels with yield strengths less than 965 MPa (139 ksi) is given 
by the following relations for strain rates ( , in s-1) between 10-3 s-1 and 10-1 s-1:  

TSHIFT (IN °F) = (150 - YS) 0.17  (EQ 13A) 

where ys is room-temperature yield strength in ksi, or where  

TSHIFT (IN °C) = (83 - 0.08 YS) 0.17  (EQ 13B) 

with ys in MPa. These relations provide the difference between static and any intermediate or impact plane-strain 
toughness curves. The strain rate is calculated for a point on the elastic-plastic boundary according to the equation:  

  
(EQ 14) 

where t is the loading time for the test and E is the elastic modulus. 



Dynamic plane-strain fracture toughness (KId) can be estimated from CVN toughness or the upper-shelf static 
toughness (KIc). In the upper shelf, the effects of loading rate and notch acuity are not as critical as in the transition region. 
The effect of loading rate is to elevate the yield strength by about 170 MPa (25 ksi). Thus, Eq 3 may be used to calculate 
KId values by replacing σys with the dynamic yield strength, σyd, where σyd σys + 25 ksi. This use of Eq 3 to calculate KId 
is consistent with the observation that, in the upper-shelf region, the dynamic fracture toughness of steels is higher than 
the static fracture toughness. 

In the transition region, a correlation between CVN toughness and impact fracture toughness (KId) is given by the 
equation (Ref 17, 44):  

  
(EQ 15) 

where KId is in ksi in , E is in ksi, and CVN toughness is in ft · lb. The validity of this correlation is apparent from the 
data presented in Fig. 33 for various grades of steel ranging in yield strength from about 36 to about 140 ksi and in Fig. 34 
for eight heats of SA 533B, class 1 steel. Consequently, a given value of CVN impact energy absorption corresponds to a 
given KId value (Eq 15), which in turn corresponds to a given toughness behavior at lower rates of loading. 

 

FIG. 33 CORRELATION OF PLANE-STRAIN IMPACT FRACTURE TOUGHNESS AND IMPACT CHARPY V-NOTCH 
ENERGY ABSORPTION FOR VARIOUS GRADES OF STEEL 



 

FIG. 34 CORRELATION OF PLANE-STRAIN IMPACT FRACTURE TOUGHNESS AND IMPACT CHARPY V-NOTCH 
ENERGY ABSORPTION FOR SA 533B, CLASS 1 STEEL 

The behavior for rates of loading less than impact are established by shifting the KId value to lower temperatures by using 
Eq 12a and 12b or 13a and 13b. Conversely, for a desired behavior at the minimum operating temperature and maximum 
in-service rate of loading, the corresponding behavior under impact loading can be established by using Eq 12a and 12b 
or 13a and 13b, and the equivalent CVN impact value can be established by using Eq 15. 

Scatter of Toughness Data in Ductile-to-Brittle Transition Regime. Fracture toughness testing of ferrous 
materials in the ductile-to-brittle transition region is complicated by an extreme amount of scatter in toughness data. Data 
for pressure vessel steels, for example, typically covers half an order of magnitude (Fig. 35). Some of the scatter is, of 
course, attributable to experimental errors and specimen-to-specimen differences. Scatter is also caused by the occurrence 
of different fracture mechanisms (cleavage, tearing, or ductile tearing followed by cleavage) in the transition region. 
Some experimental work has investigated the use of dynamic fracture to promote cleavage initiation and suppress prior 
ductile tearing (Ref 49). 



 

FIG. 35 TYPICAL FRACTURE TOUGHNESS SCATTER IN THE DUCTILE-BRITTLE TRANSITION REGION FOR A 
CARBON STEEL FORGING. PRESSURE VESSEL STEEL (ASTM A508 C12) WITH TEST MATERIAL WAS TAKEN 
FROM A FORGED HOLLOW CYLINDER NORMALIZED AT 893 °C (1640 °F) FOR 13 H AND AIR COOLED, THEN 
AUSTENITIZED AT 857 °C (1575 °F) FOR 8.75 H AND WATER QUENCHED. TEMPERING WAS DONE AT 523 °C 
(973 °F) FOR 9.5 H, FOLLOWED BY A POSTWELD HEAT TREATMENT AT 561 °C (1041 °F) FOR 12 H. THE YIELD 
STRENGTH AT ROOM TEMPERATURE IS 620 MPA (90 KSI) AND THE ULTIMATE STRENGTH IS 779 MPA (113 
KSI). SOURCE: REF 49 

 
References cited in this section 

17. S.T. ROLFE AND J.M. BARSOM, FRACTURE AND FATIGUE CONTROL IN STRUCTURES--
APPLICATIONS OF FRACTURE MECHANICS, PRENTICE-HALL, 1977 

21. A.H. PRIEST, INFLUENCE OF STRAIN RATE AND TEMPERATURE ON THE FRACTURE 
TOUGHNESS AND TENSILE PROPERTIES OF SEVERAL METALLIC MATERIALS, DYNAMIC 
FRACTURE TOUGHNESS, M.G. DAWES, ED., WELDING INSTITUTE, CAMBRIDGE, U.K., 1977, P 
95-111 

44. J.M. BARSOM, EFFECT OF TEMPERATURE AND RATE OF LOADING ON THE FRACTURE 
BEHAVIOR OF VARIOUS STEELS, DYNAMIC FRACTURE TOUGHNESS, M.G. DAVIES, ED., 
WELDING INSTITUTE, CAMBRIDGE, U.K., 1979, P 113-125 

45. H.D. GREENBERG, E.T. WESSEL, AND W.H. PRYLE, FRACTURE TOUGHNESS OF TURBINE 
GENERATOR ROTOR FORGINGS, ENG. FRACT. MECH., VOL 1, 1970, P 653-674 

46. J.M. BARSOM AND S.T. ROLFE, THE CORRELATIONS BETWEEN KIC AND CHARPY V NOTCH 
TEST RESULTS IN THE TRANSITION TEMPERATURE RANGE, IMPACT TESTING OF METALS, 
STP 466, ASTM, 1970, P 281-302 

47. J.M. BARSOM, DEVELOPMENT OF THE AASHTO FRACTURE-TOUGHNESS REQUIREMENTS 
FOR BRIDGE STEELS, ENG. FRACT. MECH., VOL 7 (NO. 3), 1975, P 605-618 

48. R. ROBERTS, FRACTURE TOUGHNESS OF BRIDGE STEELS, PHASE II REPORT, REPORT 
FHWA-RD-74-59, FEDERAL HIGHWAY ADMINISTRATION, SEPT 1974 

49. J. JOYCE, ELASTIC PLASTIC FRACTURE TEST METHODS, STP1114, ASTM, 1991, P 275 
121. F.H. COCKS AND J. BRADSPIES, CORROSION, VOL 28, 1972, P 192 

 



Fracture Mechanics Properties of Carbon and Alloy Steels 

Fracture Mechanics of Steel Fatigue 

 

Although a considerable amount of life data are available for many steels and other structural materials, the existence of 
surface irregularities and cracklike imperfections can have a profound effect on the prevention of fatigue failure. As such, 
fracture mechanics offers a useful method for understanding not only fatigue crack propagation but also the factors that 
may eliminate or reduce the crack initiation portion of fatigue. Therefore, this section briefly reviews notch effects on 
crack initiation prior to the more traditional focus of fracture mechanics on fatigue crack propagation. 

Fracture Mechanics Properties of Carbon and Alloy Steels 

Notch Effects on Crack Initiation 

Initiation of fatigue cracks in structural and equipment components occurs in regions of stress concentrations, such as 
notches, as a result of stress fluctuation. The material element at the tip of a notch in a cyclically loaded component is 
subjected to the maximum stress range, ∆σmax. Consequently, this material element is most susceptible to fatigue damage 
and is, in general, the origin of fatigue crack initiation. It can be shown that for sharp notches, the maximum-stress range 
on this element can be related to the stress-intensity-factor range, ∆KI (Eq 16), as follows (Ref 17):  

  
(EQ 16) 

where ρ is the notch-tip radius, ∆σis the range of applied nominal stress, and kt is the stress-concentration factor. 

Fatigue crack initiation behavior of various steels is presented in Fig. 36 for specimens subjected to zero-to-tension 
bending stress and containing a smooth notch that resulted in a stress-concentration factor of about 2.5. The data show 

that ∆KI/ , and therefore ∆σmax, is the primary parameter that governs fatigue crack initiation behavior in regions of 
stress concentration for a given steel tested in a benign environment. The data also indicate the existence of a fatigue 

crack initiation threshold, ∆KI/ )th, below which fatigue cracks would not initiate at the roots of the tested notches. The 
value of this threshold is characteristic of the steel and increases with increasing yield or tensile strength of the steel. The 
data show that the fatigue crack initiation life of a component subjected to a given nominal-stress range increases with 
increasing strength. However, this difference in fatigue crack initiation life among various steels decreases with 
increasing stress-concentration factor (Ref 17). 



 

FIG. 36 FATIGUE CRACK INITIATION BEHAVIOR OF VARIOUS STEELS AT A STRESS RATIO OF +0.1. SOURCE 
REF 17 

Finally, fatigue crack initiation data for various steels subjected to stress ratios (ratio of nominal minimum applied stress 
to nominal maximum applied stress) ranging from -1.0 to +0.5 indicate that fatigue crack initiation life is governed by the 
total maximum stress (tension plus compression) range at the tip of the notch (Ref 50). The data presented in Fig. 37 

indicate that the fatigue crack initiation threshold, (∆KI/ )th, for various steels subjected to stress ratios ranging from -
1.0 to +0.5 can be estimated from:  

  
(EQ 17) 

where ∆Ktotal is the stress-intensity factor range calculated by using the tension-plus-compression stress range, and σys is 
the yield strength of the material. 



 

FIG. 37 DEPENDENCE OF FATIGUE CRACK INITIATION THRESHOLD ON YIELD STRENGTH. SOURCE: REF 51 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Fatigue Crack Propagation 

Cyclic loading can cause crack propagation in certain alloy steels at stress intensities as low as one-twentieth of the KIc 
value. Threshold stress intensities may range from 3 to 20 MPa m  (2.7 to 18 ksi in ). This demonstrates that factors 
other than continuum plasticity considerations are important. 

The general nature of fatigue crack propagation using fracture mechanics techniques is summarized in Fig. 38. A 
logarithmic plot of the crack growth per cycle, da/dN, defines the rate of subcritical crack growth from fatigue loading, 
da/dN, in terms of the stress-intensity range, ∆K = Kmax - Kmin. The three regions extend from ∆K levels associated with 
almost zero crack-growth rate to conditions approaching fast fracture. 



 

FIG. 38 SCHEMATIC ILLUSTRATION OF VARIATION OF FATIGUE CRACK GROWTH RATE, DA/DN, WITH 
ALTERNATING STRESS INTENSITY, ∆K, IN STEELS, SHOWING REGIONS OF PRIMARY CRACK-GROWTH 
MECHANISM 

The fracture mechanics approach for characterizing fatigue crack growth can be used in design applications to estimate 
maximum flaw sizes that allow a part to reach its design life. This approach is also very useful for conducting failure 
analyses. 

Because predicting service fatigue life often involves integrating crack growth rates over a range of ∆K values, the da/dN 
versus ∆K relationship can be represented by:  

  

(EQ 18) 

where n1, n2, A1, A2, and Kc are best-fit material constants determined by regression analysis. Equation 18 is general and 
applies to all three regions of crack growth. 

Variables that influence fatigue crack growth behavior are stress ratio, loading frequency (not a factor in benign 
environments), material chemistry, heat treatment, test temperature, and environment. Nonetheless, results of fatigue 
crack growth rate tests for nearly all metallic structural materials have shown that the da/dN versus ∆K curves have three 



distinct regions (Fig. 38). These three regions are briefly described below, followed by sections covering the testing, 
environmental, and material factors that affect fatigue crack growth rates. 

Crack Threshold Region. The behavior in region 1 of Fig. 38 exhibits a fatigue crack growth threshold, ∆Kth, which 
corresponds to the stress-intensity factor range below which cracks do not propagate, or in which the crack growth rate 
becomes diminishingly small. The fatigue crack growth threshold is an important design parameter for such applications 
as rotating shafts involving low-stress, high-frequency fatigue loading where no crack extension during service can be 
permitted. In region 1, crack growth is negligible for an almost unlimited number of cycles. 

An analysis of experimental results published on nonpropagating fatigue cracks shows that conservative estimates of ∆Kth 
for various steels subjected to different stress ratios, R, can be predicted (Ref 17) from  

∆KTH = 6.4 (1 - 0.85R) FOR R +0.1  (EQ 19A) 

and  

∆KTH = 5.5 FOR R < +0.1  (EQ 19B) 

where ∆Kth is in ksi m . 

Equations 19a and 19b indicate that the fatigue crack propagation threshold for steels is primarily a function of the stress 
ratio and is essentially independent of chemical or mechanical properties. Other examples of stress ratio effects on crack 
thresholds are provided in the section "Mean Stress Effects" in this article. 

Linear Fatigue Crack Growth Region. At intermediate values of ∆K (region 2 in Fig. 38), a straight line usually is 
obtained on a log-log plot of ∆K versus da/dN. This is described by the power-law relationship  

  
(EQ 20) 

where C and n are constants for a given material and stress ratio. The Paris crack growth equation is generally valid 
within the ∆K range of 300 to 1800 MPa mm  (9 to 52 ksi in ). Values of K below about 300 MPa mm  (9 ksi in ) fall 
in the threshold range where crack propagation does not occur, and values above about 1800 MPa mm  (52 ksi in ) fall 
in the range where the static mode of fracture occurs as the fracture toughness limit of the material is approached. 

Extensive fatigue crack growth rate data for various steels show that the primary parameter affecting growth rate in region 
2 is the stress-intensity factor range, and that the mechanical and metallurgical properties of these steels have negligible 
effects on the fatigue crack growth rate in a room-temperature air environment. The data for martensitic steels fall within 
a single band, as shown in Fig. 39, and the upper bound of scatter can be obtained (Ref 17) from  

  
(EQ 21A) 

  
(EQ 21B) 



 

FIG. 39 SUMMARY OF FATIGUE CRACK GROWTH DATA FOR MARTENSITIC STEELS. SOURCE: REF 17 

Likewise, for ferritic-pearlitic steels (Fig. 40), data for region 2 crack growth rates fall within a single band (different 
from the band for martensitic steels), and the upper bound of scatter can be calculated from  

  
(EQ 22A) 

  
(EQ 22B) 

Similar results are obtained for a variety of weld metals and heat-affected zone microstructures (Ref 52). The crack 
growth parameters C and n are estimated in Ref 52 at a C value of 3 × 10-13 and a value of 3, in units of newtons (load) 
and millimeters (length), for ferritic steels with yield strengths up to 600 MPa (87 ksi). These values are based on the 
upper limit of air fatigue data shown in Fig. 41. 



 

FIG. 40 SUMMARY OF FATIGUE CRACK GROWTH DATA FOR FERRITE-PEARLITE STEELS. SOURCE: REF 17 



 

FIG. 41 FATIGUE CRACK GROWTH IN THE WELD METAL AND HEAT-AFFECTED ZONES OF CARBON-



MANGANESE STEEL BASE PLATES IN AN AIR ENVIRONMENT. SOURCE: REF 53 

Region 2 behavior is relevant to design situations involving a finite number of fatigue cycles. The stress ratio and mean 
stress have negligible effects on the rate of crack growth in region 2. Also, the frequency of cyclic loading and the wave 
form (sinusoidal, triangular, square, trapezoidal) do not affect the rate of crack propagation per cycle of load for steels in 
benign environments (Ref 17). 

Austenitic stainless steels, described elsewhere in this Volume, have a similar crack growth rate relation in region 2, 
as follows:  

  
(EQ 23A) 

  
(EQ 23B) 

At high ∆K values (region 3 in Fig. 38), unstable behavior occurs, resulting in a rapid increase in the crack growth rate 
just prior to complete failure of the specimens. The acceleration of fatigue crack growth rates that determines the 
transition from region 2 to region 3 appears to be caused by the superposition of a brittle or ductile tearing mechanism 
onto the mechanism of cyclic subcritical crack extension, which leaves fatigue striations on the fracture surface. These 
mechanisms occur when the strain at the tip of the crack reaches a critical value (Ref 17). Thus, the fatigue-rate transition 
from region 2 to region 3 depends on the maximum stress-intensity factor, the stress ratio, and the fracture properties of 
the material (Ref 17). 

Region 3 behavior for rapid crack growth is significant only for applications that may experience very few (of the order of 
ten or fewer) load and unload cycles (e.g., pressure vessels in which pressure may be discharged only a few times during 
the service life). 

Crack growth behavior and ultimate failure in region 3 can occur in one of two ways (Ref 54, 55, 56). The first possibility 
is operative for high-strength, low-toughness metals, in which specimen sizes normally used for fatigue crack growth rate 
testing behave in a linear elastic manner at K levels equal to KIc. In this case, increasing crack length during constant load 
testing causes the peak stress intensity to reach the fracture toughness, KIc, of the material, and the unstable behavior is 
related to the early stages of brittle fracture. 

The second possibility, plastic limit load behavior, is common for ductile metals, particularly if KIc is high. In this case, 
the growing crack reduces the uncracked area of the specimen sufficiently for the peak load to cause fully plastic limit 
load behavior. When plastic limit load behavior causes unstable crack growth, ∆K values have no meaning, because the 
limitations of linear elastic fracture mechanics have been exceeded. Here, the use of the J-integral concept, crack opening 
displacement, or some other elastic-plastic fracture mechanics approach is more appropriate than ∆K for correlating the 
data. 

Fatigue Crack Propagation Modes. Various microstructural modes in fatigue crack growth are briefly reviewed here 
prior to detailed discussions on environmental and testing effects. Although it is usual to consider ductile fatigue striations 
as the prime fatigue fracture mode, it is apparent that other fracture modes often occur, based on reviews (Ref 57, 58) of 
results from a large number of investigators. As previously mentioned, data indicate that, in general, crack growth in 
region 2 is relatively insensitive to variations in either microstructure or crack shape. In the threshold region (region 1), 
the rate of crack growth per cycle drops off rapidly as ∆K is decreased. Behavior in this region may exhibit considerable 
sensitivity to the microstructure of the material. In region 3, the growth rate may become large because the maximum 
value of the stress-intensity factor at maximum cyclic load approaches the fracture toughness. Here the local stresses are 
sufficiently large to activate fracture by other microstructural modes, such as intergranular fracture, cleavage fracture, or 
dimple rupture. In Fig. 42, a series of microstructural fatigue failure modes in steels are shown. Although striations are 
shown at a ∆K of 30 MPa m  (27 ksi in ), at higher stress intensities it is seen that cleavage fracture, intergranular 
fracture or microvoid coalescence may occur in addition to striation formation (see Fig. 42b, c, and d). Such modes (Ref 
58, 59), particularly intergranular and cleavage fracture, may also appear at lower stress intensities. 



 

FIG. 42 FRACTOGRAPHY OF FATIGUE CRACK PROPAGATION AT INTERMEDIATE (REGION 2) AND HIGH 
(REGION 3) GROWTH RATES IN STEELS TESTED IN MOIST AIR AT R = 0.1. SEE TEXT FOR DETAILS ABOUT 
REGIONS. (A) DUCTILE STRIATIONS IN 9NI-4CO STEEL AT ∆K = 30 MPA m . (B) ADDITIONAL CLEAVAGE 

FRACTURE IN MILD STEEL AT ∆K = 40 MPA m . (C) ADDITIONAL INTERGRANULAR FRACTURE IN 4NI-1.5CR 

STEEL AT ∆K = 40 MPA m . (D) MICROVOID COALESCENCE IN 9NI-4CO STEEL AT ∆K = 70 MPA m . SOURCE: 
REF 57 

Because heat treatment, alloy additions, and grain size may affect the tendency toward any microstructural fracture mode, 
these factors must be considered in addition to yield strength and external loading variables. 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Effects of Microstructure and Heat Treatment 

In ultrahigh-strength steels, the effect of tempering is relatively small for region 2 growth rates, but the effect may be 
large near the threshold. An investigation of HP-9-4-30 steel, quenched and tempered to yield strengths of 675, 1235, and 
1400 MPa (95, 180, and 200 ksi), showed increases in crack growth rate with increasing yield strength, (Fig. 43). On the 
other hand, Imhof and Barsom (Ref 60) evaluated AISI 4340 steel at yield strengths ranging from 895 to 1515 MPa (130 
to 220 ksi) and found no significant variation in region 2. Whereas the effect on da/dN may only constitute a factor of two 
or three (or less) in region 2, there may be order-of-magnitude differences in growth rate near the threshold. This is shown 
for a 300M steel tempered at 100 to 650 °C (212 to 1200 °F) in Fig. 44. This is a superimposed environmental effect that 
shows up in laboratory air with as little as 40% relative humidity (Ref 57). 

 

FIG. 43 EFFECT OF STRENGTH LEVEL ON FATIGUE CRACK GROWTH RATES. FATIGUE CRACK GROWTH RATE 
BEHAVIOR OF 9NI-4CO-0.30C STEEL HARDENED AND TEMPERED TO INDICATED STRENGTH LEVELS. SOURCE: 



REF 60 

 

FIG. 44 EFFECT OF STRENGTH LEVEL ON FATIGUE CRACK GROWTH RATES. VARIATIONS OF FATIGUE CRACK 
PROPAGATION IN MOIST AIR AT R = 0.05 WITH ∆K FOR ULTRAHIGH-STRENGTH 300-M MARTENSITIC STEEL, 
QUENCHED AND TEMPERED AT TEMPERATURES FROM 100-650 °C (212-1200 °F) TO PRODUCE TENSILE 
STRENGTHS FROM 2300-1190 MPA (330-275 KSI), RESPECTIVELY. SOURCE: REF 57 

Besides tempering effects, microstructure may also have relatively little effect on region 2 growth (Fig. 45). However, it 
has been found recently that modified microstructures may produce large variations in region 1 growth and may even 
extend to region 2 (Ref 62). This is shown in Fig. 46 for a low-carbon steel, where a mixture of about 38% martensite in 
ferrite produced about the same resistance to crack growth as that indicated in Fig. 45 for ferrite-pearlite microstructures. 
This is for heat treatment A, as indicated in Fig. 46, where the ferrite phase is continuous. If the thermal cycle is now 
varied to make the martensitic phase continuous, order-of-magnitude improvements are obtained at low ∆K with heat 
treatment B. Thus, it would appear that substantial improvements in fatigue crack growth resistance near the threshold are 
possible with microstructural control. 



 

 

YIELD 
STRENGTH  

TENSILE 
STRENGTH  

TYPE OF 
MICROSTRUCTURE  

MPA  KSI  MPA  KSI  

STRAIN-
HARDENING 
EXPONENT  

AUSTENITIC (STAINLESS 
STEEL)  

205-345  30-50  515-655  75-95  >0.30  

FERRITE-PEARLITE  205-550  30-80  345-755  50-110  0.15-0.30  
MARTENSITIC  >480  >70  >620  >90  <0.15    

FIG. 45 FATIGUE CRACK GROWTH RATES FOR FERRITIC, MARTENSITIC, AND AUSTENITIC STEEL 
MICROSTRUCTURES. (A) UPPER LIMITS OF FATIGUE CRACK GROWTH RATES FOR THREE TYPES OF STEEL 
MICROSTRUCTURES. SOURCE: REF 17. (B) SUPERPOSITION OF SCATTERBANDS ON GENERAL SCATTERBANDS 
FOR STEELS 



 

 

PROPERTY  HEAT TREATMENT A 
(FERRITIC)  

HEAT TREATMENT B 
(MARTENSITIC)  

0.2% PROOF STRESS, MPA (KSI)  293 (43)  452 (66)  
ULTIMATE TENSILE STRENGTH, MPA (KSI)  543 (79)  750 (109)  
ELONGATION, % IN 12.7 MM  . . .  9.9  
REDUCTION IN AREA, %  32.6  . . .    

FIG. 46 RATE OF CRACK GROWTH VS. ∆K FOR TWO MICROSTRUCTURES IN LOW-CARBON STEEL (0.15-0.20% 
C, 0.60-0.90% MN, 0.04% MAX P, 0.04% MAX S). SOURCE: REF 62 

Another means of microstructural control is the grain size effect on fatigue thresholds, ∆Kth (Ref 54). One investigation 
(Ref 63) shows the grain effect on mild steel thresholds (Fig. 47). Although there was no difference in region 2 growth, 
the threshold values varied from 5.3 to 7.0 MPa m  (4.8 to 6.4 ksi in ) as grain size increased from 7.8 to 55 μm. A 
collection of data from two reviews (Ref 57, 58) shows this effect very well. Figure 48 shows the beneficial effect of large 
grain size on thresholds for low-strength steels and the detrimental effect of large grain size for high-strength steels. The 
former is considered to be related to a cyclic slip or microstructurally sensitive crack path that is controlled by the grain 
diameter, whereas for the high-strength steel, the effect is considered to be environmentally related (Ref 57). For the low- 
to medium-strength steels, it is useful to compare the grain size with the reversed plastic zone size, R , because many 
studies (Ref 64, 65, 66) have claimed that this is the controlling microstructural unit. Using twice the plane-strain plastic 
zone radius and twice the yield stress due to the stress reversal gives:  

  
(EQ 24) 



One way of understanding this is to consider that general cyclic slip will not proceed if the grain size is greater than the 
reversed plastic zone size. Thus, a description of the fatigue threshold could be obtained by substitution of d = R   

KTH = YS(12 D)  = 6.14 YS(D)   (EQ 25) 

If threshold values were normalized by grain size and plotted against yield strength, the slope of this curve could then be 
compared with Eq 25. A collection of data in Fig. 49 plotted in this manner predicts a least-squares slope of 5.0 instead of 
6.14. However, if the curve is forced through the origin, the best fit gives a slope of 6.06, which verifies Eq 25 and 
demonstrates that both ferrite grain size and yield strength have strong effects on low-strength threshold stress intensities. 

 

FIG. 47 RELATIONSHIP BETWEEN CRACK PROPAGATION RATE AND STRESS-INTENSITY FACTOR RANGE FOR R 
= -1. STEELS ARE FERRITE-PEARLITE MIXTURES CONTAINING (IN WT%) 0.2 C, 0.92 MN, 0.26 SI, 0.11 P, 0.15 
S, AND 0.009 N, WITH FERRITE GRAIN SIZES OF 7.8, 20.5, AND 55 M. SOURCE: REF 63 



 

FIG. 48 VARIATION OF THRESHOLD ∆KTH WITH GRAIN SIZE FOR STEELS AT R = 0.05. FOR FERRITIC-
PEARLITIC LOW-STRENGTH STEELS, GRAIN SIZE REFERS TO FERRITIC GRAIN SIZE; FOR MARTENSITIC HIGH-
STRENGTH STEELS, GRAIN SIZE REFERS TO PRIOR-AUSTENITE GRAIN SIZE. SOURCE: REF 57 



 

FIG. 49 EFFECT OF YIELD STRENGTH ON NORMALIZED THRESHOLD STRESS-INTENSITY RANGE 

This does not necessarily mean that a designer should select large-grained steels for performance. The number of cycles 
to produce a crack that leads to failure also depends heavily on grain size, with the finest grains giving the best 
performance. Thus, fine grains appear to be best for resistance to fatigue initiation, and coarse grains appear to be best for 
resistance to crack propagation for long cracks. In fact, it may be shown that there is a crossover in endurance limit for 
very short cracks versus long cracks. The short-crack endurance limit is highest for fine-grained steel, and the long-crack 
endurance limit is highest for coarse-grained steel. A similar crossover has been postulated for high-strength steels, except 
that the critical parameter is yield strength. This is shown in Fig. 50 for a 300M steel quenched and tempered to wide 
variations in strength level. Whereas the low-strength material would offer the best performance for long cracks, the high-
strength material would be superior for short cracks. This becomes important because the optimization of microstructure 
depends on whether the structural engineer is designing for crack initiation or crack propagation from a pre-existing flaw. 



 

 

TEMPERING 
TEMPERATURE  

ULTIMATE 
TENSILE STRENGTH  

CURVE  

°C  °F  MPA  KSI  
A  100  212  2238  324  
B  300  570  1737  252  
C  470  880  1683  244  
D  650  1200  1186  172    

FIG. 50 PREDICTED VARIATION OF THRESHOLD STRESS ∆ TH AT R = 0 WITH CRACK SIZE A. BASED ON 
DATA FOR 300M ULTRAHIGH-STRENGTH STEEL TEMPERED AT TEMPERATURES FROM 100 TO 650 °C (212 TO 
1200 °F) TO PRODUCE A VARIETY OF TENSILE STRENGTHS. SOURCE: REF 57 

Crack growth resistance also may be different for cracks that propagate along different directions measured relative to the 
rolling direction. Figure 51 presents data on crack growth rate for specimens of conventionally melted ASTM A533 type 
B steel tested for each of six orientations. In this study, the effects of three processing techniques--conventional melting, 
calcium treatment, and electroslag remelting--were investigated. The electroslag remelted material produced the lowest 
crack growth rates and the least sensitivity to orientation. 



 

FIG. 51 FATIGUE CRACK GROWTH RATES FOR ASTM A533B STEEL TESTED FOR EACH OF SIX ORIENTATIONS. 
SOURCE: A.D. WILSON, FATIGUE CRACK PROPAGATION IN A533B STEEL, TRANS. ASME, J. PRESSURE VESSEL 
TECHNOL., VOL 99, 1977, P 459-469 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Mean Stress Effects 

In both fatigue life and fatigue crack propagation testing, the mean stress intensity is an important variable. Because K is 
proportional to stress (S), the standard ratio (R = Kmin/Kmax = Smin/Smax) is the variable most often used in fatigue crack 
growth testing. Unlike stress or strain life (S-N or ε-N) testing (which are usually done in the fully reversed, R = -1, stress 
condition), fatigue crack growth data is usually done under cyclic tension, R = 0. Fatigue crack growth testing at R = 0 or 
approximately zero is based on the concept that the crack would close during compression loading. In this case, the stress-
intensity factor, K, would vanish. Thus, the compression loads should have little influence on constant-amplitude fatigue 
crack growth behavior. In general, this is fairly realistic, but under variable-amplitude loading, compression cycles can be 
important to fatigue crack growth (see the section "Variable-Amplitude Loading" in this article). 

The general influence of mean stress effects is shown in Fig. 52. Mean stress effects in region II are small, while larger 
effects occur in regions I and III. The most commonly used equation to model stress effects in regions II and III is the 
Forman equation (Ref 67):  

  
(EQ 26) 

where A and n are empirical fatigue material constants and Kc is the applicable fracture toughness for the material and 
thickness. The Forman equation is a modification of the Paris equation. Typical mean stress effects in the threshold region 
are shown in Fig. 53 for manganese-molybdenum-nickel pressure vessel steel (ASTM A533B, class 1, 80 to 100 ksi 
tensile strength). Figure 54 at R = 0.1 is for comparison. 



 

FIG. 52 GENERAL EFFECT OF MEAN STRESS INFLUENCE ON FATIGUE CRACK GROWTH RATES 



 

FIG. 53 EFFECT OF STRESS RATIO ON FATIGUE THRESHOLD STRESS-INTENSITY FACTOR RANGE, ∆KTH, FOR 
A533B-1 STEEL. DATA ARE FOR A533B-1 STEEL IN REGION 1, TESTED AT VARIOUS STRESS RATIOS, AT 60 HZ 
AND 25 °C (75 °F) IN AIR. SOURCE: REF 17 



 

FIG. 54 FATIGUE CRACK GROWTH BEHAVIOR OF ASTM A533 B1 STEEL. YIELD STRENGTH OF 470 MPA (70 
KSI). TEST CONDITIONS: R = 0.10; AMBIENT ROOM AIR, 24 °C (75 °F) 

The effect of negative R-ratios, which includes compression in the cycle, has not been sufficiently investigated, 
particularly at the threshold levels. The results of many negative R-ratio tests on wrought and cast steels, cast irons, and 
aluminum alloys subjected to constant-amplitude conditions in regions II and III indicate that crack growth rates based on 

K values (which neglect compressive nominal stresses) are similar to R = 0 results, or are increased by not more than a 
factor of 2 (Ref 68). 



Mean Stress Effects on Fatigue Crack Growth Thresholds. As shown in Fig. 63(b) and Fig. 64, mean stress effects 
have a significant influence on fatigue crack growth thresholds. Empirical relations (such as Eq 19a and 19b) have been 
considered for the effect of stress ratios on thresholds. Two examples are described below. 

Example 1. In a class of low- to medium-strength steels, the effect of stress ratio on the threshold stress-intensity range, 
Kth, apparently is similar for seven different materials, as shown in Fig. 55. For values of R greater than 0.1, Kth can 

be given by:  

KTH = C1(1 - 0.85R)  (EQ 27) 

where C1 is a constant whose value is 7.0 MPa  (6.4 ksi ). Because of the narrow grouping of data in Fig. 55, it 
must be assumed that these were relatively fine-grained steels without the microstructural influences previously 
discussed. Where greater influences of strength, grain size, microstructure, or environment are encountered, the constant 
C1 would necessarily change and the R-effect might even be qualitatively different. For example, in vacuum test 
conditions, the threshold may be independent of R (Ref 57). 

 

FIG. 55 EFFECT OF STRESS RATIO ON FATIGUE THRESHOLD STRESS-INTENSITY FACTOR RANGE, ∆KTH, FOR 
SEVERAL STEELS. SOURCE: REF 17 

Example 2. Another relationship between ∆Kth and the applied stress ratio, R, is provided in BS PD6493:  

∆KTH = 190 - 144 R MPA mm   (EQ 28) 

This relationship provides the lower bound to all published threshold data for British grade 50D steel in air and seawater 
(Ref 69). It has been suggested that other data for similar steels and for austenitic steels lie below the PD6493 line (Ref 
70). Including these data, the following relationship, based on a 97.7% probability of survival for the data in Fig. 56, has 
been recommended (Ref 70):  



∆KTH = 170 - 214 R MPA mm  FOR 0 ･R < 0.5 
= 63 MPA mm  FOR R ･0.5  

(EQ 29) 

 

FIG. 56 FATIGUE CRACK GROWTH THRESHOLD DATA FOR FERRITIC STEELS WITH YIELD STRENGTHS UP TO 
600 MPA (87 KSI). ∆KO IS THE THRESHOLD INTENSITY (∆KTH). 

 
References cited in this section 

17. S.T. ROLFE AND J.M. BARSOM, FRACTURE AND FATIGUE CONTROL IN STRUCTURES--
APPLICATIONS OF FRACTURE MECHANICS, PRENTICE-HALL, 1977 

57. R.O. RITCHIE, NEAR-THRESHOLD FATIGUE-CRACK PROPAGATION IN STEELS, 
INTERNATIONAL METALS REVIEWS, VOL 24 (NO. 5-6), 1979, P 205-230 

67. R.G. FORMAN, TRANS. ASME, J. BASIC ENG., VOL 89 (NO. 3), 1967, P 459 
68. H.O. FUCHS AND R.I. STEPHENS, METAL FATIGUE IN ENGINEERING, JOHN WILEY AND SONS, 

1980, P 89 
69. "OFFSHORE INSTALLATIONS: GUIDANCE ON DESIGN AND CONSTRUCTION," U.K. 

DEPARTMENT OF ENERGY, 1985 
70. "RULES FOR THE DESIGN, CONSTRUCTION AND INSPECTION OF OFFSHORE STRUCTURES," 

DET NORSKE VERITAS, 1977 

Fracture Mechanics Properties of Carbon and Alloy Steels 

Variable-Amplitude Loading 

Fatigue testing under constant-amplitude loading is substantially different from variable-amplitude service loads, and 
many methods have been developed to predict or model variable-amplitude performance from data generated in constant-
amplitude testing. Different methods are used for fatigue life (S-N) data and crack propagation. More information on 
various methods is described in the article "Estimating Fatigue Life" in Section 3 and the article "Fatigue Crack Growth 
under Variable Amplitude Loading" in Section 2 of this Volume. 

Prediction of fatigue crack growth rates under variable-amplitude loading can be complicated when retardation or 
acceleration of crack growth is affected by overloads. It is well known that tensile overstressing during fatigue crack 
propagation usually causes retardation of crack propagation, its effect being beneficial rather than detrimental (Ref 71). 
Experimental evidence and theoretical analyses have been accumulated to show that the retardation is due to compressive 
residual stresses developed within the plastic zone ahead of the fatigue crack by the overstressing (Ref 71). 



However, it has also been shown that compressive applied stress relieves the residual stress, resulting in substantial 
reduction of the retardation effect (Ref 71, 72). In fully reversed tension-compression tests, the retardation was 
completely suppressed and even some acceleration was observed in the transient period immediately after the overloading 
(Ref 73, 74). This effect leads to the significant acceleration. 

In one case, for example, significant acceleration (more than one hundred times) occurred where a very small number of 
cycles (e.g., 2 cycles) of overstress were applied intermittently between very large numbers of cycles (of the order of 106 
cycles) of understress below the threshold stress intensity, Kth (Ref 75). These results indicate that Kth, which has 
been thought to be an important design criterion in fracture mechanics, may have less significance as a threshold for 
fatigue crack propagation under such variable stress conditions. This acceleration can be a vital factor that has to be 
considered in the design of such components. 

When retardation or acceleration of crack growth rates is significant, the prediction of fatigue crack growth rate under 
variable amplitude loading is complex. Many complex cycle-by-cycle models have been developed and proposed in the 
literature (Ref 76, 77, 78, 79, 80, 81, 82) to take these factors into account. Some textbooks (Ref 83, 84) also provide 
introductory descriptions of sequence effects. These models require knowledge of the order of appearance of the peaks 
and valleys of the loading history, information which is not always available. However, even in simulation loading, for 
which cycle interaction effects are expected to be important, a simple linear accumulation model can produce good 
predictions as compared to much more complex models (see, e.g., Ref 76, p 103-114). 

Summation of Crack Increments. If stress overloads or load history (sequence effects) do not significantly affect 
fatigue crack growth, then crack growth (∆a) in each individual cycle of variable-amplitude loading can be estimated 
from the da/dN versus ∆K curve. Summing the values of ∆a, while keeping track of the number of cycles, is a 
straightforward method of estimating fatigue life under variable-amplitude loading. However, this method does not 
provide accurate estimates if sequence effects or overstresses cause retardation or acceleration of fatigue crack growth 
rates. 

Block or Spectrum Loading. Another approach is to approximate the actual service load with repeated application of 
different loading sequences of finite length. This procedure is numerically equivalent to the summation of crack 
increments if the crack length, a, does not change by a large amount during one repetition of the sample load history. 

Block or spectrum loading is often used to predict the life of structural components. To correlate variable-amplitude data 
with constant-amplitude data, some method of normalizing the varying stress-intensity factor ranges in the spectrum is 
necessary. One such normalization scheme is to use the root mean square (rms) value of the stress-intensity factor. Here 
∆Kmax would replace ∆K in the Paris power-law relationship (Eq 20) where ∆Krms is given by:  

  

(EQ 30) 

Barsom (Ref 17) used the loading sequences shown in Fig. 57 to establish a database for evaluation of the ∆Krms 
normalization procedure. The results shown in Fig. 58 show an excellent correlation between the constant-amplitude data 
(∆K) and the variable-amplitude data (∆Krms). It should be emphasized that such an independence of loading sequence 
may not apply to region 1 crack growth or to situations involving aggressive environments. 



 

FIG. 57 SCHEMATIC REPRESENTATION OF LOAD SEQUENCES FOR FATIGUE CRACK GROWTH RATE TESTING. 
SOURCE: REF 17 



 

FIG. 58 EFFECT OF LOADING SEQUENCE ON FATIGUE CRACK GROWTH RATE. THE LOADING PATTERNS 
SHOWN IN FIG. 57 WERE IMPOSED ON SPECIMENS OF A514B STEEL; RATIONALIZING THE STRESS-INTENSITY 
FACTOR RANGE BY A ROOT-MEAN-SQUARE METHOD CAUSED THE DATA TO FALL WITHIN A SINGLE BAND, 
INDEPENDENT OF LOADING PATTERN. SOURCE: REF 17 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Temperature Effects 

High-Temperature Fatigue Crack Growth Rates. Increasing temperature increases fatigue crack growth rates. A 
clear trend of crack growth rate increase with increasing temperature can be seen in Fig. 59. In this figure it can be seen 
that at temperatures up to about 50% of the melting point (550 to 600 °C, or 1020 to 1110 °F), the growth rates are 
relatively insensitive to temperature, but that the sensitivity increases rapidly at higher temperatures. The crack growth 
rates for all the materials at temperatures up to 600 °C (1110 °F) relative to the room-temperature rates can be estimated 
by a maximum correlation factor of 5 (2 for ferritic steels). Additional information on high-temperature steels (such as Cr-
Mo steels and austenitic stainless steels) is provided in other articles in this Volume. 



 

FIG. 59 VARIATION OF FATIGUE CRACK GROWTH RATES AS A FUNCTION OF TEMPERATURE AT ∆K = 30 
MPA m  (27 KSI in ) 

Temperature can affect crack growth rates in several ways. At high temperatures, ease of dislocation motion, dynamic 
strain aging, or oxidation can be sufficiently enhanced so that creep-fatigue or environmental-fatigue interactions result. 
McHenry and Pense (Ref 85) found that the crack growth behavior of HP 9-4-35 steel was not appreciably affected by 
temperatures as high as 350 °C (650 °F) or changes in frequency from 0.02 to 10 Hz. However, both ASTM A212, grade 
B (now ASTM A515, grade 70), and A517, grade F steels showed that fatigue crack growth rates increased with 
increasing testing temperature, as illustrated in Fig. 60. Decreasing the frequency of loading for specimens of A517, grade 
F steel also increased the rate of crack growth. 



 

FIG. 60 EFFECT OF ELEVATED TESTING TEMPERATURE ON FATIGUE CRACK GROWTH RATES IN ASTM A212B 
AND A517F STEELS. SOURCE: REF 85 

Low-Temperature Fatigue Crack Growth. The fatigue crack growth behaviors of ferritic steels show dramatic 
changes at low temperatures, which correlate with their fracture toughness behavior. In general, reduced temperatures 
have insignificant effects or are slightly beneficial as long as ductile cracking modes are operative. The onset of cleavage, 
however, ultimately causes a dramatic acceleration of fatigue crack growth at the lowest temperatures. The behavior of 
9% Ni steel (Fig. 61) is typical: as the temperature is reduced, there is a slight improvement between 295 and 111 K, 
followed by a rapid loss of fatigue crack growth resistance between 111 and 4 K (Ref 86). The temperature dependence of 
fatigue crack growth resistance in this case closely parallels the temperature dependence of fracture toughness. 



 

FIG. 61 EFFECT OF TEMPERATURE ON THE FATIGUE CRACK GROWTH RATES OF A 9% NI FERRITIC STEEL: 
REF 86 

At low temperatures, the yield strength may be sufficiently increased so that cleavage is promoted at the fatigue crack tip. 
In Fig. 62, Stonesifer (Ref 87) shows that very low temperatures produce very high crack growth rates at low ∆K levels in 
A533B steel. It is clear that the slope of the -196 °C (-320 °F) curve is such that n in the power-law relationship da/dN = 
C(∆K)n is an order of magnitude larger for the -196 °C data than it is for the 20 °C (68 °F) data. This effect of testing 
temperature on the fatigue crack propagation exponent has been reviewed, for a large number of iron-base alloys and 
steels (Ref 58). The results in Fig. 63 demonstrate the increase in the value of n with decreasing testing temperature. 



 

FIG. 62 EFFECT OF LOW TESTING TEMPERATURE ON FATIGUE CRACK GROWTH RATES IN A533B STEEL. 
SOURCE: REF 87 



 

FIG. 63 INFLUENCE OF TESTING TEMPERATURE ON FATIGUE CRACK PROPAGATION EXPONENT FOR IRON-
BASED ALLOYS. SOURCE: REF 68 

However, from these results, one should not assume that crack growth rates are going to be higher at any temperature 
below room temperature. In fact, at temperatures only slightly below room temperature, improved resistance to fatigue 
crack propagation may be observed if severe microcleavage can be avoided. This implies that there is some low 
temperature where there is a crossover in resistance; this has been discussed elsewhere for iron-base systems (Ref 88). 

The important point is that one should avoid extrapolating room-temperature behavior to temperatures below room 
temperature. To avoid microcleavage phenomena, one solution is to use Fe-Ni steels. The nickel additions decrease the 
ductile-to-brittle transition and result in low fatigue crack growth exponents, even at -196 °C (-320 °F) (Fig. 61, 63). 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Aggressive Environments 

Aggressive environments affect fatigue crack growth rates in all regions of growth but most often in regions 1 and 2, 
where exposure times are much greater. Three patterns of corrosion fatigue behavior that might be observed in steels are 
indicated in Fig. 64. Figure 65(a) illustrates the corrosion fatigue behavior of AISI 4340 steel quenched and tempered to a 
yield strength of 1700 MPa (245 ksi) (Ref 89). In distilled water, a 1000-fold increase in the crack growth rate is produced 
by a 1000-fold decrease in the cyclic frequency. This behavior falls somewhere between types B and C behavior in Fig. 
64. Similar behavior is observed for X-65 line pipe steel tested in salt water with a superimposed cathodic potential (Ref 
90). However, as shown in Fig. 65(b), the same change in frequency does not produce quite as large a change in fatigue 
crack growth rate. In addition, the cathodic potential increases the growth rate substantially over the open-circuit case for 
X-65 steel. Both the effects in Fig. 65 have been associated with hydrogen entry, and in fact most corrosion fatigue of 
high-and ultrahigh-strength steels is considered to occur by a combined mechanism of hydrogen embrittlement and 
fatigue. 

 

FIG. 64 SCHEMATIC DIAGRAMS SHOWING THREE TYPES OF CORROSION FATIGUE BEHAVIOR. SOURCE: A. 
MCEVILY AND R. WEI, FRACTURE MECHANICS AND CORROSION FATIGUE, PROCEEDING--INTERNATIONAL 



CONFERENCE ON CORROSION FATIGUE, NACE, 1971, P 381-395 

 

FIG. 65 EFFECT OF CYCLIC FREQUENCY ON CORROSION FATIGUE. (A) HIGH-STRENGTH STEEL 4340 M 
EXPOSED TO WATER AND VACUUM. SOURCE: REF 89. (B) X-65 LINE PIPE STEEL EXPOSED TO AIR AND SALT 
WATER WITH A SUPERIMPOSED CATHODIC POTENTIAL. SOURCE: REF 90 

Effects of alloying additions are shown in Fig. 66 and 67. First, it can be seen in Fig. 66 that for the identical test 
frequency, the susceptibility of a 12Ni-5Cr-3Mo maraging steel to corrosion fatigue in a 3% aqueous sodium chloride 
solution is nearly identical to that of 4340M steel in distilled water. It should be noted that the KIscc value for this alloy is 
60 MPa m  (55 ksi in ), so that nearly all of the environmental effects show up well below the static stress-corrosion 
threshold, KIscc. This corresponds most closely to type A behavior in Fig. 64. The same data for 12Ni-5Cr-3Mo at 0.1 Hz 
are compared with those for two other alloys in Fig. 67. The lowest corrosion-fatigue crack growth rates were achieved in 
specimens of the 10Ni-Cr-Mo-Co steel. 



 

FIG. 66 EFFECT OF CYCLIC FREQUENCY ON CORROSION FATIGUE FOR 12NI-15CR-3MO MARAGING STEEL. 
THE STEEL WAS TESTED IN AIR AND IN A 3% AQUEOUS SOLUTION OF SODIUM CHLORIDE WITH SINUSOIDAL 
LOADING SOURCE: REF 17 



 

FIG. 67 EFFECT OF COMPOSITION ON CORROSION FATIGUE CRACK GROWTH RATES FOR THREE DIFFERENT 
HIGH-STRENGTH STEELS. THE STEELS WERE TESTED IN AIR AND IN A 3% AQUEOUS SOLUTION OF SODIUM-
CHLORIDE AT 0.1 HZ SOURCE: REF 17 

For lower-strength steels tested in a 3% solution of aqueous sodium chloride, only slight effects were observed in A36, 
A588 grade A, and A514 grade F steels at frequencies of 0.2 and 1 Hz (Ref 91). However, this was for relatively high 
growth rates in region 2. It is not clear what effects would occur in region 1 or at lower cyclic frequencies. Results of 
fatigue crack growth rate tests on specimens of A508-2, A533B, A516, and SA333 in reactor-grade water indicate that the 
growth rate curves tend to lie in three basic regimes, depending on test conditions (Ref 92). 

Corrosion fatigue data for several alloy steels in a variety of environments are given in Table 5. In general, corrosion 
fatigue depends on cyclic frequency and testing temperature and may occur over a large stress-intensity range and in 
solutions of any pH value. 

TABLE 5 SELECTED CORROSION FATIGUE CRACK GROWTH DATA FOR STEELS 

STEEL  SOLUTION  FREQUENCY 
DEPENDENT?  

(DA/DN)SOL/ 
(DA/DN)AIR  

STRESS- 
INTENSITY 
RANGE, 
MPA m  

REFERENCE  

A212B  LIQUID NA  YES  3  50<∆K<80  85  
0.5CR-0.5MO-0.25V  DISTILLED H2O  ?  10  12<∆K<24  93  
A302B  200 °C H2O  YES  4  50<∆K<100  94  



X-65 LINE PIPE  1 PPM H2S CRUDE OIL  NO  1  10<∆K<25  90  
X-65 LINE PIPE  1 PPM H2S CRUDE OIL  YES  5  25<∆K<70  90  
X-65 LINE PIPE  4700 PPM H2S CRUDE  NO  20  10<∆K<25  90  
X-65 LINE PIPE  4700 PPM H2S CRUDE  YES  20  25<∆K<70  90  
9NI-4CO-0.25C  

3 1
2

% NACL  
NO  1  50<∆K<100  95  

12NI (1240 MPA) 
MARAGING  3 1

2
%NACL  

?  4  30<∆K<100  95  

18NI (1720 MPA) 
MARAGING  

DEHUMIDIFIED 
HYDROGEN  

YES  10  20<∆K<45  96  

12NI-5CR-3MO  3% NACL  YES  4  20<∆K<80  60  
12CR-8NI-2MO  DISTILLED H2O  YES  10  30<∆K<90  97   

Inhibiting Corrosion Fatigue. There is some evidence that inhibitors provide effective passive films or modify the pH 
at the crack tip (Ref 98). The result in high-strength AISI 4340 steel, shown in Fig. 68, is that growth rates in air at 90% 
relative humidity are decreased by a factor of about three at a cyclic frequency of 0.167 Hz. These inhibitors were added 
to the humidified test chamber by means of an organic complex wherein the inorganic inhibitors were incorporated into a 
quaternary ammonium salt. The result is that the amount of intergranular fracture decreases and the environmental 
susceptibility to hydrogen embrittlement is reduced. 

 



FIG. 68 FATIGUE CRACK GROWTH RATE VS. STRESS-INTENSITY FACTOR RANGE, ∆K, FOR TYPE 4340 STEEL. 
CURVE A: 90% RELATIVE HUMIDITY + NA2CR2O7 + NANO2 + NA2B4O7. CURVE B: 90% RELATIVE HUMIDITY + 
NA2CR2O7. CURVE C: 90% RELATIVE HUMIDITY ONLY. CURVE D: DRY AIR; RELATIVE HUMIDITY 15%. SOURCE: 
REF 98 

Fatigue Crack Growth in Hydrogen Sulfide. Crude oil with hydrogen sulfide (H2S) is a common aggressive 
environment for application of structural steels. The crack growth rates in sour crude oil with low ( 1 ppm) and high 
(4,700 ppm) H2S content are presented in Fig. 69. The results show a predominant effect of H2S. In crude oil with low 
H2S content, the growth rates in the low-∆K range are lower than in air. This indicates that crude oil alone inhibits the 
crack growth at low ∆K and shifts the threshold to a higher ∆K value. Frequency affects growth rate in a similar way to 
salt water at free corrosion, but to much less a degree. Compared to air, maximum acceleration of growth rate in low-H2S 
crude oil is only half of that in salt water under free corrosion at the same frequency (0.1 Hz). 

 

FIG. 69 FATIGUE CRACK GROWTH RATES IN CRUDE OIL WITH TWO LEVELS OF HYDROGEN SULFIDE CONTENT 
AT THREE FREQUENCIES 

In crude oil saturated with H2S, contrary to the results in other environments, high acceleration of growth rate persists up 
to high ∆K and is affected by frequency only at high stress intensities. The growth rate curve exhibits a frequency-
independent decrease in slope at a growth rate of 10-3 mm/cycle. From this value and above, the curve is parallel to the air 
data, and the crack grows 20 times faster than in air. 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Sustained-Load Crack Propagation 

 

Environmentally assisted cracking may occur in any class of steel, given the right combination of environment, tensile 
stress, temperature, and presence or absence of a superimposed electrical potential. For a given combination, delayed 
failure may occur within minutes, as in the case of ultrahigh-strength steel fasteners coupled to aluminum in the presence 
of water, or it may occur years later, as in the case of steam turbine disks exposed to high-purity steam. 



Typical results for static loading of precracked specimens of four high-strength steels tested in distilled water are shown 
in Fig. 70. Each point represents a test of one specimen loaded to a particular level of stress intensity. Failure time periods 
depend on composition and strength of the steel and on stress intensity, provided that KI is above a certain threshold level. 
The threshold stress intensity here is for tests of relatively thin sheet (plane stress). For considerably thicker plate test 
conditions (plane strain), the threshold value would be the critical value of KIscc, which occurs at a significantly lower K-
level than for thin sheet. This thickness transition has been discussed in detail elsewhere (Ref 100), but one should be 
very careful to evaluate the material in the thickness to be used or have data for a thicker test condition that would provide 
a conservative estimate. Unfortunately, no simple thickness relationship in terms of (KIscc/ ys) is available that would 
provide a basic index for KIscc in the same manner as for KIc. Plane-strain versus plane-stress effects also have been 
described (Ref 105). 

 

FIG. 70 STRESS-CORROSION CRACKING IN FOUR HIGH-STRENGTH STEEL. PRECRACKED SPECIMENS OF 
FOUR HIGH-STRENGTH STEELS WERE SUBJECTED TO SUSTAINED LOADING IN AN ENVIRONMENT OF 
DISTILLED WATER. EACH STEEL HAD BEEN HARDENED AND TEMPERED TO A TENSILE STRENGTH OF ABOUT 
1650 MPA (240 KSI). SOURCE: REF 99 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Microstructural Fracture Modes 

Examinations of environmentally assisted fractures in specimens of both low- and high-strength steels indicate that 
cracking may proceed from intergranular fracture to transgranular cleavage to transgranular dimple rupture with 
increasing applied stress intensity. One or more of these modes may be absent, depending on the microstructure or the 
strength level of the material as well as on the aggressiveness of the environment. 

Fracture Mechanics Properties of Carbon and Alloy Steels 

Steel Selection 

The most reliable method of preventing stress-corrosion cracking (SCC) of carbon and low-alloy steels is proper materials 
selection. Strength is perhaps the greatest influence on the SCC resistance of steels under a variety of conditions, with 
resistance decreasing as strength is increased. Steels with good fracture toughness also resist SCC. For example, a good 
correspondence between fracture toughness and SCC resistance in aqueous chlorides has been reported for 1034 MPa 
(150 ksi) steels (Ref 101). A similar correlation between Charpy fracture toughness and SCC in synthetic seawater was 
observed for steels with yield strengths of 690 to 1380 MPa (100 to 200 ksi) (Ref 102). By contrast, no significant 
correlation between toughness and SCC resistance in aqueous hydrogen sulfide has been reported for AISI 4xxx series 
steels (Ref 101). 

Because of the predominant influence of strength level on SCC, limitations on steel strengths (or hardnesses) are the main 
selection criterion. For example, limiting the yield strength of steels used in aqueous chlorides to 690 MPa (100 ksi) is a 
typical requirement (Ref 103). In contrast, high-yield-strength steels are susceptible to SCC in most aqueous 
environments (Ref 104, 105). Figure 71 demonstrates that moisture (represented by moist argon) is alone capable of 
producing cracking in H-11 steel at the 1580 MPa (230 ksi) yield-strength level (Ref 106). Moisture is believed to cause 
condensation at the crack tip. 

 

FIG. 71 EFFECT OF RELATIVE HUMIDITY ON CRACK VELOCITY FOR H-11 STEEL WITH A YIELD STRENGTH OF 
1580 MPA (230 KSI) IN MOIST ARGON ENVIRONMENTS. SOURCE: APPLIED MATERIALS RESEARCH, VOL 4, 



1965, P 34 

The most harmful environments are those that contain cathodic poisons (Ref 104, 105). These prevent the association of 
atomic hydrogen to molecular hydrogen and thus increase the supply of atomic hydrogen. Elements in groups V and VI of 
the periodic table, such as arsenic, selenium, tellurium, and sulfur, all act as poisons. These elements are listed in order of 
decreasing potency. 

The most common cathodic poison is probably sulfur in the form of H2S, as found naturally in "sour" oil wells. For 
exposure to these environments, hardness in steels is normally limited to 22 HRC (Ref 107). Because high-yield-strength 
steels usually have hardnesses in excess of 40 HRC, their use is inappropriate. 

Of the various forms of SCC of carbon and low-alloy steels, SCC in aqueous chlorides is perhaps the most common. This 
is due largely to the variety of industries and environments in which aqueous chlorides are encountered. Interestingly, 
KIscc for AISI 4340 steel with yield strengths of 1380 and 1720 MPa (200 and 250 ksi) are very similar, regardless of 
chloride ion content (Ref 105). There is little variation in KIscc between distilled water and aqueous solutions containing 
varying amounts of chlorides. Similar behavior is found for the high-alloyed HP 9-4-45 steel (Ref 105). For 18Ni-300 
maraging steel, KIscc is the same in distilled water, 3% NaCl solution, and H2SO4 (Ref 105). 

Other aqueous solutions that may promote SCC include those containing sulfate, phosphate, or nitrate ions (Ref 105). 
High-yield-strength steels are also susceptible to organic compounds. This behavior has been attributed to the effect of 
impurities, similar to the response of titanium alloys to methanol. 

The general pattern of behavior appears to be that KIscc is consistent in aqueous solutions, provided that a poison is not 
introduced. Relative humidity should be treated as if it were an aqueous solution. The KIscc for a maraging steel will be 
consistently higher than that of quenched-and-tempered steels at the same strength level. In general, maraging steels have 
better SCC resistance than other types of steels with comparable yield strengths (Ref 105, 108). The superiority of 
maraging steels in terms of KIscc and crack velocity for chloride-containing and nonchloride aqueous environments is 
evident from Fig. 72. Steel selection and SCC prevention for some common environments are described below. 



 

FIG. 72 THRESHOLD STRESS INTENSITY (KISCC) VALUES FOR MARAGING STEELS AND OTHER HIGH-
STRENGTH STEELS AS A FUNCTION OF YIELD STRENGTH 

Aqueous Chlorides. Although a clearly defined yield strength threshold for SCC in aqueous chlorides is not apparent, it 
can be generalized that steels with yield strengths of less than 690 MPa (100 ksi) are resistant (Ref 103). Above this 
value, SCC in aqueous chlorides can occur, with SCC resistance decreasing with increased yield strength. This strength 
level corresponds to a threshold stress intensity for SCC of about 110 MPa m  (100 ksi in ). 

For steels with yield strengths of less than 1241 MPa (180 ksi), increasing chloride content of SCC-conducive 
environments apparently increases crack growth rates (Ref 109, 110, 111). This effect is more pronounced at lower 
chloride levels. However, chloride concentration has been reported to have little influence on the threshold stress level of 
precracked specimens (Ref 112). 

In aqueous chlorides, plastic prestrain to about 5% has little effect on the SCC of low- and medium-strength steels, but as 
little as 1% prestrain can adversely affect higher-strength steels (Ref 102, 113). Plastic prestrain can, however, result in 
compressive residual stresses. In such cases, SCC resistance may increase due to inhibiting effects on SCC initiation (Ref 
114). Thus, at similar strength levels, cold-drawn wires have been reported to have better SCC resistance than heat-treated 
wires (Ref 103). 

Hydrogen Sulfide. As previously noted, H2S is one of the more aggressive and common SCC agents. The effect of H2S 
on the toughness of 4140 steel is shown in Fig. 73. SCC problems in H2S are more prevalent for steels with higher 
strength levels and are often associated with hard zones caused by cold working or welding. In H2S environments, cold 
working as little as 1% has a strongly detrimental effect on SCC resistance. As shown in Table 6, cold working can impart 



SCC susceptibility even to low-strength steels that would not otherwise exhibit SCC. Such effects are believed to be due 
to increases in both available sites for SCC initiation and hydrogen solubility. 

TABLE 6 EFFECT OF COLD WORK ON STRESS-CORROSION CRACKING (SCC) 

APPLIED STRESS (% YIELD STRENGTH)(A)  PRESTRESS, 
(% ELONGATION)  130  80  
0   NO SCC  NO SCC  
1  NO SCC  NO SCC  
2  NO SCC  NO SCC  
3  SCC  NO SCC  
5  SCC  NO SCC  

Source: Corrosion, Vol 22, 1966, p 238 

(A) PIPELINE STEEL TESTED IN 5% NACL SATURATED WITH HYDROGEN SULFIDE.  

 

FIG. 73 STRESS-CORROSION RESISTANCE AND FRACTURE TOUGHNESS OF AISI 4130 AND 4140 STEELS 

Additions of acetic acid to H2S-containing solutions promote SCC, probably by both reducing pH and removing 
protective sulfide films. This latter effect has also been suggested for cyanides. Carbon dioxide has generally been 
observed to promote SCC both in the laboratory and in service environments. Increasing amounts of chlorides have also 
been reported to enhance SCC; however, at fixed H2S and pH levels, the effects have been minimal (Ref 115). 

Perhaps the most comprehensive SCC prevention and control guidelines have been developed for H2S service. These 
guidelines have been summarized in the document commonly referred to as MR-01-75, published by the National 
Association of Corrosion Engineers (NACE). In general, the NACE guidelines have been supported by service 
experience, even though SCC can be obtained for some of the recommended materials in laboratory tests. 

With respect to carbon and low-alloy steels, NACE MR-01-75 recommendations include limits on hardness levels to 
avoid hydrogen sulfide SCC. For most steels, hardness is restricted to a maximum of 22 HRC. Certain AISI 4xxx-series 
steels are allowed at higher hardnesses in the quenched-and-tempered condition, but the user is cautioned that SCC testing 



of such materials is advisable. Additionally, MR-01-75 sets limits with respect to nickel content (1% maximum) and 
degree of cold work, and it specifies required stress-relief heat treatments. 

Although not strictly applicable, MR-01-75 is often used for other environments, generally those that, like H2S, are 
believed to cause SCC by hydrogen embrittlement. Examples include gaseous hydrogen service and applications in which 
steel contact with an acidic aqueous phase could cause hydrogen adsorption. 

Sulfuric Acid. Stress-corrosion cracking of steel in sulfuric acid solutions is generally associated with high strength 
levels, although some cases of hydrogen blistering have been reported in mild steels. Stress-corrosion cracking in sulfuric 
acid solutions has been suggested to be analogous to SCC in aqueous chlorides, producing many similar effects (Ref 116). 

Nitrates. Reported SCC service failures by nitrates are generally associated with welded steel equipment and/or high-
strength steels. To study such failures, laboratory investigations have sometimes used concentrated nitrate solutions. 
However, SCC can occur at quite low nitrate concentrations in boiling solutions. In these solutions, SCC may be 
insensitive to concentration increases above a certain level (Ref 117). 

For low-carbon steels, cold working reportedly improves SCC resistance in nitrates (Ref 118, 119). At intermediate 
carbon levels (0.09 to 0.19%), SCC resistance initially decreases and then increases with increasing amounts of cold work 
(Ref 119). Cold working has also been reported to be more beneficial than heat treatment to a similar strength level for 
the SCC of steel wires in nitrate solutions (Ref 120). Introduction of residual compressive stresses by shot peening 
improves the nitrate SCC resistance of steels (Ref 121). Plastic straining appears to be a prerequisite for SCC in 
hydroxide environments (Ref 122). 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Alloying Effects 

Because strength is the dominant factor in steel selection for SCC resistance, the effects of chemistry and alloying can be 
masked by their effect on strength or hardness. It is also difficult to generalize on the effects of alloying additions on 
sustained-load cracking because of the vast number of other variables. Nevertheless, a few cases for specific 
environments have been isolated (Ref 123, 124). 

For HSLA steels (Ref 125) in aqueous environments, manganese may lower resistance by producing either untempered 
martensite or twinned martensite. Nickel may also produce undesirable effects if it causes an increase in retained austenite 
that leads to formation of untempered martensite after tempering. If no untempered martensite is present, nickel is 
considered to produce no significant effects on sustained-load cracking. Molybdenum additions on the order of 0.5% 
enhance resistance. For other elemental additions, either studies have not been made or results have been controversial. 
Effects of impurity elements are discussed at the end of this section. 

For 18-Ni maraging steels, an extensive study (Ref 124) was conducted on 14 alloy heats with varying additions of cobalt, 
molybdenum, titanium, and aluminum. An alloy parameter, shown as the horizontal axis in Fig. 74, was devised that 
predicted the KIscc resistance to an aqueous 3.5% NaCl solution with reasonable accuracy. A linear regression analysis 
indicated a correlation coefficient of -0.88, which means that this alloy parameter explains about 77% (r2) of the variation 
in KIscc. Because the yield strengths range from 1420 to 1960 MPa (206 to 284 ksi) and there were additional possibilities 
of microstructural influence, it is difficult to account for all variables. 



 

FIG. 74 EFFECT OF ALLOYING ELEMENT PARAMETER ON KISCC FOR 18NI MARAGING STEELS IN AN AQUEOUS 
SOLUTION OF SODIUM CHLORIDE. SOURCE: REF 124 

With regard to medium-strength steels, a very extensive study (Ref 126) was conducted on a molybdenum-modified 4130 
steel to determine the effect of molybdenum additions on resistance to H2S cracking. Here, 12 heats of steel with varying 
molybdenum contents were tempered to a total of 56 conditions. The resulting KIscc values in an aqueous 0.5% acetic acid 
solution saturated with H2S are shown in Fig. 75. In this study the yield strength level was held constant at 760 MPa (110 
ksi). It was observed that molybdenum additions of about 0.75% maximized resistance to cracking. Smooth-bar bend tests 
on the same heats and in the same solution indicated that 0.9% Mo maximized threshold stresses. Many possible 
suggestions for this improvement were offered, including the control of tramp elements by segregation of phosphorus, 
arsenic, antimony, and tin to carbide interfaces instead of to prior-austenite grain boundaries. 

 



FIG. 75 EFFECT OF MOLYBDENUM CONTENT ON KISCC FOR ALLOY STEELS. THESE DATA ARE FOR STEEL WITH 
A YIELD STRENGTH OF 760 MPA (110 KSI) IN AN AQUEOUS 0.5% ACETIC ACID SOLUTION SATURATED WITH 
HYDROGEN SULFIDE. SOLID CIRCLES DENOTE HEATS WITH VANADIUM ADDITIONS. SOURCE: REF 126 

The conclusion of a previous review (Ref 123) was that alloy chemistry probably has little effect on SCC resistance 
except for its influence on microstructure and strength. This is possibly true, with the one major exception that tramp 
elements segregated to prior-austenite grain boundaries seriously decrease threshold stress-intensity factors. Just as it has 
been shown that phosphorus, sulfur, tin, antimony, arsenic, and tellurium lower fracture toughness, combined effects of 
temper embrittlement and hydrogen embrittlement during SCC can be very detrimental. 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Effects of Microstructure and Heat Treatment 

Fine grain size has been shown to increase the SCC resistance of quenched-and-tempered steels in H2S solutions (Ref 
127, 128). Similar effects have been observed for carbon steels in nitrates, where increased austenitizing temperature, 
resulting in grain growth, has adversely affected SCC resistance (Ref 129). Increased cooling rate after austenitizing has 
also been shown to decrease SCC resistance to nitrate environments (Ref 130). Prolonged aging at temperatures below 
about 593 °C (1100 °F) reportedly improves SCC resistance in nitrates, but aging at higher temperatures promotes SCC 
susceptibility (Ref 131, 132, 133). 

For quenched-and-tempered steels, the presence of twinned martensite is thought to reduce SCC resistance as it does 
fracture toughness and hydrogen-embrittlement resistance. The presence of ε carbides and high dislocation densities also 
reduces SCC resistance (Ref 134, 135). 

In aqueous H2S, quenched-and-tempered steels have been shown to have superior SCC resistance compared with 
normalized-and-tempered steels of similar strength levels (Ref 136). Martensitic microstructures generally give the best 
SCC resistance at a given strength level, especially if fine spheroidized carbides uniformly dispersed in ferrite (such as is 
obtained by high-temperature tempering) are present (Ref 137). Bainitic structures have approximately equivalent SCC 
resistance (Ref 138). The presence of untempered martensite is considered detrimental. Coarse or globular carbides that 
result from slow cooling and tempering produce an intermediate level of SCC resistance. In nitrate solutions, steels with 
pearlitic microstructures are superior in SCC resistance compared with steels having fine spheroidized carbides (Ref 139). 

Manganese segregation in tempered steels can produce localized regions of increased hardness. This results in a 
preferential path for SCC in aqueous H2S and a corresponding drop in SCC resistance (Ref 140, 141). 



Grain-boundary segregants can significantly influence the SCC of steels in environments in which intergranular cracking 
predominates. These effects have been systematically studied in elevated-temperature nitrate solutions (Ref 142, 143, 
144). Following aging treatments to promote segregation, enhanced SCC susceptibility of steels to calcium nitrate was 
attributed to locally high phosphorus and sulfur levels at grain boundaries (Ref 142). Somewhat mixed results have been 
reported for silicon and tin in similar environments (Ref 143). In ammonium nitrate solutions, phosphorus, sulfur, arsenic, 
tin, and antimony (when present with silicon, germanium, selenium, tellurium, and bismuth) strongly promoted 
intergranular SCC (Ref 144). 

Inclusions in steels act as SCC initiation sites and accelerate crack propagation in the major-axis direction of elongated 
inclusions such as sulfides (Ref 145, 146). Resultant anisotropy of H2S SCC has been reported in both plate and tubular 
products (Ref 147, 148). 

The general effect of increased tempering temperatures in many alloy steels is to lower the strength and to increase the 
KIscc value from about 10 MPa m  (9 ksi in ) to 70 MPa m  (64 ksi in ) (Fig. 76). In this instance, the behavior 
parallels fracture toughness. However, it should be emphasized that resistance to SCC does not always parallel fracture 
toughness. For example, 18-Ni maraging steel typically undergoes a continuous improvement in resistance to SCC with 
increased aging temperature, while fracture toughness goes through a minimum (Ref 124). 

 

FIG. 76 CORRELATION BETWEEN TENSILE STRENGTH AND STRESS-INTENSITY FACTOR FOR CRACK 
PROPAGATION IN ALLOY STEELS IN SEVERAL ENVIRONMENTS. REPORTED VALUES OF STRESS-INTENSITY 
FACTOR ARE: KIC VALUES FOR TESTING IN AIR; KISCC VALUES FOR TESTING IN AIR; KISCC VALUES FOR 
TESTING IN A 3.5% AQUEOUS SODIUM CHLORIDE SOLUTION; AND K VALUES FOR THRESHOLD CRACKING OF 
SPECIMENS ELECTROLYTICALLY CHARGED WITH HYDROGEN. SOURCE: FRACTURE 1977, VOL 2, UNIVERSITY 
OF WATERLOO PRESS, 1977, P 255 

For lower-strength conditions, quenched-and-tempered steels, normalized steels, and isothermally transformed steels 
respond quite differently to sulfide cracking. A series of heat treatments that produced six different types of mixtures of 



martensite, ferrite, and untempered martensite demonstrated the superiority of quenched-and-tempered microstructures 
(Fig. 77). Even though these results were for notched bars loaded in bending, the general ranking with regard to 
microstructural resistance to SCC should be the same. It was found that microstructures that had fine spheroidizing 
carbides uniformly distributed throughout the ferrite, which are typically achieved in quenched-and-tempered steels, had 
superior resistance to sulfide cracking (Ref 149). 

 

FIG. 77 INFLUENCE OF MICROSTRUCTURE ON CRACK RESISTANCE FOR API N80 AND AISI 4140 AND 4340 
STEELS. THE DATA ARE FOR NOTCHED SPECIMENS LOADED IN BENDING IN 5% NACL-0.5% ACETIC ACID 
SOLUTION SATURATED WITH HYDROGEN SULFIDE. Q&T, QUENCHED AND TEMPERED; N&T, NORMALIZED AND 
TEMPERED. SOURCE: CORROSION, VOL 24, 1968, P 261-282 
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Fracture Mechanics Properties of Carbon and Alloy Steels 

Effects of Temperature and Environment 

Temperature and environment may produce unexpected results with regard to predictions of how a material will behave. 
Even though corrosion attack usually increases as temperature increases, it does not follow that SCC will necessarily be 
worse. Thus, data obtained for one combination of material, temperature, environment, and loading should not be used for 
making predictions concerning any other combination. This is aptly illustrated in Fig. 78(a), where it is shown that for 
AISI 4130 steel tested at one hydrogen pressure, the lower the temperature, the less resistant the material near the 
threshold. However, there is a crossover effect at high crack velocities, and the material is more resistant at temperatures 
above and below 53 °C (127 °F). Thus, data obtained as a function of either temperature or stress intensity should not be 
extrapolated. The effect of hydrogen concentration is more orderly, as shown in Fig. 78(b), where an increase in hydrogen 
pressure causes an increase in the crack growth rate. 



 

FIG. 78 DEPENDENCE OF CRACK GROWTH RATE, DA/DT ON APPLIED STRESS INTENSITY, K, FOR 4130 STEEL 
WITH A YIELD STRENGTH OF 1330 MPA (193 KSI). (A) AT VARIOUS TEMPERATURES IN HYDROGEN AT A 
PRESSURE OF 77.3 KPA. (B) AT VARIOUS HYDROGEN PRESSURES AT 24 °C (75 °F). SOURCE: REF 149 

In general, any environmental species or electrochemical situation that promotes hydrogen entry will accelerate SCC in 
medium- and high-strength steels. For low-strength steels, there is a major categorical exception to this in that SCC 
occurs by anodic dissolution in boiling solutions of nitrates, carbonates, chlorides, and hydroxides as well as anhydrous 
ammonia. Various combinations of materials and boiling solutions that resulted in SCC, along with the fracture mode 
observed for each combination, are listed in Table 7 (Ref 150, 151, 152, 153, 154, 155). 

TABLE 7 OBSERVATION OF STRESS-CORROSION CRACKING IN LOW-STRENGTH STEELS 

BOILING SOLUTION  STEEL  FRACTURE MODE  REFERENCE  
20% NH4NO3  0.19% C  INTERGRANULAR  150  
CA(NO3)2NH4NO3  0.02 TO 0.22% C  INTERGRANULAR  150  
KNO3 OR NANO3  0.02 TO 0.22% C  INTERGRANULAR  150  
4N NH4NO3  MILD STEEL  INTERGRANULAR  151  
4N NH4NO3  0.32C-0.5MO-3CR  INTERGRANULAR  152  
9N NAOH  0.32C-0.5MO-3CR  INTERGRANULAR  152  
35% NAOH  MILD STEEL  INTERGRANULAR  151  



KOH, NAOH, OR LIOH 
(300 °C)  

MILD STEEL  INTERGRANULAR  153  

ANHYDROUS NH3  ASTM A-212, A-285  INTERGRANULAR  150  
ANHYDROUS NH3  0.14C-1.73MN  INTERGRANULAR + 

CLEAVAGE  
151  

NA2CO3-NAHCO3  MILD STEEL (VARIABLE 
TI, C)  

INTERGRANULAR  154  

NH4CO3 OR NA2CO3-
NAHCO3  

MILD STEEL (VARIABLE 
C, SI, NI, CR)  

INTERGRANULAR  155  

45% MGCL2  1 TO 6% NI STEEL  INTERGRANULAR + 
CLEAVAGE  

151  
 

With regard to failure prevention, the effects of SCC can be minimized by choice of steel composition, by cathodic 
protection against caustic and nitrate embrittlement, or by use of protective coatings or inhibitors. Some successful 
applications have been: inhibited epoxy coatings on 18-Ni maraging steel exposed to aqueous solutions containing 3% 
NaCl; 0.2% water additions to vessels containing agricultural ammonia; and film-forming amines added to hydrocrackers 
containing H2S, ammonia, or hydrocyanic acid. Most of these studies were not performed on systems containing cracks, 
so it is not known how successful such coatings and inhibitors are for dynamic or precracked specimens. As shown in Fig. 
79, crack velocities in high-strength 300M steel tested in distilled water can be markedly reduced by adding organic 
inhibitors, possibly by forming a chemisorbed double layer to prevent hydrogen entry. 

 



FIG. 79 EFFECT OF INHIBITORS ON CRACK GROWTH RATE FOR 300M STEEL. SOURCE: REF 156 
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Introduction 

CASTINGS offer unique cost advantages over other manufacturing methods for many components, especially those 
having complex three-dimensional geometry. Unlike built-up assemblies, castings can be designed for function rather 
than for ease of assembly. However, castings are not specified by designers as often as their advantages would imply, 
because many designers mistakenly believe that the casting process inherently produces components which contain flaws 
that deleteriously affect properties and part performance. This situation is changing. The casting process is well 
understood, and high-integrity castings are being made with the same reliability as forgings. Indeed, castings prove their 
quality every day in applications as demanding as the rotating hardware in gas turbine engines and primary aircraft 
structures. 

With more demanding structural applications, the fatigue and fracture resistance of castings is of considerable interest to 
designers of castings. In the past, material selection and product design were based on the results of tension tests, stress-
life fatigue tests, and impact tests. This method of design against fatigue and fracture was not always satisfactory. In 
recent years, design philosophies based on low-cycle fatigue strain versus life behavior, crack propagation, and fracture 
toughness have emerged as being sound and successful. 

This article summarizes the general fatigue and fracture properties of cast steels, with emphasis on general comparisons 
with wrought steel and usefulness design data based on strain-life and fatigue crack growth testing. Topic coverage 
includes:  

• CYCLIC STRESS-STRAIN BEHAVIOR AND LOW- AND HIGH-CYCLE FATIGUE LIFE 
BEHAVIOR  

• PLANE-STRESS FRACTURE TOUGHNESS  
• PLANE-STRAIN FRACTURE TOUGHNESS  
• CONSTANT-AMPLITUDE FATIGUE CRACK INITIATION AND GROWTH  
• VARIABLE-AMPLITUDE FATIGUE CRACK INITIATION AND GROWTH  

The subjects of sustained-load cracking and stress-corrosion cracking, creep crack growth, creep-fatigue behavior, and 
thermal fatigue are also important to designers; however, these topics are beyond the scope of this article. Reference 1 
contains more information on these topics. 

Comparisons with wrought steels are emphasized when possible because most available data are for wrought steels at 
room temperature. However, a significant portion of this article is based on a very comprehensive study of the fatigue and 
fracture properties of cast steels at room and low climatic temperatures done by R.I. Stephens and his students (Ref 2, 3). 
The study included fatigue behavior under both constant-amplitude and variable-amplitude loading, for the following 
grades of cast steel:  

• SAE 0030: NORMALIZED AND TEMPERED (NT) AT 137 HB (AVERAGE)  
• SAE 0050A: NORMALIZED AND TEMPERED (NT) AT 192 HB  
• CARBON-MANGANESE STEEL: NORMALIZED, QUENCHED AND TEMPERED (NQT) AT 174 

HB  
• MANGANESE-MOLYBDENUM STEEL: NORMALIZED, QUENCHED AND TEMPERED (NQT) AT 

206 HB  
• AISI 8630: NORMALIZED, QUENCHED, AND TEMPERED AT 305 HB  

The room-temperature ultimate tensile strength and yield strength ranges are 500 to 1150 MPa (72 to 166 ksi) and 300 to 
1000 MPa (44 to 143 ksi), respectively. Brinell hardnesses range from 137 to 305 HB and both ferritic-pearlitic and 



tempered martensitic microstructures are involved. These cast steels are representative of the carbon and low-alloy cast 
steels used for structural applications. 
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Structure and Property Correlations 

Carbon and low-alloy steel castings are produced to a great variety of properties because composition and heat treatment 
can be selected to achieve specific combinations of properties, including hardness, strength, ductility, fatigue, and 
toughness. Although selections can be made from a wide range of properties, it is important to recognize the 
interrelationships among these properties. These general relations are summarized below for toughness, fatigue, and 
component design factors such as section size and discontinuities. 

Strength and Toughness. Several test methods are available for evaluating the toughness of steels or the resistance to 
sudden or brittle fracture. These include the Charpy V-notch impact test, the drop-weight test, the dynamic tear test, and 
specialized procedures to determine plane-strain fracture toughness. Higher toughness is obtained when a steel is 
quenched and tempered, rather than normalized and tempered; quenching, followed by tempering, produces superior 
toughness. 

Charpy impact toughness is the most common measure of toughness with several types of specimen configurations 
such as the V-notch or keyhole specimen. The loss in toughness at lower temperatures is more distinct in Charpy V-notch 
data as compared to keyhole-notch specimen testing, which is why V-notch data are more commonly used to evaluate 
ductile-brittle transition temperatures. 

Typical Charpy V-notch data are shown in Fig. 1 for five common structural cast steels and one cast austenitic stainless 
steel (CF8). Austenitic steels retain considerable toughness at cryogenic temperatures. Comparative data for other cast 
stainless steels are summarized in Fig. 2. The lower carbon duplex cast stainless steel grades CF3M, CF8, and CF8M and 
the austenitic CN7M and CF20 exhibit significantly higher toughness than the stabilized grade of CF8C, and the free-
machining grade CF8F (a lower carbon version of C-16). The higher carbon austenitic grades CH-20 and CK-20 show 
lower impact resistance than the other grades listed. 



 

FIG. 1 CHARPY V-NOTCH (CVN) IMPACT TOUGHNESS OF VARIOUS CAST STEELS (A) CARBON AND LOW-
ALLOY STEELS WITH FERRITIC-PEARLITIC (NT TREATMENTS) OR TEMPERED MARTENSITE (NQT TREATMENTS) 
MICROSTRUCTURES. (B) LOW-TEMPERATURE CHARPY ENERGY BAND OF AN AUSTENITIC CAST STAINLESS 
STEEL (CF-8, SOLUTION TREATED AND QUENCHED) 

 

FIG. 2 CHARPY KEYHOLE IMPACT TOUGHNESS OF VARIOUS CAST STAINLESS STEELS (SOLUTION ANNEALED 



AND QUENCHED). SOURCE: REF 1 

Nil ductility transition temperatures (NDTT) for cast carbon and cast low-alloy steels range from 38 °C (100 °F) to 
as low as -90 °C (-130 °F) for normalized-and-tempered cast carbon and low-alloy steels in the yield strength range of 
207 to 655 MPa (30 to 95 ksi) (Fig. 3). Comparison of the data in Fig. 3 with those of Fig. 4 shows the superior toughness 
values at equal strength levels that low-alloy steels offer compared to carbon steels. When cast steels are quenched and 
tempered, the range of strength and of toughness is broadened. Depending on alloy selection, NDTT values of as high as 
10 °C (50 °F) to as low as -107 °C (-160 °F) can be obtained in the yield strength range of 345 to 1345 MPa (50 to 195 
ksi) (Fig. 4). 

 

FIG. 3 NIL DUCTILITY TRANSITION TEMPERATURES AND YIELD STRENGTHS OF NORMALIZED-AND-TEMPERED 
COMMERCIAL CAST STEELS 

 



FIG. 4 NIL DUCTILITY TRANSITION TEMPERATURES AND YIELD STRENGTHS OF QUENCHED-AND-TEMPERED 
COMMERCIAL CAST STEELS 

An approximate relationship exists between the Charpy V-notch impact energy-temperature behavior and the NDTT 
value. The NDTT value frequently coincides with the energy transition temperature determined in Charpy V-notch tests. 

Plane-strain fracture toughness (KIc) data for a variety of steels reflect the important strength-toughness relationship. 
Fracture mechanics tests have the advantage over conventional toughness tests of being able to yield material property 
values that can be used in design equations. 

Plane-strain fracture toughness (KIc) data for the various cast steels are in Fig. 5. For quenched-and-tempered nickel-
chromium-molybdenum steels, Fig. 5 indicates high KIc values of about 110 MPa m  (100 ksi in ). at a 0.2% offset 
yield strength level of 1034 MPa (150 ksi). At a yield strength level of 1655 MPa (240 ksi), KIc values decrease to about 
66 MPa m  (60 ksi in ). Data are also plotted in Fig. 5 for wrought plates made of comparable steel of somewhat 
higher carbon content. 

 

FIG. 5 PLANE-STRAIN FRACTURE TOUGHNESS KIC AND STRENGTH RELATIONSHIPS AT ROOM TEMPERATURE 
FOR QUENCHED-AND-TEMPERED NICKEL-CHROMIUM-MOLYBDENUM STEELS 

Tensile Strength and Fatigue Strength Limits. Cast and wrought steels have similar fatigue (or endurance) limits for 
notched specimens with comparable tensile strength (e.g., Fig. 6). The endurance ratio (endurance limit divided by the 
tensile strength) of cast carbon and low-alloy steels as determined by rotating-beam bending fatigue tests (mean stress = 
0) is generally taken to be approximately 0.40 to 0.50 for smooth bars. The data given in Table 1 indicate that this 
endurance ratio is largely independent of strength, although the endurance ratio tends to decrease at higher tensile 
strengths. 

TABLE 1 FATIGUE NOTCH SENSITIVITY OF SEVERAL CAST AND WROUGHT STEELS (R=-1) 

ENDURANCE LIMIT  TENSILE 
STRENGTH  UNNOTCHED  NOTCHED(A)  

FATIGUE ENDURANCE 
RATIO  

STEEL  

MPA  KSI  MPA  KSI  MPA  KSI  UNNOTCHED  NOTCHED  

FATIGUE 
NOTCH 
SENSITIVITY 
FACTOR(B), Q  

NORMALIZED AND TEMPERED  



1040 CAST  648  94.2  260  37.7  193  28  0.40  0.30  0.29  
1040 
WROUGHT  

620  90  . . .  . . .  . . .  . . .  . . .  . . .  0.50  

1330 CAST  685  99.3  334  48.4  219  31.7  0.49  0.32  0.44  
1330 CAST  669  97  288  41.7  215  31.2  0.43  0.32  0.28  
4135 CAST  777  112.7  353  51.2  230  33.3  0.45  0.30  0.45  
4335 CAST  872  126.5  434  63  241  34.9  0.50  0.28  0.68  
8630 CAST  762  110.5  372  54  228  33.1  0.49  0.30  0.53  
8640 
WROUGHT  

748  108.5  . . .  . . .  . . .  . . .  . . .  . . .  0.85  

QUENCHED AND TEMPERED  
1330 CAST  843  122.2  403  58.5  257  37.3  0.48  0.31  0.48  
1340 
WROUGHT  

836  121  . . .  . . .  . . .  . . .  . . .  . . .  0.73  

4135 CAST  1009  146.4  423  61.3  280  40.6  0.42  0.28  0.43  
4335 CAST  1160  168.2  535  77.6  332  48.2  0.46  0.29  0.51  
8630 CAST  948  137.5  447  64.9  266  38.6  0.47  0.27  0.57  
8640 
WROUGHT  

953  138.2  . . .  . . .  . . .  . . .  . . .  . . .  0.90  

ANNEALED  
1040 CAST  576  83.5  229  33.2  179  26  0.40  0.31  0.23  
1040 
WROUGHT  

561  81.4  . . .  . . .  . . .  . . .  . . .  . . .  0.43  
 
(A) NOTCHED TESTS RUN WITH THEORETICAL STRESS CONCENTRATION FACTOR OF 2.2. 
(B) Q = (KF - 1)/(KT - 1), WHERE KF IS THE ENDURANCE LIMIT NOTCHED/ENDURANCE LIMIT UNNOTCHED AND KT 

IS THE THEORETICAL STRESS CONCENTRATION FACTOR ROTATING BEAM BENDING TESTS (MEAN STRESS = 
0)  

 

FIG. 6 FATIGUE ENDURANCE LIMIT VERSUS TENSILE STRENGTH FOR NOTCHED AND UNNOTCHED CAST AND 
WROUGHT STEELS WITH VARIOUS HEAT TREATMENTS. DATA OBTAINED IN R.R. MOORE ROTATING BEAM 
FATIGUE TESTS OF NINE STEELS (KT = 2.2). SOURCE: METALS HANDBOOK, VOLUME 1, 8TH ED., 1961 

The fatigue notch sensitivity factor, q, determined in rotating-beam bending fatigue tests is related to the microstructure of 
the steel (composition and heat treatment) and the strength. Table 1 shows that q generally increases with strength--from 
0.23 for annealed carbon steel at a tensile strength of 576 MPa (83.5 ksi) to 0.68 for the higher-strength normalized-and-
tempered low-alloy steels. The quenched-and-tempered steels with a martensitic structure are less notch sensitive than the 
normalized-and-tempered steels with a ferrite-pearlite microstructure. Similar results and trends in notch sensitivity have 



been reported for tests with sharper notches. Because of the inherent microdiscontinuities in castings, cast steels suffer 
less degradation of fatigue properties due to notches than equivalent wrought steels. 

Endurance limits of cast steels also are less sensitive to the testing direction than wrought steels. For wrought steels, the 
endurance limit is lower in the transverse direction than in the longitudinal direction of prior working (Fig. 7). This is 
attributed to the elongation of inclusions in the direction of prior working and the stress concentrating effect of loading 
normal to the major axis of an essentially elliptical void. Cast steels, however, do not exhibit this directionality since the 
microdiscontinuities generally have no preferential orientation. It is also common practice to liken the fatigue resistance 
of cast steels to those of a comparable wrought steel tested in a transverse direction. 

 

FIG. 7 S-N CURVES (R = -1) OF A NORMALIZED AND TEMPERED AISI 4140 WROUGHT STEEL IN THE 
LONGITUDINAL AND TRANSVERSE DIRECTION AND CAST 4135 STEEL NORMALIZED AND TEMPERED. TENSILE 
STRENGTH FOR WROUGHT STEEL: LONGITUDINAL, 110.0 KSI (758 MPA); TRANSVERSE, 110.7 KSI (763 MPA); 
CAST STEEL: 112.7 KSI (770 MPA) 
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Fatigue of Cast Steel 



Besides the effect of strength and external notches (Fig. 6 and 7), the fatigue of cast steels is influenced principally by the 
following factors:  

• SECTION SIZE  
• DEFECT SIZE  
• STRESS MODES AND WAVEFORM TYPE  

These factors are briefly described below with additional information on the strain-life behavior of cast steels. Because 
fatigue cracks initiate from plastic deformation in regions of stress concentration or inherent discontinuities, strain-life 
data provide useful information for design analysis. A brief review of inherent notch effects from internal 
microdiscontinuities is also summarized. 

Section Size Effects. Increasing section size reduces tensile strength and thus fatigue strength. However, if the fatigue 
endurance is just a function of tensile strength, then the endurance ratio (fatigue limit/tensile strength) would be constant 
versus section size. This is not strictly true for all castings. In some castings, a slight decrease in the endurance ratio may 
be observed. In Fig. 8, for example, a slight decrease in endurance ratio is observed for 8635, when compared to 1030 
castings. 

 

FIG. 8 FATIGUE ENDURANCE RATIOS OF THREE CAST STEELS VERSUS SECTION SIZE. BANDS SHOW THE 
RANGE FOR SPECIMENS TAKEN AT DIFFERENT DEPTHS FROM 32 MM, 76 MM, AND 152 MM SQUARES. 



Effect of Defects. Figure 9 illustrates the typical effect of various defects on fatigue strength of a cast steel. The 
reduction in fatigue strength depends on defect size (Fig. 10), with the largest defects being the weakest links. The notch 
effect from defects is described by various relations in terms of the fatigue notch factor (Kf). Analysis by de Kazinczy 
(reported in Ref 4) specifies:  

KF = 1 + 0.16   (EQ 1) 

where d is the defect diameter in mm. However, this relation does not account for the shape of the defect or the matrix 
strength. Another method (Ref 4) is based on the method of Peterson, which relates Kf to defect as follows:  

  
(EQ 2) 

where Kt is the theoretical stress concentration factor, r is the tip radius of the surface, and a is a material constant, which 
for most ferrous alloys is estimated in mm as  

A = 0.0254 [2070/UTS (IN MPA)]1.8 MM  (EQ 3) 

 

FIG. 9 EFFECT OF VARIOUS DEFECTS ON ENDURANCE RATIO (FATIGUE STRENGTH/MONOTONIC STRENGTH) 
OF QUENCHED-AND-TEMPERED 8630 CAST STEEL. (A) R.R. MOORE ROTATING BEAM. (B) TORSION FATIGUE 



 

FIG. 10 EFFECT OF DEFECT SIZE ON FATIGUE ENDURANCE LIMITS OF CAST STEEL. SOURCE: REF 5 

For example, with a hemispherical surface discontinuity (Kt ≅  2.5) and an average diameter of 0.40 mm (r = 0.20 mm) 
for the largest microdiscontinuities in a cast steel with a Brinell hardness of 160 HB (and UTS = 3.5 HB = 560 MPa), 
then:  

  

(EQ 4) 

Applied stress effects include variations in mean stress, variable amplitude loading, and the differences between 
torsion and bending. Mean stress effects are commonly addressed with modified Goodman diagrams such as the one 
shown in Fig. 11 for 8630 steel. Mean stress effects should not differ substantially from notched wrought steels. Variable 
amplitude fatigue is discussed later with respect to fatigue crack growth. 



 

FIG. 11 GOODMAN DIAGRAM FOR THE BENDING FATIGUE (R.R. MOORE) OF 8630 CAST STEEL (NORMALIZED 
AND TEMPERED) FOR DETERMINING THE FATIGUE LIMITS IN TERMS OF CYCLIC STRESS RANGE. THE STRESS 
RANGE (WHICH IS THE DIFFERENCE BETWEEN MAXIMUM AND MINIMUM STRESS) FOR UNNOTCHED 
SPECIMENS AT ZERO MEAN STRESS IS ABOUT ±0.4 UTS (LINE A), WHILE AT ZERO MINIMUM STRESS (R = 0) 
FOR UNNOTCHED SPECIMENS, THE STRESS RANGE IS REDUCED BY THE AMOUNT SHOWN BY LINE B. THE 
RANGES FOR CASTINGS WITH DEFECTS AND DISCONTINUITIES ARE SHOWN AS BANDS FOR THE MAXIMUM 
AND MINIMUM STRESSES, AND THE BANDS INCLUDE DISCONTINUITIES SUCH AS INCOMPLETE PENETRATION 
OF WELDS, WELD UNDERCUT, WELD-SLAG, SOUND WELDS, SLAG INCLUSION, HOT TEARS, AND CAST 
SURFACE POROSITY. NOTCHED SPECIMENS WERE MACHINED. NOTCH OF R.R. MOORE SPECIMEN: 60° 
INCLUDED ANGLE, 0.0015 IN. (0.0381 MM) ROOT RADIUS 



Differences in fatigue behavior for torsional and bending loads are typically described with the assumption of 
homogeneous and isotropic materials. However, because castings have internal discontinuities, comparison between 
bending and torsional fatigue is based on a "drilled hole" assumption, where the hole accounts for inherent notch effects 
from microdiscontinuities (Ref 4). Figure 12 shows a plot of "endurance" ratio in torsion (t) to that in bending (b) for 
notched, wrought steels. Dashed lines represent the distortional energy theory and maximum shear stress theory lines for 

t/b = 0.577 and 0.5, respectively. The data points for the "drilled hole" show best agreement to t/b = 3
4

 developed in the 

previous argument. V-notch specimens (55° circumferential) deviate slightly, due to a difference in stress concentration, 

but are still in better agreement with t/b = 3
4

. 

 

FIG. 12 TORSION AND BENDING ENDURANCE RATIOS (FATIGUE ENDURANCE/MONOTONIC STRENGTH) WITH 
DRILLED HOLES AND NOTCHED VALUES COMPARED WITH THEORY 

Cast metals have t/b ratios which vary between 0.7 and 1.05 (Ref 5) with an average of 0.85. As such, the concept of a 
"drilled hole" method seems reasonable. However, an analysis by Vishnevsky (Table 2) concludes that "all the points 
except one lie above the Maxwell-von Mises criterion indicating that discontinuities present in torsion are not nearly so 
damaging as they are in bending." Table 2 shows that endurance ratios in torsion are lower than those in bending and that 
the t/b ratio average of 0.85 and 0.79 for the QT and HT condition are also in agreement with the drilled-hole argument. 

TABLE 2 "ENDURANCE RATIOS" IN BENDING AND TORSION 

TYPE OF 
SPECIMEN  

ENDURANCE 
RATIO 
IN BENDING  

ENDURANCE 
RATIO 
IN TORSION  

(T/B)(A)  

Q & T  
CAST STEEL-SOUND(A)  0.310  0.298  0.96  
WELD-MACHINE-SOUND  0.251  0.230  0.92  
SLAG INCLUSIONS  0.246  0.246  1.00  
AS WELDED-SOUND  0.241  0.221  0.92  



WELD-UNDERCUT  0.233  0.195  0.84  
CAVITIES  0.117  0.100  0.86  
HOT TEARS  0.274  0.146  0.53  
N & T  
CAST STEEL-SOUND(A)  0.361  0.270  0.75  
WELD-MACHINE-SOUND  0.352  0.261  0.74  
AS WELDED-SOUND  0.345  0.250  0.73  
WELD-SLAG  0.314  0.234  0.75  
WELD-UNDERCUT  0.280  0.230  0.82  
CAVITIES  0.235  0.195  0.83  
SLAG INCLUSIONS  0.292  0.208  0.71  
HOT TEARS  0.245  0.241  0.98  

Note: "Endurance ratio" using R.R. Moore specimen. Q&T unnotched 0.390, (0.015 in. R) 0.255; Q&T notched (0.001 in. R) 0.174; 

(A) (T/B) = "ENDURANCE RATIO" IN TORSION/"ENDURANCE RATIO" IN BENDING; AVERAGE FOR Q&T = 0.85.  

Cyclic Stress-Strain Behavior. Cyclic stress-strain behavior provides a measure of the steady-state cyclic deformation 
resistance and thus a basis for understanding resistance to crack nucleation. Cyclic stress-strain curves (using the 
incremental step method and the companion specimen method) are shown in Fig. 13 and 14 for five cast steels at room 
temperature and low temperature. The cyclic stress-strain curves are initially identical to the monotonic curves and then 
become nonlinear at stresses or strains of about 20 to 50% below that for monotonic curves. 

 



FIG. 13 ROOM-TEMPERATURE AND LOW-TEMPERATURE CYCLIC STRESS-STRAIN CURVES FOR TWO FERRITIC-
PEARLITIC CAST STEELS (SAE 0050A AND 0030 NORMALIZED-AND-TEMPERED TO AVERAGE HARDNESS OF 
192 AND 137 HB, RESPECTIVELY) AND TWO QUENCHED-AND-TEMPERED LOW-ALLOY CAST STEELS (C-MN 
AND MN-MO STEELS AT 174 AND 206 AVERAGE HB, RESPECTIVELY). STABLE HYSTERSES OF CYCLIC STRESS-
STRAIN WERE OBTAINED FROM BOTH COMPANION TEST SPECIMENS AND FROM A SINGLE SPECIMENS 
SUBJECTED TO INCREMENTAL STRAIN STEPS. FOR THE INCREMENTAL STEP TESTS, EACH STRAIN BLOCK 
CONTAINED 79 REVERSALS WITH THE MAGNITUDE RANGING FROM 0 TO 0.012. THE STRAIN RATE WAS 
CONSTANT AND EQUAL TO 0.01/S. SOURCE: REF 2 

 

FIG. 14 CYCLIC STRESS-STRAIN OF CAST 8630 STEEL (NQT, 305 HB AVERAGE) AT ROOM TEMPERATURE AND 
-45 °C (-50 °F). SOURCE: REF 2 

The monotonic upper yield point found in all but the 8630 steel (Fig. 14) was eliminated under the cyclic conditions. At 
higher strains, the cyclic curves intersect or converge with the monotonic curves for these four steels. These steels cyclic 
strain soften at the lower strain levels and then cyclic strain harden at the higher strain levels. The cyclic curves for 8630 
steel were always equal to or below the monotonic curve and exhibited cyclic strain softening. 

A review of available data on wrought steels (Ref 6) indicates that cyclic strain hardening exponent (n' values) for the cast 
steels are similar to those for wrought steels. Moreover, the strain hardening and softening behaviors of the cast steels are 
similar to those for wrought steels. Cyclic strain hardening was found for cast steels when the tensile/yield strength ratio 
was greater than 1.5. When this ratio was less than 1.3, cyclic strain softening occurred. At intermediate ratios, mixed 
cyclic strain softening and hardening were observed. These ratios are about 0.1 higher than those for wrought materials 
(Ref 7). The monotonic yield and tensile strengths, cyclic stress-strain curves, and cyclic yield strengths at the low 
temperature were about 10% higher than room-temperature results except for 8630 steel. 

Low-Cycle Axial Fatigue Behavior. Low-cycle axial fatigue tests were conducted on the five steels (Ref 2 and 3) at 
room and low temperature with R = -1 at constant strain amplitudes from 0.0013 to 0.015, which gave fatigue lives of 102 



to 106 cycles. Half-life stable hysteresis loops were used to obtain elastic and plastic strain amplitudes. With Young's 
modulus, E, obtained from the first-quarter cycle, the elastic strain amplitude was calculated from:  

∆ E/2 = ∆ /2E  (EQ 5) 

and the plastic strain amplitude was calculated as  

∆ P/2 = ∆ /2 - ∆ E/2  (EQ 6) 

= ∆ /2 - ∆ /2E  (EQ 7) 

where ∆ /2 is the controlled total strain amplitude. These elastic, plastic, and total strain amplitudes are plotted versus 
number of applied reversals to fracture, 2Nf, on log-log coordinates in Fig. 15 for four of the five cast steels at room 
temperature (with total life at -45 °C (-50 °F) included for comparison). The elastic and plastic components are 
represented by the following linear relationships:  

∆ /2 = ∆ E/2 + ∆ P/2  (EQ 8) 

= 'F/E × (2NF)B + 'F (2NF)C  (EQ 9) 

where σ'f is the fatigue strength coefficient, b is the fatigue strength exponent, 'f is the fatigue ductility coefficient, c is 
the fatigue ductility exponent, E is Young's modulus, and 2Nf is the number of reversals to failure. 

 

FIG. 15 AXIAL STRAIN LIFE AND THE ELASTIC ( E) AND PLASTIC ( P) COMPONENTS OF FOUR CAST STEELS. 
(A) SAE 0030 (NT, 137 HB). (B) C-MN STEEL (NQT, 174 HB). (C) MN-MO STEEL (206 HB), AND (D) 8630 CAST 
STEEL AT 305 HB. TOTAL STRAIN LIFE AT -45 °C (-50 °F) IS INCLUDED. SMOOTH HOURGLASS SPECIMENS 

WITH A MINIMUM DIAMETER OF 6.4 MM (0.25 IN.) OVER 17.5 MM (  IN.) LENGTH. SOURCE: REF 2 



The low-cycle fatigue material properties are listed in Table 3 along with yield and tensile strengths obtained from the 
monotonic tension tests. Low-cycle fatigue behavior at the low temperature was equal to or better than at room 
temperature for lives greater than 5 × 105 reversals. Mixed behavior existed at shorter lives. The fatigue strengths at 106 
reversals were from 0 to 30% better at the low temperature. Mixed low-cycle fatigue behavior at low temperatures has 
also been reported in the literature for wrought steels (Ref 8). In addition, values of low-cycle fatigue material properties 
for the five cast steels were within the ranges published for wrought steels (Ref 6). The room-temperature fatigue 
strengths of the five cast steels at 106 reversals ranged from 208 MPa (30 ksi) for 0030 steel to 370 MPa (53.7 ksi) for 
8630 steel. Room-temperature fatigue strengths were within 30 to 40% of the ultimate tensile strength (32 to 46% at the 
low temperature). 

TABLE 3 MONOTONIC AND LOW-CYCLE FATIGUE PROPERTIES 

SU  SY (0.2%)  F  'F  STEEL  
MPA  KSI  MPA  KSI  

F  'F  
MPA  KSI  MPA  KSI  

B  C  SU/SY  

AT ROOM TEMPERATURE  
0030  496  72  303  44  0.62  0.28  752  109  655  95  -0.083  -0.552  1.6  
0050A  787  114  415  60  0.21  0.30  869  126  1338  194  -0.127  -0.569  1.9  
C-MN  583  85  402  58  0.34  0.15  703  102  869  126  -0.101  -0.514  1.5  
MN-MO  702  102  542  79  0.38  0.78  752  109  1117  162  -0.101  -0.729  1.3  
8630  1114  166  995  143  0.35  0.42  1268  184  1936  281  -0.121  -0.693  1.2  
AT -45 °C (-50 °F)  
0030  542  79  320  46  0.36  0.18  621  90  834  121  -0.089  -0.506  1.7  
0050A  834  121  436  63  0.17  0.32  924  134  1282  186  -0.111  -0.582  1.9  
C-MN  612  89  464  67  0.26  0.07  634  92  717  104  -0.067  -0.439  1.3  
MN-MO  758  110  562  81  0.36  0.47  862  125  1096  159  -0.090  -0.671  1.3  
8630  1178  171  999  145  0.33  0.35  1254  182  1785  259  -0.099  -0.659  1.2  

Source: Ref 2 

High-Cycle Axial Fatigue Behavior. The high-cycle axial fatigue tests were conducted in the same manner as for the 
low-cycle tests, except that load control was used instead of strain control and the test frequency was 23 to 37 Hz. 
Failures ranged from 105 reversals to runouts at 2 × 107 reversals. High-cycle (107 cycle) fatigue data for 0030 and 8630 
cast steels are superimposed with the low-cycle fatigue data in Fig. 15(a) and 15(b), respectively, for the 0030 carbon 
steel and 8630. The solid circles represent total strain amplitudes for the strain-controlled low-cycle fatigue tests, and the 
solid squares represent total strain amplitudes from the load-controlled high-cycle fatigue tests. The latter strains were 
calculated by dividing the applied stress amplitude by Young's modulus because these tests were run in the elastic region. 
All five cast steels exhibited typical fatigue limits around 5 × 106 to 107 reversals for both test temperatures. Values of the 
fully reversed fatigue limits, Sf, obtained from such plots for all five cast steels at both test temperatures, are listed in 
Table 4 along with the fatigue ratios, Sf/Su. The fatigue limits vary from 196 to 293 MPa (28.5 to 42.4 ksi) at room 
temperature and from 241 to 365 MPa (35 to 53 ksi) at -45 °C (-50 °F). The fatigue ratios vary from 0.26 to 0.42 at room 
temperature and 0.29 to 0.44 at the low temperature. The fatigue ratios for the 0050A and 8630 steels are lower than those 
for the other cast steels. Axial fatigue ratios for wrought steels range generally from about 0.37 to 0.43 (75 to 85% of the 
typical rotating bending fatigue ratio of 0.5). 

TABLE 4 AXIAL FATIGUE LIMITS AND FATIGUE RATIOS 

AT ROOM TEMPERATURE  AT -45 °C (-50 °F)  
FATIGUE LIMIT (SF)  FATIGUE LIMIT (SF)  

STEEL  

MPA  KSI  
FATIGUE RATIO, 
SF/SU  MPA  KSI  

FATIGUE RATIO, 
SF/SU  

0030  196  28.5  0.40  241  35  0.44  
0050A  237  34.4  0.30  243  35.2  0.29  
C-MN  248  36  0.42  255  37  0.42  
MN-MO  232  33.7  0.33  269  39  0.35  
8630  293  42.4  0.26  365  53  0.31  

Source: Ref 3 
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Fracture Mechanics 

The treatment of discontinuities in design has undergone major changes as a result of the wider use of fracture mechanics 
in the industry. If the plane-strain fracture toughness KIc of a material is known at the temperature of interest, designers 
can determine the critical combination of flaw size and stress required to cause failure in one load application. In addition, 
designers can calculate the remaining life of a component having a discontinuity, or they can compute the largest 
acceptable flaw from a knowledge of the crack growth properties (da/dN) and fracture mechanics parameters (K, n, and 
C) of a material. 

Fracture toughness depends on the volume of plastic deformation near the crack. For thin specimens, the plastic region at 
the crack tip is constrained and is under plane stress conditions, which produces a relatively high toughness, Kc. As 
section thickness increases, fracture behavior approaches plane-strain conditions, and the toughness approaches the 
inherent lower limit of toughness (KIc) for the material. In the absence of suitable plane-strain fracture mechanics data, 
approximations can be made on the basis of test results obtained from a variety of tensile, impact, and fatigue tests. 

Plane-stress fracture toughness (Kc) is usually difficult to obtain because of the complexity of the elastic-plastic 
behavior at the crack tip. Moreover, the slow stable crack extension prior to fracture makes it difficult to determine the 
maximum stress-intensity level at crack instability because the crack length is uncertain. 

The R-curve analysis (Ref 9) is applicable for determining Kc for intermediate-strength materials where the plastic zone 
size, ry, is small relative to the specimen dimensions, where:  

RY = [1/(2 )] × (K/SY)2  (EQ 10) 

An R-curve is a continuous record of toughness development in terms of crack growth resistance, KR, plotted against 
crack extension as the crack is driven under a continuously increasing stress-intensity factor, K. During slow-stable 
fracturing, the developing crack growth resistance is equal to the applied stress-intensity factor. 

To have a valid plane-stress fracture toughness test, the uncracked ligament should satisfy the following:  



(W - A) ･8 RY  (EQ 11) 

where w is the specimen width and a is the crack length (or plastic zone corrected length). Values of ry near unstable 
crack extension for five cast steels (Ref 2) ranged from 8 to 18 mm (0.3 to 0.7 in.) and at low temperature ranged from 2.5 
to 18 mm (0.1 to 0.7 in.). The validity equation was satisfied only with the 8630 steels at low temperature. The localized 
plasticity was too large for the other test conditions. However, R-curves were established with KR equal to K without a 
plastic zone correction. 

Plane-Strain Fracture Toughness. The critical value of toughness (KIc) is reached when specimen thickness is large 
enough to produce plane-strain conditions at the tip of a crack. As the thickness increases, the small plastic zone relative 
to the thickness produces a stress parallel to the crack tip as the plastic zone attempts to contract in this direction but is 
prevented from doing so by the large volume of surrounding elastic material. The resulting high degree of triaxial stresses 
leads to lower toughness and a predominantly flat fracture. This critical K value, termed plane-strain fracture toughness, 
or KIc, is the minimum toughness and an inherent property of a material. 

Typical KIc values for various cast steels are summarized in Table 5. Fracture toughness of steels is rarely below 27 MPa 
m  (25 ksi in ) even at low temperature (Fig. 16). However, this depends on loading rates. If the KIc values are known 

or reliable estimates are available, the flaw tolerance of a given structure can be computed. Except for special cases the 
KIc level should be considered as the onset of rapid fracture. 

TABLE 5 PLANE-STRAIN FRACTURE TOUGHNESS OF CAST LOW-ALLOY STEELS AT ROOM TEMPERATURE 

YIELD STRENGTH, 0.2% 
OFFSET  

PLANE-STRAIN FRACTURE 
TOUGHNESS, KIC  

ALLOY TYPE  HEAT 
TREATMENT(A)  

MPA  KSI  MPA m   KSI in   
FE-1.25CR-0.5MO  SRANTSR  275  40  88  80  
CAST 1030  NT  303  44  127  116  
FE-0.5CR-0.5MO-0.25V  NT  367  53  55  50  
FE-0.5C-1.5MN  NT  412  59  107  98  
FE-0.5C-1CR  NT  413  60  58  53  
FE-0.5C  NT  425  61  65  59  
CAST 9535  NT  614  89  67  61  
FE-0.35C-0.6NI-0.7CR-
0.4MO  

NT  683  99  64  58  

CAST 4335  SLQT  747  108  69  63  
CAST 9536  NT  752  109  59  54  
FE-0.3C-1NI-1CR-0.3MO  NT  787  114  66  60  
CAST 4335  SLQT  814  118  97  87  
CAST 4335  SLQT  903  131  105  96  
CAST 4335  QT  1090  158  115  105  
CAST 4335  QT  1166  169  92  84  
NI-CR-MO  QT  1207  175  98  89  
CAST 4340  QT  1207  175  115  105  
CAST 4325  QT  1263  183  75  82  
CAST 4325  QT  1280  186  104  95  
CR-MO  QT  1379  200  84  76  
CAST 4340  QT  1450  210  67  61   

(A) SR, STRESS RELIEVED; A, ANNEALED; N, NORMALIZED; T, TEMPERED; Q, QUENCHED; SLQ, SLACK 
QUENCHED  



 

FIG. 16 PLANE-STRAIN FRACTURE TOUGHNESS OF ASTM A 216 STEEL CASTING (GRADE WCC). SOURCE: REF 
1 

J-Integral Method. When alloys have appreciable ductility and low yield strengths, large specimens are required to 
obtain valid KIc results. In these instances, the path-independent J-integral is used to estimate fracture toughness by 
extending fracture mechanics concepts from linear-elastic behavior to elastic-plastic behavior (Ref 10). For linear-elastic 
behavior, the J-integral is identical to G, the strain energy release rate per unit crack extension, which is directly related to 
the stress intensity factor, K. Thus, linear-elastic fracture criteria based on KIc, GIc, or JIc are identical. For mode I linear-
elastic plane-strain conditions:  

JIC = GIC = /E × (1 - 2)  
(EQ 12) 

where E is Young's modulus and ν is Poisson's ratio. Because JIc characterizes the toughness of materials at or near the 
onset of crack extension from a preexisting sharp crack, it can be used as a conservative estimate of KIc on specimens that 
contain appreciable ductility but lack sufficient thickness to be tested for KIc. Procedures for JIc tests are described in Ref 
11 and elsewhere in this Volume. 

Valid values for JIc for six test conditions are listed in Table 6. Also listed are values of Jc, both lowest and average, for 
the invalid JIc tests. The values of KIc and Kc given in Table 6 were obtained from JIc and Jc values (with an assumed 

Poisson ratio of ν= 1
3

). The manganese-molybdenum and 1050A cast steels exhibited the highest and lowest fracture 

toughness, respectively, at both test temperatures. The three martensitic cast steels (carbon-manganese, manganese-
molybdenum, and 8630) had better fracture toughness at room temperature compared with the two ferritic-pearlitic cast 
steels (0030 and 0050A). However, at the low temperature, the 8630 steel had Jc less than that of 0030. The 8630 steel 
had the largest decrease in fracture toughness as the temperature was lowered. The fracture toughness of the carbon-
manganese and manganese-molybdenum steels were lowered only 10 to 15% as the temperature was lowered. 

TABLE 6 JIC, JC, KIC, AND KC TOUGHNESS OF CAST STEELS 

JIC  JC  KIC  KC  STEEL  
KJ/M2  IN. · LB/IN.2  KJ/M2  IN. · LB/IN.2  MPA m   KSI in   MPA m   KSI in   

AT ROOM TEMPERATURE  
0030  73  415  . . .  . . .  130  118  . . .  . . .  
0050A  . . .  . . .  37(A) 

25(B)  
209(A) 
145(B)  

. . .  . . .  92(A) 
77(B)  

84(A) 
70(B)  



C-MN  84  479  . . .  . . .  139  126  . . .  . . .  
MN-MO  139  794  . . .  . . .  179  163  . . .  . . .  
8630  80  456  . . .  . . .  135  123  . . .  . . .  
AT -45 °C (-50 °F)  
0030  . . .  . . .  49(A) 

44(B)  
282(A) 
215(B)  

. . .  . . .  108(A) 
93(B)  

98(A) 
85(B)  

0050A  . . .  . . .  17(A) 
14(B)  

95(A) 
78(B)  

. . .  . . .  61(A) 
56(B)  

56(A) 
51(B)  

C-MN  75  428  . . .  . . .  132  120  . . .  . . .  
MN-MO  118  674  . . .  . . .  166  151  . . .  . . .  
8630  . . .  . . .  38(A) 

30(B)  
218(A) 
174(B)  

. . .  . . .  95(A) 
85(B)  

86(A) 
77(B)  

Source: Ref 2 

(A) AVERAGE VALUE. 
(B) LOWEST VALUE.  

Correlation of KIc and Charpy V-notch upper-shelf impact energy was found for the four cast steels with valid JIc results 
at room temperature, as shown in Fig. 17. A similar correlation was not found for the steels tested at the low temperature. 

 

FIG. 17 CORRELATION BETWEEN ROOM-TEMPERATURE KIC, YIELD STRENGTH (SY), AND UPPER-SHELF CHARPY 
V-NOTCH (CVN) TOUGHNESS FOR FOUR CAST STEELS. IN SI UNITS, (KIC/SY)

2 = 1170 (CVN/SY - 0.022). 
SOURCE: REF 2 

Fatigue Crack Growth Rates (Constant Amplitude). Given the similar notched fatigue strength of cast and wrought 
steels, similar fatigue crack growth rates should also be expected (Fig. 18). Typical Paris-law parameters for intermediate 
crack growth rates (Region II) are summarized for five cast steels in Table 7 (Ref 2). At low temperature (-45 °C, or -50 
°F) a decrease in fatigue crack growth rates was observed by amounts of from 1.2 to 3 for R 0 and from 1 to 2 for R = 
1
2

 at the lower ∆K values (Ref 2, 3). At the higher ∆K values, the room- and low-temperature data tended to converge or 

crossover. As R was increased from 0 to 1
2

, the fatigue crack growth rate increased by factors from 1.5 to 3. This increase 

was slightly higher than that suggested in the literature for wrought steels (Ref 12). 



TABLE 7 CONSTANT-AMPLITUDE FATIGUE CRACK GROWTH CONSTANTS FOR DA/DN = C( K)N 

R ≈  0 
C  R = 1

2
 

C  

STEEL  

M/CYCLE  IN./CYCLE  

N  

M/CYCLE  IN./CYCLE  

N  

AT ROOM TEMPERATURE  
0030  3.34 × 10-14  1.98 × 10-13  4.33  . . .  . . .  . . .  
0050A  2.24 × 10-13  1.19 × 10-11  3.88  1.99 × 10-12  1.08 × 10-10  3.40  
C-MN  7.74 × 10-13  4.18 × 10-11  3.35  2.34 × 10-12  1.25 × 10-10  3.21  
MN-MO  1.12 × 10-12  5.99 × 10-11  3.28  7.15 × 10-12  3.7 × 10-10  2.89  
8630  2.63 × 10-12  1.42 × 10-10  3.03  1.39 × 10-11  7.55 × 10-10  2.67  
AT -45 °C (-50 °F)(A)  
0030  3.48 × 10-15  2.14 × 10-13  4.72  . . .  . . .  . . .  
0050A  1.79 × 10-14  1.08 × 10-12  4.53  8.36 × 10-14  4.94 × 10-12  4.30  
C-MN  5.4 × 10-14  3.11 × 10-12  4.01  6.36 × 10-13  3.49 × 10-11  3.52  
MN-MO  9.76 × 10-14  5.52 × 10-12  3.84  3.13 × 10-12  1.64 × 10-10  3.04  
8630  6.38 × 10-13  3.45 × 10-11  3.38  1.97 × 10-12  1.05 × 10-10  3.22  

Source: Ref 2 

(A) AT -34 °C (-50 °F) FOR 0030.  



 

FIG. 18 CONSTANT AMPLITUDE FATIGUE CRACK GROWTH OF CAST AND WROUGHT STEELS AT R = 0 AND R = 
-1 

For R ≈  0 at room temperature, the fatigue crack growth rates for the five cast steels are 2 to 5 times lower than 
conservative equations proposed by Barsom (Ref 13) for wrought steels. Similar results for similar cast steels were 
reported by Greenberg et al. (Ref 14) and Kapadia and Imhoff (Ref 15). Thus the fatigue crack growth behavior of cast 
steels appears to be equal to or better than that of similar wrought steels. 

Threshold Crack Growth Behavior. Threshold and near-threshold (Region I) fatigue crack growth behavior of the five 

cast steels at room and low temperature was determined at R ≈  0 and R = 1
2

 for growth rates between 10-8 and 10-10 

m/cycle (4 × 10-7 and 4 × 10-9 in./cycle). Compact (Chevron notched) specimens were tested per ASTM E647. The 
incremental load-shedding method was used to obtain the fatigue crack growth rate data in the near-threshold region. The 
fatigue crack growth rate of 10-10 m/cycle (4 × 10-9 in./cycle) was used to define the threshold ∆K. 

A typical plot of the region I and region II data is shown in Fig. 19. It is evident that the threshold ∆K value for R = 1
2

 is 

about half that for R ≈  0. All of the steels exhibited similar behavior. The values of ∆Kth are listed in Table 8. The room-
temperature R ≈  0 values were higher than the majority of values reported in the literature for wrought steels (Ref 16). 



The ∆Kth values were higher for the low temperature, except for the 8630 steel at R ≈  0, for which the values were the 
same. The ∆Kth values showed no correlation with other properties such as yield strength, ultimate strength, or fatigue 
limit. 

TABLE 8 FATIGUE CRACK THRESHOLDS (KTH) FOR FIVE CAST STEELS 

∆KTH, R = 0.05  ∆KTH, R = 1
2

 STEEL  

MPA m   KSI in   MPA m   KSI in   
AT ROOM TEMPERATURE  
0030  9.1  8.3  5.3  4.8  
0050A  10.2  9.3  5.2  4.7  
C-MN  8.3  7.6  3.9  3.5  
MN-MO  8.1  7.4  4.1  3.7  
8630  9.4  8.6  4.1  3.7  
AT -45 °C (-50 °F)  
0030  14.2  12.9  9.3  8.5  
0050A  12.3  11.2  6.8  6.2  
C-MN  14.4  13.1  7.1  6.5  
MN-MO  10.7  9.7  6.5  5.9  
8630  9.4  8.6  5.7  5.2  

Source: Ref 3 

 

FIG. 19 FATIGUE CRACK THRESHOLD BEHAVIOR OF CAST STEEL (SAE 0030 CARBON STEEL) AT ROOM 
TEMPERATURE. SOURCE: REF 3 



Variable Amplitude Fatigue Crack Initiation and Growth. Constant-amplitude fatigue behavior does not provide 
information on sequential and interactive effects with variable loading. A more realistic comparison of material or 
component fatigue behavior can be determined from load or strain histories that closely duplicate or simulate actual 
service history and environment. SAE International (formerly Society of Automotive Engineers) has developed several 
service spectra indicative of real-life loading (Ref 2). Variable amplitude tests of five cast steels at room and low 
temperatures with an as-drilled keyhole notch compact specimen are presented in Ref 2. Eliminating the compression at 
the four temperatures increased fatigue crack initiation life by factors of 3 to 9, increased short crack growth life by 
factors of 1 to 4, and increased long crack growth life by factors of 1 to 3. Except for 0050A cast steel, all the average 
low-temperature fatigue lives for the three different life criteria discussed in Ref 2 were equal to or better than those at 
room temperature. The increase in crack initiation life was within a factor of 2.5 as was the total fatigue life to fracture. 
Crack growth life, however, tended to increase as the temperature was lowered and then this trend reversed. The 0050A 
steel had a continuous decrease in crack growth life for lower temperatures. In general, the three martensitic cast steels 
(carbon-manganese, manganese-molybdenum, and 8630) had better fatigue resistance with variable amplitude loading at 
the four temperatures than the ferritic-pearlitic cast steels (0030 and 0050A). The 0030, carbon-manganese, manganese-
molybdenum, and 8630 steels are satisfactory for low-temperature conditions, but 0050A is not. 

Lee (Ref 3, 17) used constant-amplitude material properties developed for the five steels (Table 6) at room temperature 
and at -45 °C (-50 °F) and several mathematical models to calculate variable amplitude fatigue crack initiation and 
growth. Comparison of the calculated and experimentally determined fatigue lives showed that total fatigue life 
calculations were generally within a factor of ±2 for all tests. However, greater scatter (+7 to -4) was noted for crack 
initiation life calculations. These results appear to confirm that the models developed for wrought steels can be used for 
cast steels. 

 
References cited in this section 

1. STEEL CASTINGS HANDBOOK, 6TH ED., STEEL FOUNDERS' SOCIETY OF AMERICA AND ASM 
INTERNATIONAL, 1995 

2. R.I. STEPHENS, "FATIGUE AND FRACTURE TOUGHNESS OF FIVE CARBON OR LOW ALLOY 
CAST STEELS AT ROOM OR LOW CLIMATIC TEMPERATURE," RESEARCH REPORT NO. 94A, 
STEEL FOUNDERS' SOCIETY OF AMERICA, OCT 1982 

3. R.I. STEPHENS, "FATIGUE AND FRACTURE TOUGHNESS OF FIVE CARBON OR LOW ALLOY 
CAST STEELS AT ROOM OR LOW CLIMATIC TEMPERATURES (PART II)," RESEARCH REPORT 
NO. 94B, STEEL FOUNDERS' SOCIETY OF AMERICA, MAY 1983 

9. "STANDARD PRACTICE FOR R-CURVE DETERMINATION, " E 561, ANNUAL BOOK OF ASTM 
STANDARDS, ASTM, E.T. WESSEL, STATE OF THE ART OF THE WOL SPECIMEN FOR KIC 
FRACTURE TOUGHNESS TESTING, ENG. FRACT. MECH., VOL 1 (NO. 1), 1968 

10. J.R. RICE, A PATH INDEPENDENT INTEGRAL AND THE APPROXIMATE ANALYSIS OF STRAIN 
CONCENTRATION BY NOTCHES AND CRACKS, J. APPL. MECH., VOL 35, JUNE 1968, P 379 

11. "STANDARD TEST METHOD FOR JIC, A MEASURE OF FRACTURE TOUGHNESS," E 813, 
ANNUAL BOOK OF ASTM STANDARDS, ASTM 

12. S.T. ROLFE AND J.M. BARSOM, FRACTURE AND FATIGUE CONTROL IN STRUCTURES--
APPLICATIONS OF FRACTURE MECHANICS, PRENTICE-HALL, 1977 

13. J.M. BARSOM, FATIGUE-CRACK PROPAGATION IN STEELS OF VARIOUS YIELD STRENGTHS, 
J. ENG. IND. (TRANS. ASME), SERIES B, NO. 4, NOV 1971 

14. H.D. GREENBERG AND W.G. CLARK, JR., A FRACTURE MECHANICS APPROACH TO THE 
DEVELOPMENT OF REALISTIC ACCEPTANCE STANDARDS FOR HEAVY WALLED STEEL 
CASTINGS, MET. ENG. QUART., AUG 1969 

15. B.M. KAPADIA AND E.J. IMHOFF, JR., FATIGUE-CRACK GROWTH IN CAST IRONS AND CAST 
STEELS, CAST METALS FOR STRUCTURAL AND PRESSURE CONTAINING APPLICATIONS, MPC-
11, ASME, 1979 

16. K. TANAKA, A CORRELATION OF ∆KTH VALUES WITH THE EXPONENT, M, IN THE EQUATION 
OF FATIGUE CRACK GROWTH FOR VARIOUS STEELS, INT. J. FRACT., VOL 15 (NO. 1), FEB 1979 



17. S.G. LEE, "ESTIMATING FATIGUE CRACK INITIATION AND PROPAGATION LIFE OF CAST 
STEELS UNDER VARIABLE LOADING HISTORY," PH.D. THESIS, UNIVERSITY OF IOWA, DEC 
1982 

Fatigue and Fracture Properties of Cast Steels 

S.W. Becker and G.F. Carpenter, NACO Technologies 

 

References 

1. STEEL CASTINGS HANDBOOK, 6TH ED., STEEL FOUNDERS' SOCIETY OF AMERICA AND ASM 
INTERNATIONAL, 1995 

2. R.I. STEPHENS, "FATIGUE AND FRACTURE TOUGHNESS OF FIVE CARBON OR LOW ALLOY 
CAST STEELS AT ROOM OR LOW CLIMATIC TEMPERATURE," RESEARCH REPORT NO. 94A, 
STEEL FOUNDERS' SOCIETY OF AMERICA, OCT 1982 

3. R.I. STEPHENS, "FATIGUE AND FRACTURE TOUGHNESS OF FIVE CARBON OR LOW ALLOY 
CAST STEELS AT ROOM OR LOW CLIMATIC TEMPERATURES (PART II)," RESEARCH REPORT 
NO. 94B, STEEL FOUNDERS' SOCIETY OF AMERICA, MAY 1983 

4. M.R. MITCHELL, J. ENGR. MATERIALS AND TECH., VOL 99, OCT 1977, P 329-343 
5. C. VISHNEVSKY ET AL., ASME PAPER NO. 67-WA/MET-17, 1967 
6. TECHNICAL REPORT ON FATIGUE PROPERTIES, SAE J1099, SOCIETY OF AUTOMOTIVE 

ENGINEERS, FEB 1975 
7. R.W. SMITH, M.W. HIRSBERG, AND S.S. MANSON, "FATIGUE BEHAVIOR OF MATERIALS 

UNDER STRAIN CYCLING IN THE LOW AND INTERMEDIATE LIFE RANGE," TND-1574, 
NATIONAL AERONAUTICS AND SPACE ADMINISTRATION, APRIL 1963 

8. R.I. STEPHENS, J.H. CHUNG, AND G. GLINKA, LOW TEMPERATURE FATIGUE BEHAVIOR OF 
STEELS--A REVIEW, SAE TRANS., VOL 88, 1980 

9. "STANDARD PRACTICE FOR R-CURVE DETERMINATION, " E 561, ANNUAL BOOK OF ASTM 
STANDARDS, ASTM, E.T. WESSEL, STATE OF THE ART OF THE WOL SPECIMEN FOR KIC 
FRACTURE TOUGHNESS TESTING, ENG. FRACT. MECH., VOL 1 (NO. 1), 1968 

10. J.R. RICE, A PATH INDEPENDENT INTEGRAL AND THE APPROXIMATE ANALYSIS OF STRAIN 
CONCENTRATION BY NOTCHES AND CRACKS, J. APPL. MECH., VOL 35, JUNE 1968, P 379 

11. "STANDARD TEST METHOD FOR JIC, A MEASURE OF FRACTURE TOUGHNESS," E 813, 
ANNUAL BOOK OF ASTM STANDARDS, ASTM 

12. S.T. ROLFE AND J.M. BARSOM, FRACTURE AND FATIGUE CONTROL IN STRUCTURES--
APPLICATIONS OF FRACTURE MECHANICS, PRENTICE-HALL, 1977 

13. J.M. BARSOM, FATIGUE-CRACK PROPAGATION IN STEELS OF VARIOUS YIELD STRENGTHS, 
J. ENG. IND. (TRANS. ASME), SERIES B, NO. 4, NOV 1971 

14. H.D. GREENBERG AND W.G. CLARK, JR., A FRACTURE MECHANICS APPROACH TO THE 
DEVELOPMENT OF REALISTIC ACCEPTANCE STANDARDS FOR HEAVY WALLED STEEL 
CASTINGS, MET. ENG. QUART., AUG 1969 

15. B.M. KAPADIA AND E.J. IMHOFF, JR., FATIGUE-CRACK GROWTH IN CAST IRONS AND CAST 
STEELS, CAST METALS FOR STRUCTURAL AND PRESSURE CONTAINING APPLICATIONS, MPC-
11, ASME, 1979 

16. K. TANAKA, A CORRELATION OF ∆KTH VALUES WITH THE EXPONENT, M, IN THE EQUATION 
OF FATIGUE CRACK GROWTH FOR VARIOUS STEELS, INT. J. FRACT., VOL 15 (NO. 1), FEB 1979 

17. S.G. LEE, "ESTIMATING FATIGUE CRACK INITIATION AND PROPAGATION LIFE OF CAST 
STEELS UNDER VARIABLE LOADING HISTORY," PH.D. THESIS, UNIVERSITY OF IOWA, DEC 
1982 



Fatigue and Fracture Properties of Cast Irons 

S. Lampman, ASM International 

 

Introduction 

CAST IRONS have several well-known manufacturing and engineering advantages over cast steel, including 30 to 40% 
lower manufacturing costs relative to cast steel and more desirable performance characteristics, such as better wear 
resistance and vibration damping. These advantages over cast steel are based on several metallurgical characteristics of 
cast irons. First, cast iron has melting temperatures (and therefore pouring temperatures) that are 300 to 350 °C (540 to 
630 °F) lower than those of cast steel. Second, because of a larger concentration of free carbon and higher silicon, 
graphitic (gray and ductile) cast iron has the greatest fluidity and the least shrinkage of any ferrous metal. For example, 
cast steel will generally experience a volume shrinkage of more than 4% during solidification, whereas gray and ductile 
cast iron shrinkage can be less than 1%, depending on the composition and the processing conditions. This difference in 
shrinkage allows products to be made to exact dimensions much more easily using gray and ductile cast iron, with very 
little problem in obtaining pressure tightness as a result of reduced interdendritic shrinkage. In addition, cast irons are 
more machinable than cast steels, and they are relatively more wear resistant because the graphite acts as a self-
lubricating system. Graphite also attenuates sound and mechanical vibration, which makes cast iron ideal for many 
mechanical applications, such as brakes. 

However, the higher carbon concentration responsible for several desirable physical properties and ease of manufacturing 
with cast iron is, unfortunately, also responsible for the degradation of the ductility and fracture toughness. The carbon, 
usually present principally as graphite, serves to nucleate fatigue and fracture processes at relatively low strain levels, 
significantly impairing the fatigue and fracture resistance of cast iron compared with that of cast or wrought steel. 

Considerable work has been done to characterize better the fatigue and fracture of cast iron as well as to understand better 
the micromechanisms that control the fracture process in these systems. The purpose of this article is to summarize the 
fatigue and fracture behavior of the various types of cast iron as a function of chemical composition, matrix 
microstructure, and graphite morphology. 

The five types of commercial cast iron considered in this article are gray, ductile, malleable, compacted graphite, and 
white iron. With the exception of white cast iron, all cast irons have in common a microstructure that consists of a 
graphite phase (usually 8 to 14 vol%) in a matrix that may be ferritic, pearlitic, bainitic, tempered martensitic, or 
combinations thereof. The four types of graphitic cast irons are roughly classified according to the morphology of the 
graphite phase. Gray iron has flake-shaped graphite, ductile iron has nodular or spherically shaped graphite, compacted 
graphite iron (or "vermicular" graphite iron) is intermediate between these two (with graphite in a vermicular or 
"wormlike" coral shape), and malleable iron has irregularly shaped globular or "popcorn"-shaped graphite that is formed 
during tempering of white cast iron. These categories of graphite shape have a strong influence on fatigue and fracture 
properties, although microstructure (tensile strength), component/specimen size, surface condition, chemistry, and 
temperature also affect the general fatigue and fracture performance of cast irons (Ref 1, 2, 3, 4, and 5). 
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Fatigue of Cast Irons 

The fatigue performance of cast irons, in general, is influenced by graphite morphology, matrix microstructure and tensile 
strength, specimen size, surface condition, surface degradation such as corrosion, and the type of loading stress (e.g., 
axial, bending, reversed bending, torsion, multiaxial, variable amplitude). The effect of graphite shape on cast iron fatigue 
has received considerable attention and is a key variable. The free graphite in cast iron acts as an inherent notch that 
increases stress concentrations for fatigue crack initiation. Therefore, the fatigue performance of cast irons is influenced 
greatly by the quantity, size, and shape of the graphite phase as well as its interaction with the matrix. 

The effect of different graphite morphologies on fatigue is illustrated in Fig. 1, 2, and 3 for three types of cast iron. The 
flake form of graphite in gray iron increases stress concentrations and thus lowers fatigue strength relative to that of irons 
that have more spheroidal or compacted graphite forms. In contrast, ductile irons have a nodular graphite, which reduces 
the concentration of internal stresses and improves the relatively fatigue performance at a given tensile strength. 
However, gray irons are also less notch sensitive than ductile irons (Table 1). 

TABLE 1 TYPICAL FATIGUE ENDURANCE OF CAST IRONS 

FATIGUE ENDURANCE 
STRENGTH(B)  

CLASS OR TYPE  ULTIMATE 
TENSILE 
STRENGTH(A), KSI  

HARDNESS, 
HB  

UNNOTCHED, 
KSI  

NOTCHED, 
KSI  

GRAY CAST IRONS  
MEDIUM SECTION (TYPE 20)  20-25  140-187  9.5-10  9.5  
MEDIUM SECTION (TYPE 25)  25-30  170-229  12-15     
MEDIUM SECTION (TYPE 30)  30-35  170-241  13.7-15.5  13.5  
MEDIUM SECTION (TYPE 35)  35-40  187-269  16-17.5     
MEDIUM SECTION (TYPE 40)  40-48  207-269  17.5-19.5  17.5  
MEDIUM SECTION (TYPE 45)  45-52  217-269  21.5-25.5     
MEDIUM SECTION (TYPE 50)  50-57  215-260  24.5-27.5  21.5  
MEDIUM SECTION (TYPE 60)  60-66  230-290  24.5-29.5     
MEDIUM SECTION (TYPE 70)  70     29.5-31.5  25.5  
NICKEL ALLOYED GRAY IRON (NCI 
30)  

30 MIN  200  15  12  

NICKEL ALLOYED GRAY IRON (NCI 
40)  

40  230  19  14  

NICKEL ALLOYED GRAY IRON (NCI 
50)  

50  260  23  16  

NICKEL ALLOYED GRAY IRON (NCI 
60)  

60  290  27  18  

NICKEL ALLOYED GRAY IRON (NCI 
70)  

70  320  31  20  

NICKEL ALLOYED GRAY IRON (NCI 
80)  

80  350  35  22  

MALLEABLE CAST IRONS  
FERRITIC MALLEABLE (32510)  50-58  110-156  28     
FERRITIC MALLEABLE (35018)  53-60  110-156  31     
PEARLITIC MALLEABLE (43010)              
PEARLITIC MALLEABLE (45010)  65  163-207        
PEARLITIC MALLEABLE (45007)  65  163-217        
PEARLITIC MALLEABLE (48004)  70  163-228        
PEARLITIC MALLEABLE (48005)              
PEARLITIC MALLEABLE (50007)  75  179-228  37  30  
PEARLITIC MALLEABLE (53004)     197-241        



PEARLITIC MALLEABLE (60003)  80  197-255  39     
PEARLITIC MALLEABLE (70002)              
MARTENSITIC MALLEABLE (80002)  100  241-269  40     
WHITE AND ALLOY CAST IRONS  
UNALLOYED WHITE  20-50  300-575        
HIGH SI (DURIRON, DURICHLOR)  13-18  480-520        
HIGH CR (CORROSION RESISTANT)  30-90  290-400        
MEDIUM SI (SILAL)  25-45  170-250        
NI-CR-SI  20-45  80-150        
HIGH AL  34-90  180-350        
NI-RESIST (TYPE 1)  25-30  130-170  12     
NI-RESIST (TYPE 2)  25-30  125-170  12     
NI-RESIST (TYPE 2B)  30-35  170-250  18     
NI-RESIST (TYPE 3)  25-35  120-160  13.5     
NI-RESIST (TYPE 4)  25-30  150-210  9     
NI-RESIST (TYPE 5)  20-25  100-125  9.9     
NI-HARD (TYPE 1 SAND CAST)  40-50  550 (S)        
NI-HARD (TYPE 1 CHILL CAST)  50-60  600 (S)        
NI-HARD (TYPE 2 SAND CAST)  45-55  525 (S)        
NI-HARD (TYPE 2 CHILL CAST)  60-70  575 (S)        
ALMANITE (MEEHANITE TYPE WS)  60-80  400-525        
DUCTILE IRONS  
STANDARD DUCTILE 60-40-18  60-80  149-187  30.5  18-23  
STANDARD DUCTILE 80-55-06  80-100  179-248  39-40  21-24  
STANDARD DUCTILE 100-70-03  100-120  217-269        
STANDARD DUCTILE 120-90-02  120-175  240-300  49  30  
NI-RESIST DUCTILE (AUSTENITIC) D-
2  

55-69  140-200  30  20  

NI-RESIST DUCTILE (AUSTENITIC) D-
2B  

58-70  150-210        

NI-RESIST DUCTILE (AUSTENITIC) D-
2C  

55-65  130-170        

NI-RESIST DUCTILE (AUSTENITIC) D-
3  

55-67  140-200        

NI-RESIST DUCTILE (AUSTENITIC) D-
3A  

55-65  130-190        

NI-RESIST DUCTILE (AUSTENITIC) D-
4  

60-72  170-240        

NI-RESIST DUCTILE (AUSTENITIC) D-
5  

55-60  130-180        

NI-RESIST DUCTILE (AUSTENITIC) 
D-5B  

55-65  140-190        

Source: Ref 4 

(A) 0.750 IN. DIAMETER SPECIMENS MACHINED FROM 1.2 IN. DIAMETER TEST BAR. 
(B) ROTATING CANTILEVER BEAM TESTS; STRENGTH SPECIFIED IS BETWEEN 106 AND 107 CYCLES.  



 

FIG. 1 RATIO OF ALTERNATING BEND FATIGUE STRENGTH/TENSILE STRENGTH OF GRAY CAST IRON, 
COMPACTED GRAPHITE IRON, AND SPHEROIDAL GRAPHITE (SG) IRON (I.E., DUCTILE IRON). STATISTICAL 
ANALYSIS OF A NUMBER OF EXPERIMENTAL DATA ALLOWED THE CALCULATION OF A RELATIONSHIP BETWEEN 
FATIGUE STRENGTH (FS) AT OR ABOVE 106 CYCLES AND TENSILE STRENGTH (TS) OF COMPACTED GRAPHITE 
IRONS, WHICH IS: FS (IN MPA) = (0.63 - 0.00041 · TS), WHERE TS IS ALSO IN MPA. VALUES CALCULATED 
WITH THIS EQUATION FIT WELL BETWEEN THOSE OF GRAY AND DUCTILE IRONS, AS SHOWN. SOURCE: REF 6 

 



FIG. 2 COMPARISON OF TYPICAL STRESS-LIFE FATIGUE CURVES FOR NODULAR (DUCTILE), GRAY, AND 
COMPACTED GRAPHITE CAST IRONS. SOURCE: REF 2 

 

FIG. 3 COMPARISON OF TYPICAL STRAIN-LIFE FATIGUE CURVES FOR NODULAR (DUCTILE), GRAY, AND 
COMPACTED GRAPHITE CAST IRONS. SOURCE: REF 2 

Most of the available data on cast iron fatigue are based on rotating bending testing where the specimen diameter is 
generally less than 13 mm (0.5 in.). Results are often reported in terms of fatigue endurance limits (Fig. 1), although 
testing in the finite life range (below 106 cycles) is also being emphasized more (Fig. 2, 3). The fatigue endurance limit 
(or the "knee" in the fatigue curve) usually occurs between 106 and 107 cycles. For many tests, if a specimen endures 107 
cycles of a given stress, then it is often assumed that the material would withstand such a stress indefinitely. However, 
fatigue failures do occur above 107 cycles in rotating bending fatigue test. Thus, some fatigue limits are based on 2 × 107 
cycles (Ref 1). 

Typical cast iron fatigue data generated in the 1950s and 1960s are summarized in Fig. 4 and Tables 2 and 3. The general 
relation between tensile strength and fatigue limit (Fig. 4) is determined to a large extent by the strength/microstructure of 
the matrix, as discussed in more detail later in this article for each particular type of cast iron. Endurance ratios may also 
be affected by alloying and graphite form, also discussed for particular types of cast iron. More general fatigue 
characteristics are summarized below. 



TABLE 2 REVERSED BENDING (R = -1) FATIGUE STRENGTH OF CAST IRONS (CIRCA 1960) 

FATIGUE SPECIMEN  FATIGUE STRENGTH (MAX STRESS, KSI) AT 
INDICATED CYCLES  

MATERIAL  COMMENT  UTS, 
KSI  

TYPE  SIZE, IN.  

KT  

104  4 × 
104  

105  4 × 
105  

106  4 × 
106  

107  108  

GRAY CAST IRON 3.32 TOTAL C, 0 COMBINED 
C, 1.16SI, 0.102S, 0.38P, 0.58MN  

LARGE 
CASTING  

21  UNNOTCHED  0.35D  . . .  . . .  16  13  10  8  7.0  7.0  . . .  

CAST IRON 3.68 TOTAL C, 0.55 COMBINED C, 
2.17SI, 0.03S, 0.646P, 0.54MN  

LARGE BAR  23  UNNOTCHED  0.33D  . . .  . . .  16  14  12  12  12.0  12.0  . . .  

LARGE 
CASTING  

28  UNNOTCHED  0.35D  . . .  . . .  17  14  12  11  10.0  10.0  10.0  GRAY CAST IRON 3.35 TOTAL C, 0.55 
COMBINED C, 1.10SI, 0.095S, 0.51P, 0.63MN  

LARGE 
CASTING  

28  TRANSVERSE 
HOLE  

0.055D, 
0.35D  

3.0  . . .  . . .  12  8  6  6.5  6.5  6.5  

CAST IRON 3.51 TOTAL C, 0.69 COMBINED C, 
1.58SI, 0.088S, 0.72P, 0.54MN, 0NI, 0.01CR, 0.05V, 
0.06TI  

LARGE BAR  30  UNNOTCHED  0.33D  . . .  23  19  17  15  15  15.0  15.0  . . .  

LARGE 
CASTING  

32  UNNOTCHED  0.35D  . . .  . . .  17  15  13  11  11.0  11.0  . . .  

LARGE 
CASTING  

32  UNNOTCHED  0.30D  . . .  20  19  18  17  16  16.0  16.0  . . .  

LARGE 
CASTING  

32  UNNOTCHED  0.35D  . . .  . . .  18  15  13  11  10.0  10.0  10.0  

LARGE 
CASTING  

32  V-NOTCH  
60 ° ω, 5

6
 4R, 

0.74D, 0.35D  

1.5  . . .  13  12  11  10  10.0  10.0  . . .  

LARGE 
CASTING  

32  V-NOTCH  
60 ° ω, 5

6
 4R, 

0.501D, 
0.342D  

3.0  . . .  14  13  11  10  9.0  9.0  . . .  

GRAY CAST IRON 3.44 TOTAL C, 0.68 
COMBINED C, 1.10SI, 0.093S, 0.51P, 0.62MN  

LARGE 
CASTING  

25  UNNOTCHED  0.40D  . . .  . . .  . . .  14  13  12  11.0  10.0  . . .  

GRAY CAST IRON 3.44 TOTAL C, 0.68 
COMBINED C, 1.10SI, 0.093S, 0.51P, 0.62MN  

LARGE 
CASTING  

12  UNNOTCHED  0.40D  . . .  . . .  14  12  10  9  8.0  7.0  . . .  

CAST IRON 3.23 TOTAL C, 0.57 COMBINED C, 
1.96SI, 0.072S, 0.44P, 0.54MN  

LARGE 
CASTING  

32  UNNOTCHED  0.40D  . . .  22  18  16  12  12  12.0  12.0  . . .  

CAST IRON 3.24 TOTAL C, 0.40 COMBINED C, 
2.85SI, 0.101S, 0.168P, 0.57MN  

LARGE 
CASTING  

32  UNNOTCHED  0.33D  . . .  23  20  18  15  13  13.0  13.0  . . .  

CAST IRON 3.57 TOTAL C, 0.58MN, 1.58SI, 0.66P, 
0.06S  CAST 7

8
 -IN. 

BAR  

34  UNNOTCHED  0.33D  . . .  31  27  25  23  22  22.0  22.0  . . .  



 
CAST 7

8
 IN. 

BAR  

34  KOMMERS 
NOTCH  

   5+  . . .  22  19  17  16  16.0  16.0  . . .  

PLATE (RT 
DATA)  

35  UNNOTCHED  0.30D  . . .  . . .  . . .  . . .  . . .  18  16.0  14.0  . . .  

PLATE (RT 
DATA)  

35  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  . . .  . . .  . . .  15  12  11.0  11.0  . . .  

PLATE (400 °F 
DATA)  

31  UNNOTCHED  0.30D  . . .  21  18  17  17  17  17.0  17.0  . . .  

PLATE (400 °F 
DATA)  

31  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  17  15  13  12  11  11.0  11.0  . . .  

PLATE (700 °F 
DATA)  

30  UNNOTCHED  0.30D  . . .  . . .  . . .  21  18  17  15.0  15.0  . . .  

PLATE (700 °F 
DATA)  

30  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  . . .  . . .  . . .  15  14  13.0  13.0  . . .  

PLATE (900 °F 
DATA)  

26  UNNOTCHED  0.30D  . . .  . . .  . . .  15  13  12  12.0  10.0  . . .  

AUSTENITIC CAST IRON 2.63 TOTAL C, 0.67 
COMBINED C, 2.14SI, 1.23MN, 6.94CU, 2.09CR, 
14.9NI, 0.022TI, 0.005V, 0.012AS, 0.16P, 0.065S  

PLATE (900 °F 
DATA)  

26  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  . . .  . . .  14  12  12  12.0  12.0  . . .  

PLATE (1160 
°F DATA)  

20  UNNOTCHED  0.30D  . . .  . . .  . . .  14  13  12  12.0  12.0  . . .  AUSTENITIC CAST IRON 2.63 TOTAL C, 0.67 
COMBINED C, 2.14SI, 1.23MN, 6.94CU, 2.09CR, 
14.9NI, 0.022TI, 0.005V, 0.012AS, 0.16P, 0.065S  PLATE (1160 

°F DATA)  
20  TRANSVERSE 

HOLE  
0.032D, 
0.32D  

2.2  . . .  . . .  14  13  12  10.0  10.0  . . .  

CAST IRON 3.30 TOTAL C, 0.64 COMBINED C, 
1.12SI, 0.09S, 0.21P, 0.62MN  

LARGE BAR  36  UNNOTCHED  0.33D  . . .  28  24  22  19  19  19.0  19.0  . . .  

CAST IRON 3.35 TOTAL C, 0.50 COMBINED C, 
2.25SI, 0.084S, 0.26P, 0.60MN  

LARGE BAR  36  UNNOTCHED  0.33D  . . .  . . .  . . .  24  21  19  19.0  19.0  . . .  

CAST IRON 3.46 TOTAL C, 0.44 COMBINED C, 
2.35SI, 0.078S, 0.27P, 0.62MN, 0.63NI, 0.22CR  

LARGE BAR  37  UNNOTCHED  0.33D  . . .  . . .  28  26  23  22  20.0  20.0  . . .  

CAST IRON 3.31 TOTAL C, 0.61 COMBINED C, 
1.45SI, 0.106S, 0.37P, 0.86MN  

LARGE BAR  40  UNNOTCHED  0.33D  . . .  . . .  25  22  19  19  19.0  19.0  . . .  

CAST IRON 2.86 TOTAL C, 0.65 COMBINED C, 
2.51SI, 0.079S, 0.057P, 0.62MN  

LARGE BAR  43  UNNOTCHED  0.33D  . . .  . . .  . . .  28  24  24  24.0  24.0  . . .  

LARGE BAR  45  UNNOTCHED  0.33D  . . .  . . .  30  27  24  22  20.0  20.0  . . .  CAST IRON 3.03 TOTAL C, 0.58 COMBINED C, 
1.93SI, 0.64MN, 0.023S, 0.076P  LARGE BAR  45  KOMMERS 

NOTCH  
   5+  26  23  21  18  17  17.0  17.0  . . .  

SLAB (RT 
DATA)  

48  UNNOTCHED  0.30D  . . .  . . .  . . .  . . .  25  23  20.0  20.0  . . .  HIGH-STRENGTH CAST IRON 2.84 TOTAL C, 
0.74 COMBINED C, 1.52SI, 1.05MN, 0.37CU, 
0.31CR, 0.20NI, 0.07P, 0.124S (GRAVITY), 0.106S 
(H2S)  

SLAB (RT 
DATA)  

48  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  . . .  24  22  19  18  17.0  17.0  17.0  

SLAB (300 °F 
DATA)  

45  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  23  20  19  18  17  17.0  17.0  . . .  HIGH-STRENGTH CAST IRON 2.84 TOTAL C, 
0.74 COMBINED C, 1.52SI, 1.05MN, 0.37CU, 
0.31CR, 0.20NI, 0.07P, 0.124S (GRAVITY), 0.106S 
(H2S)  

SLAB (500 °F 
DATA)  

46  UNNOTCHED  0.30D  . . .  30  24  21  19  18  18.0  18.0  . . .  



SLAB (500 °F 
DATA)  

46  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  23  22  20  19  16  16.0  16.0  . . .  

SLAB (700 °F 
DATA)  

50  UNNOTCHED  0.30 D  . . .  . . .  30  25  23  22  22.0  22.0  . . .  

SLAB (700 °F 
DATA)  

50  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  . . .  25  22  21  20  20.0  20.0  . . .  

SLAB (850 °F 
DATA)  

45  UNNOTCHED  0.30D  . . .  . . .  27  25  23  23  23.0  23.0  . . .  

SLAB (850 °F 
DATA)  

45  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  25  20  18  17  17  17.0  17.0  . . .  

SLAB (1000 °F 
DATA)  

33  UNNOTCHED  0.30D  . . .  25  18  17  16  15  15.0  15.0  . . .  

SLAB (1000 °F 
DATA)  

33  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  17  15  14  14  14  14.0  14.0  . . .  

SLAB (1200 °F 
DATA)  

16  UNNOTCHED  0.30D  . . .  15  10  8  7  7  7.0  7.0  . . .  

 

SLAB (1200 °F 
DATA)  

16  TRANSVERSE 
HOLE  

0.032D, 
0.32D  

2.2  . . .  13  10  9  8  7.0  7.0  . . .  

UTS, ultimate tensile strength; RT, room temperature; d, diameter; D, outer diameter; r, radius. Source: H.J. Grover, S.A. Gordon, and L.R. Jackson, Fatigue of Metals and Structures, 
Department of the Navy, 1960, p 278-279 



TABLE 3 EFFECT OF A CIRCUMFERENTIAL V-NOTCH ON THE BENDING FATIGUE STRENGTH OF CAST STEEL 
AND CAST IRON 

BENDING 
FATIGUE 
STRENGTH, KSI  

DIMENSIONS OF NOTCH  MATERIAL  TENSILE 
STRENGTH, 
KSI  

PLAIN  NOTCHED  

KF  KT 
(NEUBER)  

ANGLE, 
DEG  

ROOT 
RADIUS, 
IN.  

MINIMUM 
DIAMETER, 
IN.  

DEPTH, 
IN.  

75  29.6  23  1.28  2.2  60  0.015  0.22  0.035  CAST 0.4% C 
STEEL  84  33.6  25  1.34  2.2  60  0.015  0.22  0.035  

100  45.8  30  1.54  2.2  60  0.015  0.22  0.035  
113  56.2  31  1.80  2.2  60  0.015  0.22  0.035  
130  54.6  36  1.51  2.2  60  0.015  0.22  0.035  

CAST ALLOY 
STEEL  

150  69.2  43  1.61  2.2  60  0.015  0.22  0.035  
130  39  26  1.50  3.1  55  0.0086  0.300  0.0375  
150  44  29  1.52  3.1  55  0.0086  0.300  0.0375  
164  46  30  1.53  3.1  55  0.0086  0.300  0.0375  

CAST ALLOY 
STEEL  

170  47  32  1.47  3.1  55  0.0086  0.300  0.0375  
GRAPHITIC 
CAST STEEL  

100  32  18  1.78  3.1  55  0.0086  0.300  0.0375  

46  22  14  1.57  3.1  55  0.0086  0.300  0.0375  
44  16  16  1.00  3.1  55  0.0086  0.300  0.0375  
52  24  22  1.09  3.1  55  0.0086  0.300  0.0375  
48  20  20  1.00  3.1  55  0.0086  0.300  0.0375  
50  21  21  1.00  3.1  55  0.0086  0.300  0.0375  
41  18  15  1.20  3.1  45  0.010  0.331  0.071  

FLAKE-
GRAPHITE 
GRAY CAST 
IRON  

60  23  21  1.09  3.1  45  0.010  0.331  0.071  
80  38  22  1.73  3.1  45  0.010  0.301  0.086  
86  37  21  1.76  3.1  45  0.010  0.301  0.086  
91  38  26  1.46  3.1  45  0.010  0.301  0.086  
78  38  20  1.90  3.5  45  0.010  0.417  0.142  
79  35  19  1.84  3.5  45  0.010  0.417  0.142  
81  37  21  1.76  3.5  45  0.010  0.417  0.142  

NODULAR CAST 
IRON (AS CAST)  

85  34  16  2.13  3.5  45  0.010  0.417  0.142  
46  24  21  1.14  3.1  45  0.010  0.301  0.086  
61  29  17  1.70  3.1  45  0.010  0.301  0.086  
73  30  17  1.77  3.1  45  0.010  0.301  0.086  
77  32  17  1.88  3.1  45  0.010  0.301  0.086  
42  22  15  1.47  3.5  45  0.010  0.417  0.142  
46  23  18  1.28  3.5  45  0.010  0.417  0.142  

NODULAR CAST 
IRON (HEAT 
TREATED)  

51  26  16  1.63  3.5  45  0.010  0.417  0.142  

Source: Fatigue of Metals, National Physics Lab, 1962, p 154-155 



 

FIG. 4 RELATION BETWEEN ROTATING-BENDING FATIGUE STRENGTH AND TENSILE STRENGTH OF IRON, 
BASED ON FATIGUE LIMIT OR FAILURE IN 107 CYCLES. SOURCE: SEE ANGUS (1960) AND GROVER (1960) IN 
"SELECTED REFERENCES: PRIOR TO 1980"  

Fatigue Crack Growth. Fatigue crack initiation is the limiting fatigue mechanism when fatigue life approaches about 
106 cycles or the fatigue-limit regime. Below about 106 cycles, the majority of fatigue life tends to be consumed by 
fatigue crack growth for gray, ductile, and compacted graphite irons (Ref 2). For practical purposes, crack initiation in the 
low-cycle regime (102 to about 106 cycles) can be assumed to occur on the first cycle of loading. Thus, life prediction 
models for low-cycle fatigue of cast irons should be based on crack growth behavior (Fig. 5 and 6). 

 

FIG. 5 CRACK DEVELOPMENT IN DUCTILE IRON. SOURCE: REF 2 



 

FIG. 6 CRACK DEVELOPMENT IN GRAY IRON. SOURCE: REF 2 

The Paris relation, da/dN - C(∆K)n, is valid for cast iron in the regime of intermediate stress intensities. Fatigue crack 
growth studies on permanent mold ductile iron castings of a hypereutectic composition (3.6C-3.0Si) indicate that it may 
be possible to improve the fatigue crack growth resistance by lowering the pearlite content and increasing the nodule 
count. Crack growth parameters from this study are summarized in Table 4. Results of various investigations on fatigue 
crack growth rate are shown as a function of the fracture toughness (KIc) in Fig. 7. The crack growth exponent values in 
permanent mold ductile iron castings are significantly higher than in others. Further, slight reductions in fracture 
toughness lead to large increases in exponent values. 

TABLE 4 TOUGHNESS AND FATIGUE CRACK GROWTH DATA FOR VARIOUS DUCTILE IRONS 

AUSTENITIZED AT(B):  PROPERTY  AS 
CAST(A)  

AS 
CAST(A)  

AS 
CAST(A)  800 

°C  
900 °C  1000 °C  900 

°C  
GRAPHITE SHAPE(C)  S  S  I  S  S  S  S  
NODULE COUNT, MM-2  201  221  . . .  107  95  101  269  
PEARLITE, %  73.8  45.2  37.5     [<2%, ANNEALED 

FERRITIC]  
   

FERRITE GRAIN SIZE, MM  . . .  . . .  . . .  0.021  0.032  0.039  0.034  
KIC, MPA m   25.6  38.5  37.5  61.5  66.3  67.3  64.5  

Y, MPA  612.2  562.1  437.6  409.4  405.3  402.7  401.3  
C (PARIS LAW 
COEFFICIENT)  

1.58  1.83  1.10  9.86  4.54  8.51  2.09  

N (PARIS LAW 
EXPONENT)  

10.75  6.66  7.14  7.44  7.41  7.27  5.12  

Source: Ref 7 

(A) AS CAST (CHILL FREE); PEARLITE VARIATION WAS ACHIEVED THROUGH CHANGES IN 
MOLD PREHEATING TEMPERATURE AND MOLD WALL THICKNESS. 

(B) AFTER SOAKING AT THE INDICATED TEMPERATURE FOR 12 H, ALL THE CASTINGS WERE 
FURNACE COOLED TO 690 °C, HELD FOR 24 H, THEN AIR COOLED TO ROOM 
TEMPERATURE. 

(C) S, SPHEROIDAL GRAPHITE; I, IRREGULAR (VERMICULAR) GRAPHITE.  



 

FIG. 7 VARIATION OF CRACK GROWTH EXPONENT WITH FRACTURE TOUGHNESS IN MAGNESIUM-TREATED 
CAST IRONS AND STEELS. STEELS DATA IS FROM J. KNOTT, FUNDAMENTALS OF FRACTURE MECHANICS, 
BUTTERWORTH, 1973. SOURCE: REF 7 

Fracture Appearance. In flake graphite cast irons, it is not generally possible to determine from fracture appearance 
whether failure has been due to fatigue or to a single overload in tension, because no distinctive fatigue fracture is 
obtained. This is particularly so with relatively weak flake graphite cast irons. In nodular irons, however, fatigue failures 
frequently have a distinctive appearance different from that associated with failure by other means. 

Load Variables. Axial loading or torsional loading cycles are frequently encountered in designing parts of cast iron, and 
in many instances these are not completely reversed loads. Types of regularly repeated stress variation can usually be 
expressed as a function of a mean stress and a stress range. Wherever possible, the designer should use actual data from 
the limited information available. Without precisely applicable test data, an estimate of the reversed bending fatigue limit 
of machined parts may be made by using about 35% of the minimum specified tensile strength of the particular grade of 
gray iron being considered. This value is probably more conservative than an average of the few data available on the 
fatigue limit for gray iron. 

An approximation of the effect of range of stress on fatigue limit may be obtained from diagrams such as Fig. 8. Tensile 
strength is plotted on the horizontal axis to represent fracture strength under static load (which corresponds to a 0 stress 
range). Reversed bending fatigue limit is plotted on the ordinate for 0 mean stress, and the two points are joined by a 
straight line. The resulting diagram yields a fatigue limit (maximum value of alternating stress) for any value of mean 
stress. 



 

FIG. 8 DIAGRAM SHOWING SAFE AND UNSAFE FATIGUE ZONES FOR CAST IRON SUBJECTED TO RANGES OF 
ALTERNATING STRESS SUPERIMPOSED ON A MEAN STRESS. EXAMPLE POINT P SHOWS CONDITIONS OF 
TENSILE (POSITIVE) MEAN STRESS; P' SHOWS COMPRESSIVE (NEGATIVE) MEAN STRESS. THE SAFETY 
FACTOR IS REPRESENTED BY THE RATIO OF OF TO OP OR OF' TO OP'. FOR CONDITIONS OF CONSTANT MEAN 
TENSILE STRESS, DK/DP IS THE SAFETY FACTOR. 

Few data available are applicable to design problems involving dynamic loading where the stress cycle is predominantly 
compressive rather than tensile. Other work done on aluminum and steel indicates that for compressive (negative) mean 
stress, the behavior of these materials could be represented by a horizontal line beginning at the fatigue limit in reversed 
bending, as indicated in Fig. 8. Gray iron is probably at least as strong as this for loading cycles resulting in negative 
mean stress, because it is much stronger in static compression than in static tension. It is therefore a natural assumption 
that the parallel behavior shown in Fig. 8 is conservative. 

If, prior to design, the real stress cycle can be predicted with confidence and enough data are available for a reliable S-N 
diagram, the casting might be dimensioned to obtain a minimum safety factor of 2 based on fatigue strength. (Some uses 
may require more conservative or more liberal loading.) The approximate safety factor is best illustrated by point P in 
Fig. 8. The safety factor is determined by the distance from the origin to the fatigue limit line along a ray through the 
cyclic-stress point, divided by the distance from the origin to that point. In Fig. 8 this is OF/OP. 

On this diagram, point P' represents a stress cycle having a negative mean stress. In other words, the maximum 
compressive stress is greater than the tensile stress reached during the loading cycle. In this instance, the safety factor is 
the distance OF'/OP'. However, this analysis assumes that overloads will increase the mean stress and alternating stress in 
the same proportion. This may not always be true, particularly in systems with mechanical vibration in which the mean 
stress may remain constant. For this condition, the vertical line through P would be used; that is, DK/DP would be the 
factor of safety. 

Most engineers use diagrams such as Fig. 8 mainly to determine whether a given condition of mean stress and cyclic 
stress results in a design safe for infinite life. The designer can also determine whether variations in the anticipated mean 
stress and alternating stress will place the design in the unsafe zone. Usually the data required to analyze a particular set 
of conditions are obtained experimentally (e.g., Table 5). It is emphasized that the number of cycles of alternating stress 
implied in Fig. 8 is the number normally used to determine fatigue limits, that is, approximately 10 million. Fewer cycles, 
as encountered in infrequent overloads, will be safer than indicated by a particular point plotted on a diagram for infinite 
life. Too few data are available to draw a diagram for less than infinite life. 

TABLE 5 GRAY IRON FATIGUE STRENGTH IN BENDING AND TORSION 



GRAY IRON NO.  PARAMETER  
1  2  3  4  5  

TENSILE STRENGTH, KSI  44.0  48.0  55.0  56.5  76.5  
ENDURANCE LIMIT IN COMPLETE REVERSED BENDING, KSI  19.0  21.0  22.0  22.0  25.0  
ENDURANCE LIMIT IN HALF-CYCLE BENDING, 0-MAX, KSI  23.0  32.0  27.0  33.0  38.0  
ENDURANCE LIMIT IN COMPLETE REVERSED TORSION, KSI  16.0  16.5  21.0  20.0  22.0  
ENDURANCE LIMIT IN HALF-CYCLE TORSION, 0-MAX, KSI  23.0  25.0  26.0  33.0  29.0  

Source: Ref 8 

Fatigue Notch Sensitivity. Gray irons are less notch sensitive than ductile irons. Because the graphite flakes in gray 
iron can be thought of as internal notches, gray irons have little or no sensitivity to the presence of additional notches 
resulting from design features. The strength-reducing effect of the internal notches is included in the fatigue limit values 
determined by conventional laboratory tests with smooth bars. High-strength irons usually exhibit greater notch 
sensitivity, but probably not the full theoretical value represented by the stress concentration factor. Normal stress 
concentration factors (see Ref 9) are probably suitable for high-strength gray irons. Relative notch factors (the ratio of 
unnotched to notched fatigue strength) for cast irons are in the range of about (Ref 6):  

• 1.7 TO 1.8 FOR COMPACTED GRAPHITE IRONS  
• LESS THAN 1.5 FOR GRAY IRON  
• GREATER THAN 1.85 FOR DUCTILE IRON  

Thermal Fatigue. When castings are used in an environment where frequent changes in temperature occur, or where 
temperature differences are imposed on a part, thermal stresses occur in castings and may result in elastic and plastic 
strains and finally in crack formation. Changes in microstructure, associated with stress-inducing volume changes, as well 
as surface and internal oxidation, may also be associated with stresses induced by temperature differences. 

The interpretation of thermal fatigue tests is complicated by the many different test methods employed by various 
investigators. The two widely accepted methods are constrained thermal fatigue and finned-disk thermal shock tests (Ref 
10, 11). 

In general, for good resistance to thermal fatigue, cast irons should have high thermal conductivity, low modulus of 
elasticity, high strength at room and elevated temperatures, and, for use above 500 to 550 °C (930 to 1020 °F), resistance 
to oxidation and structural change. The relative ranking of irons varies with test conditions. When high cooling rates are 
encountered, experimental data and commercial experience show that thermal conductivity and a low modulus of 
elasticity are most important. Consequently, gray irons of high carbon content (3.6 to 4%) are superior (Ref 10, 11). 
When intermediate cooling rates exist, ferritic ductile and compacted graphite irons have the highest resistance to 
cracking but are subject to distortion. When low cooling rates exist, high-strength pearlitic ductile irons or ductile irons 
alloyed with silicon and molybdenum are best with regard to cracking and distortion (Fig. 9). 



 

 

COMPOSITION  
C  SI  MN  P  MG  OTHER  
2.96  2.90  0.78  0.66  . . .  0.12 CR  
3.52  2.61  0.25  0.051  0.015  . . .  
3.52  2.25  0.40  0.054  0.015  1.47 CU  
3.67  2.55  0.13  0.060  0.030  . . .  
3.60  2.34  0.50  0.053  0.030  0.54 CU  
3.48  4.84  0.31  0.067  0.030  1.02 MO    

FIG. 9 RESULTS OF THERMAL FATIGUE TESTS ON VARIOUS CAST IRONS; SPECIMENS CYCLED BETWEEM 650 
AND 20 °C (1200 AND 70 °F). FG, FLAKE GRAPHITE; CG, COMPACTED GRAPHITE; SG, SPHEROIDAL 
GRAPHITE; UTS, ULTIMATE TENSILE STRENGTH. SOURCE: REF 10 

A rather detailed analysis of the behavior of various irons at elevated temperatures is given in Ref 6. Extensive 
experimental work on cylinder heads is reviewed. A critical analysis of most of the accepted criteria for assessing the 
quality of irons for castings used at elevated temperatures is also included. 

Constrained Thermal Test. In the constrained thermal fatigue test (Ref 11), a specimen is mounted between two 
stationary plates that are held rigid by two columns, heated by high-frequency (450 kHz) induction current, and cooled by 
conduction of heat to water-cooled grips. The thermal stress that develops in the test specimen is monitored by a load cell 
installed in one of the grips holding the specimen. As thermal cycling continues, the specimen accumulates fatigue 
damage in a fashion similar to that in mechanical fatigue testing; ultimately, the specimen fails by fatigue. 

Experimental results (Fig. 10) point to higher thermal fatigue for compacted graphite iron than for gray iron and also 
indicate the beneficial effect of molybdenum. In fact, regression analysis of experimental results indicates that the main 
factors influencing thermal fatigue are tensile strength (TS) and molybdenum content:  

LOG N = 0.934 + 0.026 · TS + 0.861 · MO  



where N is the number of thermal cycles to failure, tensile strength is in kips (1000 lbs) per square inch (ksi), and 
molybdenum is in percent. 

 

FIG. 10 RESULTS OF CONSTRAINED THERMAL FATIGUE TESTS CONDUCTED BETWEEN 100 AND 540 °C (212 
AND 1000 °F). CG, COMPACTED GRAPHITE; FG, FLAKE GRAPHITE. SOURCE: REF 11 

Finned-Disk Test. In the finned-disk thermal shock test (Ref 11), the specimen is cycled between a moderate-
temperature environment and a high-temperature environment, which causes thermal expansion and contraction. Because 
thermal conductivity plays a significant role in this type of test, gray iron shows much greater resistance to cracking than 
compacted graphite iron. Major cracking occurred in less than 200 cycles in all compacted graphite iron specimens, while 
the unalloyed gray iron developed minor cracking after 500 cycles and major cracking after 775 cycles (Ref 11). Because 
of its higher elevated-temperature strength, alloyed gray iron was even more resistant to thermal fatigue. 

Corrosion Fatigue of Cast Irons. A limited amount of information is available in the literature on the corrosion fatigue 
of cast irons. From a literature review of a few tests in tap and salt water, the fatigue reduction factors due to corrosion 
were from 1.28 to 1.59 in tap water and 1.55 to 2.47 in sea water for gray irons (Ref 1). Fatigue strengths were reduced by 
about 7 MPa (1 ksi) when tested in tap water. 

Additional corrosion fatigue tests carried out by the British Cast Iron Research Association (Ref 1) were conducted in 
various environments, as summarized in Tables 6 and 7. The fatigue strength in air, in demineralized water, and in 
inhibitor-containing water was based on a life of 50 × 106 cycles of stress, and the tests in sodium chloride solution were 
based on 100 × 106 cycles of stress. The stress frequency was approximately 3,000 cycles/min. The following conclusions 
from Ref 1 are noted:  

• "CORROSION FATIGUE OF FLAKE GRAPHITE (GRAY) IRONS IN DEMINERALIZED WATER 
CAN BE PREVENTED BY THE ADDITION TO THE WATER OF KNOWN ALKALINE 
INHIBITORS EXCEPT BORAX WHICH IS NOT COMPLETELY EFFECTIVE FOR PEARLITIC 
IRONS. SOLUBLE OILS ARE ALSO EFFECTIVE FOR FLAKE GRAPHITE IRONS."  

• "TESTS IN CORROSION-INHIBITED DEMINERALIZED WATER ON BOTH PEARLITIC AND 
FERRITIC NODULAR (DUCTILE) IRONS REVEALED THAT THE ONLY SATISFACTORY 
INHIBITOR GIVING MORE OR LESS COMPLETE PROTECTION AGAINST CORROSION 



FATIGUE WAS POTASSIUM CHROMATE. SOME PROTECTION WAS OBTAINED WITH 
SODIUM CARBONATE FOR PEARLITIC IRONS AND THIS, TOGETHER WITH TRI-SODIUM 
ORTHOPHOSPHATE AND SODIUM NITRITE, WAS EFFECTIVE FOR FERRITIC IRONS. 
SOLUBLE OILS ARE NOT EFFECTIVE IN PREVENTING CORROSION FATIGUE OF 
NODULAR GRAPHITE IRONS."  

• "ALL INHIBITORS PREVENTED VISIBLE CORROSION OF THE SURFACE, BUT THIS IS NO 
INDICATION OF THE EFFECTIVENESS OF AN INHIBITOR IN PREVENTING CORROSION 
FATIGUE."  

See Ref 1 for more details. 

TABLE 6 CORROSION FATIGUE OF CAST IRONS 

PEARLITIC FLAKE  PEARLITIC NODULAR  FERRITIC NODULAR  ENVIRONMENT  
FATIGUE 
STRENGTH, 
KSI  

FATIGUE 
STRENGTH 
REDUCTION 
FACTOR  

FATIGUE 
STRENGTH, 
KSI  

FATIGUE 
STRENGTH 
REDUCTION 
FACTOR  

FATIGUE 
STRENGTH, 
KSI  

FATIGUE 
STRENGTH 
REDUCTION 
FACTOR  

AIR  16  . . .  35  . . .  27  . . .  
WATER  13  1.23  29  1.21  23  1.18  
3% SODIUM 
CHLORIDE  

5  3.20  6  5.83  6  4.50  

1% BORAX  14  1.14  25  1.40  20  1.35  
3% "SOBENITE"(A)  16  1.00  29  1.21  24  1.13  
3% SODIUM 
CARBONATE  

16  1.00  32  1.09  25  1.08  

3% SOLUBLE OIL  16  1.00  27  1.30  24  1.13  
0.25% POTASSIUM 
CHROMATE  

16  1.00  34  1.03  28  0.97  

Source: Ref 2 

(A) "SOBENITE" IS A MIXTURE OF 10 PARTS SODIUM BENZOATE TO 1 PART SODIUM NITRITE.  

TABLE 7 CORROSION FATIGUE STRENGTHS OF CAST IRONS AND STEELS 

FATIGUE STRENGTH, KSI  MATERIAL  CORROSIVE 
MEDIUM  IN AIR  IN CORROSIVE 

MEDIUM  

TENSILE 
STRENGTH, 
KSI  

FLAKE GRAPHITE IRON  WATER  16  13  40  
MILD STEEL  WATER  33  13  52  
NODULAR GRAPHITE IRON  WATER  35  29  94  
1.3NI-0.6CR STEEL  WATER  57  30  114  
18CR-8NI STAINLESS STEEL  WATER  29  26  84  
FLAKE GRAPHITE IRON  3% SALT WATER  16  5  40  
0.2% C STEEL  SEA WATER  29  4  64  
0.5% C STEEL (AS-DRAWN)  3% SALT WATER  49  7  130  
NODULAR GRAPHITE IRON  3% SALT WATER  35  6  94  
3NI-0.7CR STEEL  SEA WATER  46  10  96  
18CR-8NI STAINLESS STEEL  SEA WATER  29  10  84  

Source: Ref 1 
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Fracture Toughness of Cast Irons 

Like the fracture resistance of structural steels and other alloys, the measurement of the fracture resistance of cast irons 
can be broadly divided into two groups:  

• MEASUREMENT OF FRACTURE ENERGY CURVES BASED ON DYNAMIC TEAR TESTS 
(ASTM E604-83) OR CHARPY IMPACT TESTS  

• MEASUREMENT OF RESISTANCE TO CRACK PROPAGATION USING A FRACTURE 
MECHANICS METHOD, SUCH AS LINEAR ELASTIC FRACTURE MECHANICS (ASTM E 399), 
ELASTIC-PLASTIC FRACTURE MECHANICS WITH THE J INTEGRAL (ASTM E 813), CRACK-
TIP OPENING DISPLACEMENT (BS 5762) MEASUREMENTS, OR DYNAMIC FRACTURE 
TOUGHNESS PARAMETERS SUCH AS KID OR JID  

Fracture energy curves and dynamic fracture toughness (KId or JId) both can be used to evaluate transition temperature 
behavior, where fracture behavior changes from ductile to brittle. However, comparison of transition temperatures 
measured in the different dynamic tests (e.g., Charpy impact, dynamic tear energy tests, or KId or JId tests) is 
inappropriate. Cast iron yield strengths are rate dependent, and thus transition temperatures are affected when loading 
rates change from slow bending to impact. Therefore, valid comparison can only be made when loading rate, specimen 
size, and notch acuity are similar. These different types of fracture toughness tests are discussed elsewhere in this Volume 
(see the article "Fracture Toughness Testing"). A comparison of the different test methods is also reviewed for cast iron 
toughness in Ref 5. In general, test bars for the Charpy or Izod impact testing of cast irons are larger than those used for 
testing steels. Increases in the size of as-cast specimens cause a relative reduction in impact strength and tensile strength. 

In metallurgical terms, the general effects of graphite morphology and matrix microstructure are shown in Fig. 11 and 12 
for cast irons. Like fatigue fracture, gray iron has the lowest fracture resistance, due to the inherent notch effect from the 
flake morphology of its graphite. Gray iron is also less notch sensitive, with little or no change in notch toughness at 
lower temperatures. Ductile-to-brittle transition temperatures are more pronounced for ductile and compacted graphite 
irons (Fig. 11, 12). The effect of graphite morphology is more pronounced for upper shelf toughness, but below the 
transition temperature, graphite morphology has little effect on toughness. 



 

FIG. 11 EFFECT OF GRAPHITE SHAPE ON DYNAMIC FRACTURE TOUGHNESS, (KJD) OF FERRITIC GRADES OF 
VARIOUS CAST IRONS. THESE RESULTS ARE GENERALLY BASED ON DATA FROM THE LITERATURE, WITH 
SOME APPROXIMATION WHERE DATA IN LITERATURE IS INCOMPLETE. SOURCE: REF 5 

 

FIG. 12 EFFECT OF GRAPHITE SHAPE ON FRACTURE TOUGHNESS OF PEARLITIC GRADES OF VARIOUS CAST 
IRONS. THESE RESULTS ARE GENERALLY BASED ON DATA FROM THE LITERATURE WITH SOME 
APPROXIMATION IN REGIONS WHERE DATA IS INCOMPLETE. SOURCE: REF 5 

Most alloying elements or impurities affect toughness indirectly through their effect on graphite morphology and matrix 
microstructure. However, silicon and phosphorous are two exceptions. Both of these impurities have a strong influence on 
toughness (Fig. 13). The effect of microstructure and alloying on toughness is summarized for each specific type of cast 
iron in the next sections. 



 

FIG. 13 CHARPY V-NOTCH IMPACT ENERGIES OF DUCTILE IRONS. SOURCE: PELLINI, SANDOZ, AND BISHOP, 
NOTEN DUCTILITY OF NODULAR IRONS, TRANS. ASM, VOL 46, 1954, P 418-445 

Table 8 is a general summary of room-temperature Charpy toughness for various cast irons. Charpy testing is the most 
widely used method to evaluate the fracture toughness of cast irons, and additional information can be found in Properties 
and Selection: Irons, Steels, and High-Performance Alloys, Volume 1 of the ASM Handbook and other reference books 
on cast irons (Ref 3, 4). 

TABLE 8 TYPICAL IMPACT STRENGTH OF CAST IRONS 

CLASS OR TYPE  ULTIMATE 
TENSILE 
STRENGTH(A), 
KSI  

HARDNESS, 
HB  

V-
NOTCH 
CHARPY, 
FT · LBF  

UNNOTCHED 
CHARPY, 
FT · LBF  

UNNOTCHED 
IZOD 
1.2 IN. DIAM, 
FT · LBF  

UNNOTCHED 
CHARPY(B) 
1.2 IN. DIAM, 
FT · LBF  

GRAY CAST IRONS  
MEDIUM SECTION 
(TYPE 20)  

20-25  140-187  . . .  . . .  21  55  

MEDIUM SECTION 
(TYPE 25)  

25-30  170-229  . . .  . . .  22  55  

MEDIUM SECTION 
(TYPE 30)  

30-35  170-241  . . .  . . .  23  60  

MEDIUM SECTION 
(TYPE 35)  

35-40  187-269  . . .  . . .  25  60  

MEDIUM SECTION 
(TYPE 40)  

40-48  207-269  . . .  . . .  31  70  

MEDIUM SECTION 
(TYPE 45)  

45-52  217-269  . . .  . . .  36  . . .  

MEDIUM SECTION 
(TYPE 50)  

50-57  215-260  . . .  . . .  65  80  

MEDIUM SECTION 
(TYPE 60)  

60-66  230-290  . . .  . . .  75  115(C)  

MEDIUM SECTION 
(TYPE 70)  

70  . . .  . . .  . . .  120  . . .  

NICKEL ALLOYED 
GRAY IRON (NCI 

30 MIN  200  . . .  . . .  26  . . .  



30)  
NICKEL ALLOYED 
GRAY IRON (NCI 
40)  

40  230  . . .  . . .  35  . . .  

NICKEL ALLOYED 
GRAY IRON (NCI 
50)  

50  260  . . .  . . .  43  . . .  

NICKEL ALLOYED 
GRAY IRON (NCI 
60)  

60  290  . . .  . . .  52  . . .  

NICKEL ALLOYED 
GRAY IRON (NCI 
70)  

70  320  . . .  . . .  61  . . .  

NICKEL ALLOYED 
GRAY IRON (NCI 
80)  

80  350  . . .  . . .  70  . . .  

MALLEABLE CAST IRONS  
FERRITIC 
MALLEABLE 
(32510)  

50-58  110-156  14-17  50-60  . . .  70-90  

FERRITIC 
MALLEABLE 
(35018)  

53-60  110-156  16.5  . . .  . . .  70-90  

PEARLITIC 
MALLEABLE 
(43010)  

. . .  . . .  . . .  . . .  . . .  . . .  

PEARLITIC 
MALLEABLE 
(45010)  

65  163-207  9  . . .  . . .  . . .  

PEARLITIC 
MALLEABLE 
(45007)  

65  163-207  . . .  . . .  . . .  . . .  

PEARLITIC 
MALLEABLE 
(48004)  

70  163-228  . . .  . . .  . . .  . . .  

PEARLITIC 
MALLEABLE 
(48005)  

. . .  . . .  6  . . .  . . .  . . .  

PEARLITIC 
MALLEABLE 
(50007)  

75  179-228  . . .  . . .  . . .  22-35  

PEARLITIC 
MALLEABLE 
(53004)  

. . .  197-241  4  . . .  . . .  . . .  

PEARLITIC 
MALLEABLE 
(60003)  

80  197-255  . . .  . . .  . . .  22-35  

PEARLITIC 
MALLEABLE 
(70002)  

. . .  . . .  . . .  . . .  . . .  22-35  

MARTENSITIC 
MALLEABLE 
(80002)  

100  241-269  . . .  . . .  . . .  22-35  

WHITE AND ALLOY CAST IRONS  
UNALLOYED 
WHITE  

20-50  300-575  . . .  . . .  . . .  3.5-10.0  

HIGH SI (DURIRON, 
DURICHLOR)  

13-18  480-520  . . .  . . .  . . .  2-4(D)  

HIGH CR (CORROS. 
RESISTANT)  

30-90  290-400  . . .  . . .  . . .  20-35(D)  

MEDIUM SI (SILAL)  5-45  170-250  . . .  . . .  . . .  15-23(D)  
NI-CR-SI  20-45  80-150  . . .  . . .  . . .  110-210(D)  
HIGH AL  34-90  180-350  . . .  . . .  . . .  180-350(D)  



NI-RESIST (TYPE 1)  25-30  130-170  . . .  . . .  100  . . .  
NI-RESIST (TYPE 2)  25-30  125-170  . . .  . . .  100  . . .  
NI-RESIST (TYPE 
2B)  

30-35  170-250  . . .  . . .  60  . . .  

NI-RESIST (TYPE 3)  25-35  120-160  . . .  . . .  150  . . .  
NI-RESIST (TYPE 4)  25-30  150-210  . . .  . . .  80  . . .  
NI-RESIST (TYPE 5)  20-25  100-125  . . .  . . .  150  . . .  
NI-HARD (TYPE 1 
SAND CAST)  

40-50  550(S)  . . .  . . .  20-30  . . .  

NI-HARD (TYPE 1 
CHILL CAST)  

50-60  600 (S)  . . .  . . .  25-40  . . .  

NI-HARD (TYPE 2 
SAND CAST)  

45-55  525 (S)  . . .  . . .  25-35  . . .  

NI-HARD (TYPE 2 
CHILL CAST)  

60-70  575 (S)  . . .  . . .  35-55  . . .  

ALMANITE 
(MEEHANITE TYPE 
WS)  

60-80  400-525  . . .  . . .  TO 180  . . .  

DUCTILE IRONS  
STANDARD 
DUCTILE 60-40-18  

60-80  149-187  10-15  75-115  120+  . . .  

STANDARD 
DUCTILE 80-55-06  

80-100  179-248  2-5  15-65  120+  . . .  

STANDARD 
DUCTILE 100-70-03  

100-120  217-269  2-6  35-50  . . .  . . .  

STANDARD 
DUCTILE 120-90-02  

120-175  240-300  2-6  25-40  . . .  . . .  

NI-RESIST DUCTILE 
(AUSTENITIC) D-2  

55-69  140-200  12  26  . . .  . . .  

NI-RESIST DUCTILE 
(AUSTENITIC) D-2B  

58-70  150-210  10  . . .  . . .  . . .  

NI-RESIST DUCTILE 
(AUSTENITIC) D-2C  

55-65  130-170  28  . . .  . . .  . . .  

NI-RESIST DUCTILE 
(AUSTENITIC) D-3  

55-67  140-200  7  . . .  . . .  . . .  

NI-RESIST DUCTILE 
(AUSTENITIC) D-3A  

55-65  130-190  14  . . .  . . .  . . .  

NI-RESIST DUCTILE 
(AUSTENITIC) D-4  

60-72  170-240  . . .  . . .  . . .  . . .  

NI-RESIST DUCTILE 
(AUSTENITIC) D-5  

55-60  130-180  17  . . .  . . .  . . .  

NI-RESIST 
DUCTILE 
(AUSTENITIC) D-
5B  

55-65  140-190  6  . . .  . . .  . . .  

Source: Ref 4 

(A) 0.750 IN. DIAMETER SPECIMENS MACHINED FROM 1.2 IN. DIAMETER TEST BAR. 
(B) 18 IN. BETWEEN SUPPORTS. 
(C) 6 IN. BETWEEN SUPPORTS, 1.125 IN. DIAMETER. 
(D) 1.2 IN. DIAMETER, 6 IN. BETWEEN SUPPORTS.  
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Gray Cast Iron 

Fatigue Strength. Notches and surface imperfections have little effect on the fatigue strength of gray cast irons, which 
is one reason for its use in automobile crankshafts and similar applications. Minimum tensile and fatigue properties of 
gray cast iron per ISO 185 are summarized in Table 9. The ratio of fatigue endurance limits to ultimate tensile strength 
has been reported to vary from 0.33 to 0.62 for gray cast irons (Ref 1). Graphite flake size, matrix microstructure 
(strength), and phosphorous content all influence the endurance ratio. Some general reported values for the endurance 
ratio have been:  

• 0.4 TO 0.7 FOR REPEATED LOADS IN COMPRESSION ONLY (REF 4)  
• 0.45 FOR IRONS WITH TENSILE STRENGTHS OF 55 TO 70 MPA (8 TO 10 KSI) (REF 1)  
• 0.38 FOR TENSILE STRENGTHS FROM 80 TO 100 MPA (12 TO 15 KSI) WITH ACICULAR-

MATRIX MICROSTRUCTURES (REF 1)  

Typical values for different loading conditions are summarized in Table 5. The ratio of endurance limits between torsion 
loading versus bending loads is reported to vary from 0.75 to 1.25 (Ref 4). In general, the fatigue endurance limit ratio 
with ultimate tensile strength is smaller at higher tensile strengths. 

TABLE 9 MINIMUM TENSILE AND FATIGUE PROPERTIES OF GRAY CAST IRONS TO ISO 185 (1988) 

MINIMUM PROPERTIES  PROPERTY  
GRADE 
150  

GRADE 
200  

GRADE 
250  

GRADE 
300  

GRADE 
350  

GRADE 
400(A)  

TENSILE STRENGTH, MPA (KSI)  150 (21.75)  200 (29.0)  260 (37.7)  300 (43.5)  350 (50.75)  400 (58.0)  
FATIGUE LIMIT (WOHLER) 

UNNOTCHED(B), MPA (KSI)  
68 (9.85)  90 (13.05)  117 (16.95)  135 (19.55)  149 (21.6)  152 (22.0)  

V-NOTCHED(C), MPA (KSI)  68 (9.85)  87 (12.6)  108 (15.65)  122 (17.7)  127 (18.7)  129 (18.4)   
(A) NOT IN ISO 185 BUT INCLUDED IN SOME NATIONAL SPECIFICATIONS. 
(B) 8.4 MM DIAMETER. 
(C) CIRCUMFERENTIAL 45° V-NOTCH WITH 0.25 MM ROOT RADIUS  

Impact Strength and Toughness. of Gray cast irons are not notch sensitive and do not have a pronounced ductile-to-
brittle transition temperature (Fig. 11, 12). However, the impact toughness of unnotched gray iron is reported (Ref 4) to 
decrease about 10 to 20% at -75 °C (-100 °F) and 50% at -185 °C (-300 °F). Gray irons with flake graphite have Charpy 
V-notch upper-shelf toughness at around 1.4 to 6.8 J (1 to 5 ft · lbf), with higher values obtained with higher-strength-
matrix microstructures (Ref 5). This unusual behavior (toughness generally decreases with higher strength) is attributed to 
the fact that fracture occurs through the graphite flakes rather than through matrix deformation (Ref 5). 

Several attempts have been made to measure the fracture toughness of gray iron using fracture mechanics methods (Ref 
5). Some results are summarized in Fig. 14. As mentioned above for Charpy toughness, there is a trend of higher 
toughness at higher strengths. The values of fracture toughness reported in the literature for gray cast iron almost always 
give either KQ or Kmax, rather than KIc, because of the ambiguity in determining accurately the moment of crack extension. 
A question then arises as to which of the two is the better measure of the fracture toughness. Bradley observed more than 
1.6 mm of crack advance before reaching maximum load in class 35 gray iron (Ref 12). In view of this result and the 
discussion presented in Ref 5, KQ values are considered reasonable and conservative estimates of KIc. Kmax values would 
tend to overestimate the fracture toughness of gray cast iron. 



 

FIG. 14 RELATIONSHIP BETWEEN TENSILE STRENGTH AND FRACTURE TOUGHNESS PARAMETERS KQ AND KMAX 
FOR GRAY CAST IRON. SOURCE: REF 5 
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Ductile Irons 

Fatigue Strength. Minimum tensile strength and fatigue limits for ductile irons per ISO 1083 are summarized in Table 
10. In fatigue applications, ductile irons are generally used in the pearlitic condition (as-cast or normalized). Austempered 
ductile iron and ferritic ductile iron are also used. Ductile iron is frequency sensitive, and the cycle frequency in testing 
should not exceed the expected frequency for service. 

TABLE 10 MINIMUM TENSILE AND FATIGUE PROPERTIES OF DUCTILE IRONS PRODUCED TO ISO 1083 (1987) 

FERRITIC 
IRONS  

INTERMEDIATE 
GRADES  

PEARLITIC AS-CAST 
AND 
NORMALIZED IRONS  

HARDENED-AND-
TEMPERED 
IRONS  

PROPERTY  

GRAD
ES 
350-22 
350-22L  

GRAD
ES 
400-18 
400-18L  

GRAD
E 
450-10  

GRAD
E 
500-7  

GRAD
E 
600-3  

GRAD
E 
700-2  

GRAD
E 
800-2  

GRAD
E 
900-2  

GRAD
E 
700-2  

GRAD
E 
800-2  

GRAD
E 
900-2  



TENSILE 
STRENGTH, 
MPA (KSI)  

350 
(50.75)  

400 
(58.0)  

450 
(65.25)  

500 
(72.5)  

600 
(87.0)  

700 
(101.5)  

800 
(116)  

900 
(130)  

700 
(101.5)  

800 
(116)  

900 
(130)  

0.19 
PROOF 
STRENGTH, 
MPA (KSI)  

203 
(29.45)  

247 
(35.8)  

293 
(42.5)  

323 
(46.85)  

346 
(50.2)  

385 
(55.8)  

440 
(63.8)  

495 
(71.8)  

525 
(76.1)  

600 
(87)  

675 
(97.9)  

ELONGATIO
N, %  

22  18  10  7  3  2  2  2  2  2  2  

FATIGUE 
LIMIT 
(WOHLER) 

UNNOTCHE
D (10.6 MM), 
MPA (KSI)  

180 
(26.1)  

195 
(28.3)  

210 
(30.5)  

224 
(32.5)  

248 
(36)  

280 
(40.6)  

304 
(44.1)  

317 
(46)  

280 
(40.6)  

304 
(44.1)  

317 
(46)  

NOTCHED(A

), MPA (KSI)  

114 
(16.5)  

122 
(17.7)  

128 
(18.6)  

134 
(19.4)  

149 
(21.6)  

168 
(20)  

182 
(26.4)  

190 
(27.5)  

168 
(24.35)  

182 
(26.4)  

190 
(27.55)  

 
(A) DIAMETER AT NOTCH ROOT, 10.6 MM; CIRCUMFERENTIAL 45° V-NOTCH WITH 0.25 MM ROOT RADIUS AND A 

NOTCH DEPTH OF 3.6 MM  

Fatigue endurance ratios for ductile iron are affected primarily by the matrix microstructure/strength (Fig. 15) and by 
notch factors (Fig. 16) or surface condition. Table 11 summarizes typical reversed bending fatigue results for three 
standard grades of ductile iron. Results of rotating bending tests carried out by the British Cast Iron Research Association 
are summarized in Table 12 and are discussed in more detail in Ref 1. Ductile irons follow the expected trend of 
decreasing fatigue endurance ratios for higher strength of the matrix microstructure. However, heat treatments that result 
in an increase of tensile strength do not show a proportional increase in the fatigue limit (Table 11). References 1, 2, 3, 4, 
5, 6, 7, and 8 and the "Selected References" listed at the end of this article are additional sources of property data on the 
fatigue of ductile iron. 

TABLE 11 REVERSED-BENDING FATIGUE PROPERTIES OF THREE STANDARD GRADES OF DUCTILE IRON 

UNNOTCHED(A)  45° V-NOTCHED  
TENSILE 
STRENGTH, ST  

ENDURANCE 
LIMIT, SE  

ENDURANCE 
LIMIT, SN  

TYPE  

MPA  KSI  MPA  KSI  

ENDURANCE 
RATIO(B)  

MPA  KSI  

ENDURANCE 
RATIO(C)  

NOTCH 
SENSITIVITY 
FACTOR(D)  

64-45-12  490  71  210  30.5  0.43  145  21  0.30  1.4  
80-55-06  620  90  275  40  0.44  165  24  0.27  1.7  
120-90-02(E)  930  135  338  49  0.36  207  30  0.22  1.6  

Source: ASM Handbook, Vol 1, p 48 

(A) POLISHED SPECIMENS WITH 10.6 MM DIAMETER. 
(B) SE/ST. 
(C) SN/ST. 
(D) SE/SN. 
(E) OIL QUENCHED FROM 900 °C (1650 °F) AND TEMPERED AT 595 °C (1100 °F).  

TABLE 12 EFFECT OF HEAT TREATMENT ON FATIGUE PROPERTIES OF DUCTILE IRON 

TREATMENT  TENSILE 
STRENGTH, 
KSI  

UNNOTCHED 
FATIGUE 
LIMIT, KSI  

ENDURANCE 
RATIO  

NOTCHED 
FATIGUE LIMIT, 
KSI  

AS-CAST  85  39  0.46  27  
NORMALIZED  134  44  0.33  27  
AS-CAST  86  36  0.42  23  



OIL-QUENCHED, TEMPERED 2 H 600 °C  120  44  0.37  27  
OIL-QUENCHED, TEMPERED 2 H 550 
°C  

133  44  0.33  25  

Source: Ref 1 

 

FIG. 15 EFFECT OF TENSILE STRENGTH AND MATRIX STRUCTURE ON ENDURANCE RATIO FOR DUCTILE IRON. 
SOURCE: METALS HANDBOOK, 9TH ED., VOL 1, P 45 



 

FIG. 16 EFFECT OF CAST SECTION SIZE ON THE FATIGUE PROPERTIES OF DUCTILE IRONS. SOURCE: METALS 
HANDBOOK, 9TH ED., VOL 15, P 662 

Charpy Impact Toughness. Upper-shelf Charpy V-notch energy for ferritic ductile iron is about 14 to 24 J (10 to 18 ft 
· lbf) as compared to 12 to 19 J (9 to 14 ft · lbf) for malleable iron and 1 to 6 J (0.7 to 4.5 ft · lbf) for gray iron. Data from 
a comprehensive study show that increasing pearlite content decreases impact toughness (Fig. 13) and that the transition 
temperature is significantly affected by silicon and phosphorous content. 

The effects of various heat treatments on Charpy V-notch impact energy are shown in Fig. 17 for a ductile iron alloyed 
with about 0.75% Ni. Curve F shows that austempering heat treatment not only improves elongation at high strength but 
also produces the highest room-temperature impact energy of any of the conventional heat treatments, with the exception 
of surface-hardened as-cast ductile iron, curve A, with a hardness of 207 HB. 



 

FIG. 17 EFFECT OF HEAT TREATMENT ON CHARPY V-NOTCH IMPACT PROPERTIES OF DUCTILE IRON. SOURCE: 
METALS HANDBOOK, 9TH ED., VOL 1, P 42 

The use of Charpy V-notch data is generally inappropriate to determine dynamic fracture toughness of ductile irons (Ref 
5). Because graphite debonding dominates the fracture process in ductile iron, Charpy V-notch specimens may be 
acceptable only when the internodular spacing is less than the standard notch root radius of 0.25 mm. This would require 
a nodular count of less than 20 mm-2, which is below the typical nodular counts in commercial ductile irons. 

Dynamic Tear Energy. Upper-shelf dynamic tear energy for ferritic ductile iron is about 175 J (129 ft · lbf) for a 
standard 15.9 mm specimen, as compared to 100 J (73 ft · lbf) for malleable iron (Ref 5). Greater amounts of pearlite in 
the matrix microstructure reduce the upper-shelf toughness (Fig. 18b). With higher levels of pearlite, the upper-shelf 
toughness is comparable to that of compacted graphite cast iron (Fig. 18a). Similar comparisons are expected for upper-
shelf toughness derived from Charpy testing. 



 

FIG. 18 EFFECT OF PEARLITE CONTENT ON THE TOUGHNESS OF (A) COMPACTED GRAPHITE (CG) CAST IRON 
AND (B) SPHEROIDAL GRAPHITE (SG) CAST IRON (I.E., DUCTILE IRON). THIS COMPARISON FOR SEVERAL 
DIFFERENT MATRIX MICROSTRUCTURES INDICATES THAT THE DELETERIOUS EFFECT OF VERMICULAR 
GRAPHITE ON FRACTURE TOUGHNESS IN CG IRON IS MUCH MORE PRONOUNCED FOR A FERRITIC MATRIX 
THAN FOR A PEARLITIC MATRIX. FURTHERMORE, THE COMPACTED GRAPHITE CAST IRON SEEMS TO HAVE A 
SOMEWHAT LOWER DUCTILE-TO-BRITTLE TRANSITION TEMPERATURE THAN DUCTILE IRON, POSSIBLY 
BECAUSE THE DUCTILE FRACTURE HAS BEEN MADE EASIER RELATIVE TO CLEAVAGE BY THE FORMATION OF 
COMPACTED GRAPHITE. SOURCE: REF 13 

Fracture Toughness. Early measurements of room-temperature fracture toughness of ferritic ductile irons were almost 
all incorrect. Systematic increases occurred over time as better test and evaluation methods were developed (Ref 5). 
Linear elastic fracture mechanics is not suitable for measuring the upper-shelf toughness of ferritic ductile irons unless 
very large specimens are used. Certain lower-strength grades of ductile iron do not fracture in a brittle manner when 
tested under nominal plane-strain conditions in a standard fracture toughness test. In the low-strength ductile irons, plane-
strain conditions are established only at temperatures low enough to embrittle the ferrite. Otherwise, an increase in the 
size of the fracture toughness test specimens is necessary to provide the degree of mechanical constraint necessary to 
obtain a valid measurement of KIc. 

Plane-strain fracture toughness (KIc) at ambient temperature and upper-shelf regime is estimated at 88 to 90 MPa m  ( 80 
to 81 ksi in ) for ferritic ductile irons based on the review of Bradley and Srinivasan (Fig. 19). Upper-shelf KIc values of 



100 MPa m  (90 ksi in ) or more are also considered possible for ferritic ductile irons, as compared with 75 MPa m  
(68 ksi in ) for malleable irons (Ref 5). Typical fracture toughness results are shown in Fig. 19 and 20. These fracture 
toughness estimates are higher than earlier results (e.g., Table 13); as discussed in Ref 5, the data in Table 13 are not 
accurate because the specimen was too small for proper toughness results on a ductile material. 

TABLE 13 FRACTURE TOUGHNESS OF DUCTILE IRON FROM EARLY WORK 

ULTIMATE 
TENSILE 
STRENGTH  

YIELD 
STRENGTH  

KIC, MPA · M0.5 (KSI · 

IN. ) AT:  
TYPE OF IRON  CONDITION  

MPA  KSI  MPA  KSI  

ELONGATION, 
%  

20 °C 
(70 
°F)  

-40 
°C (-
40 
°F)  

-105 
°C (-
160 
°F)  

FERRITIC                             
3.0% SI  AS-CAST  521  75.6  427  62.0  11.0  . . .  35.1 

(32.0)  
30.2 
(27.5)  

3.5% SI  AS-CAST  547  79.4  471  68.3  9.0  . . .  27.0 
(24.6)  

. . .  

                           
AS-CAST  703  102.0  374  54.2  7.5  . . .  37.1 

(33.8)  
. 
. 
.  

PEARLITIC  

NORMALIZED  918  133.2  552  80.0  3.6  45.3 
(41.3)  

. . .  . 
. 
.  

AUSTEMPERED  

2.5% SI  

. . .  . . .  620  90.0(A)  . . .  36.5 
(33.3)  

. . .  . . .   

Note: These fracture toughness data are from early test results, which are probably not representative of inherent KIc values based on 
more current evaluations. See text. 

Source: Ref 14, reported in ASM Handbook, Vol 1, p 47 

(A) ESTIMATED. 
(B) ESTIMATED YIELD STRENGTH.  

 

FIG. 19 EFFECT OF MICROSTRUCTURE ON FRACTURE TOUGHNESS OF DUCTILE IRON. THESE RESULTS ARE 
GENERALLY BASED ON DATA FROM THE LITERATURE, WITH SOME APPROXIMATION IN REGIONS WHERE DATA 
WERE UNAVAILABLE. SOURCE: REF 5 



 

FIG. 20 COMPARISON OF FRACTURE TOUGHNESS OF FULLY FERRITIC DUCTILE IRON (GGG-40) WITH 
FERRITIC DUCTILE IRON WITH 15% PEARLITE IN MATRIX (S-45). SOURCE: REF 5 

Lower-shelf fracture toughness is more consistent. Typical results for fully ferritic ductile iron and ferritic ductile iron 
with about 15% pearlite are presented in Fig. 20. The conclusion from review of data available (Ref 5) is that both ferritic 
and pearlitic ductile irons have similar lower-shelf fracture toughness values of about 23 to 28 MPa m  (21 to 25 ksi 

in ). At temperatures above -110 °C, the fracture toughness of ferritic ductile iron increases sharply with increasing 
temperature. The presence of as little as 15% pearlite in ductile iron will cause a significant increase in the ductile-to-
brittle transition temperature (Fig. 20). For temperatures around 0 °C, the fracture toughness KJc is a very sensitive 
function of the percentage of pearlite in the matrix, the latter affecting the fracture toughness by lowering the upper-shelf 
value and, more importantly, by shifting the ductile-to-brittle transition temperature. 

Dynamic Fracture Toughness. Figures 11 and 12 summarize a review (Ref 5) of dynamic fracture toughness 
evaluations for ferritic and pearlitic grades of various cast irons. As expected, pearlite reduces upper-shelf toughness and 
increases transition temperatures. 

There are only a few reliable results for KId and KJd for ferritic ductile iron published in the literature. The upper-shelf 
dynamic fracture toughness of ferritic ductile iron (with 2.3% silicon and having less than 100 mm-2 nodule count) as 
measured by KJd is about 90 to 95 MPa m   (82 to 86 ksi in ). This value decreases with increasing nodule count, 
decreasing nodularity, and increasing pearlite content in the matrix (Ref 5). 
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Malleable Cast Irons 

There are two basic types of malleable iron: blackheart and whiteheart. Blackheart malleable iron is the only type 
produced in North America and is the most widely used throughout the world. Whiteheart malleable iron is the older type 
and is essentially decarburized throughout in an extended heat treatment of white iron. Unless otherwise specified, this 
article considers only the blackheart type. 

Malleable iron, like medium-carbon steel, can be heat treated to produce a wide variety of mechanical properties. The 
different grades and mechanical properties are essentially the result of the matrix microstructure, which may be a matrix 
of ferrite, pearlite, tempered pearlite, bainite, tempered martensite, or a combination of these (all containing nodules of 
temper carbon). This matrix microstructure is the dominant factor influencing the mechanical properties. 

Minimum tensile properties andfatigue limits for whiteheart and blackheart malleable irons are summarized in Tables 14 
and 15. Fatigue curves for a ferritic malleable iron are shown in Fig. 21 with fatigue curves for various compacted 
graphite irons. Fatigue curves for the ferritic grades of these two iron types are comparable. Notch radius generally has 
less effect on fatigue strength than notch depth for ferritic malleable irons (Fig. 22). 

TABLE 14 MINIMUM TENSILE AND FATIGUE PROPERTIES OF BLACKHEART MALLEABLE IRONS 
PRODUCED TO BS 310 (1972) 

MINIMUM PROPERTIES  PROPERTY  
GRADE 
B290/6  

GRADE 
B310/10  

GRADE 
B340/12  

TENSILE STRENGTH, MPA (KSI)  290 (42)  310 (45)  340 (49.3)  
0.2% PROOF STRESS, MPA (KSI)  191 (27.7)  205 (29.7)  224 (32.5)  
ELONGATION, %  6  10  12  

FATIGUE LIMIT (WOHLER)           
UNNOTCHED (10 MM DIAM), MPA (KSI)  174 (25.2)  186 (27.0)  204 (29.6)  
NOTCHED(A) (10 MM DIAM AT ROOT), MPA (KSI)  87 (12.6)  93 (13.5)  102 (14.8)   

(A) CIRCUMFERENTIAL 45° V-NOTCH WITH 0.25 MM ROOT RADIUS AND A NOTCH DEPTH OF 2 
MM  

TABLE 15 MINIMUM TENSILE AND FATIGUE PROPERTIES OF WHITEHEART MALLEABLE IRONS PRODUCED 
TO BS 309 (1972) 

GRADE W340/4 SECTION 
THICKNESS  

GRADE W410/4 SECTION 
THICKNESS  

PROPERTY  

9 MM  12 MM  15 MM  9 MM  12 MM  15 MM  
TENSILE STRENGTH, MPA (KSI)  270 (39.15)  310 (45)  340 (49.3)  350 

(50.75)  
390 
(56.55)  

410 (59.5)  

0.2% PROOF STRESS, MPA (KSI)  149 (21.6)  171 (24.8)  187 (27.1)  193 (28)  215 
(31.15)  

226 
(32.75)  

ELONGATION, %  7  4  3  10  6  4  
FATIGUE LIMIT (WOHLER) 122 (17.7)  140 (20.3)  153 (22.2)  158 (22.9)  176 (25.5)  185 (26.8)  



UNNOTCHED (10 MM DIAM), MPA 
(KSI)  

NOTCHED(A) (10 MM DIAM AT 
ROOT), MPA (KSI)  

73 (10)  84 (12)  92 (13)  95 (13.8)  106 (15.4)  111 (16.1)  
 
(A) CIRCUMFERENTIAL 45° V-NOTCH WITH 0.25 MM ROOT RADIUS AND NOTCH DEPTH OF 2 MM  

 

FIG. 21 ROTATING-BENDING FATIGUE STRENGTH OF MALLEABLE CAST IRON AND COMPACTED GRAPHITE 
(CG) CAST IRON. (A) UNNOTCHED AND NOTCHED FATIGUE CURVES OF TWO FERRITIC MALLEABLE IRONS (25 
MM DIAMETER SPECIMENS). (B) UNNOTCHED AND NOTCHED FATIGUE CURVES FOR FERRITIC, PEARLITIC, 
AND HIGHER-NODULARITY CG IRONS. SG, SPHEROIDAL GRAPHITE. SOURCES: REF 26, 27 



 

FIG. 22 EFFECTS OF NOTCH RADIUS AND NOTCH DEPTH ON THE FATIGUE STRENGTH OF FERRITIC 
MALLEABLE IRON. SOURCE: METALS HANDBOOK, 8TH ED., 1961, P 370 

Charpy Impact Toughness. Like compacted graphite cast irons, malleable cast irons have a lower ductile-to-brittle 
transition than ductile irons with a comparable matrix microstructure. Malleable cast irons are generally regarded as 
having the best low-temperature toughness of the cast irons due to the lower silicon content (about 1% less silicon than 
ductile irons), which thus lowers the yield strength and the ductile-to-brittle transition temperature. Ferritic malleable cast 
iron has an upper-shelf Charpy energy of 13 J (9.5 ft · lbf), compared with 9 J (6.5 ft · lbf) for pearlitic malleable cast iron 
(Fig. 23). Other investigators have reported a lower transition temperature and a somewhat higher upper shelf Charpy 
energy of 19 to 20 J for ferritic malleable cast iron and 12 J for pearlitic malleable cast iron (Ref 15, 16). Dramatic 
reduction in upper-shelf toughness and increase in the ductile-to-brittle transition temperature result from phosphorus 
concentrations of 0.15% or greater in both ferritic and pearlitic malleable cast iron (Ref 17, 18). The phosphorus not only 
forms a very low-melting-point phosphide but also degenerates the graphite particle shape. 



 

FIG. 23 CHARPY V-NOTCH TRANSITION CURVES FOR FERRITIC AND PEARLITIC MALLEABLE IRONS. SOURCE: 
REF 3 

Dynamic Tear Energy. Figure 24 compares the tear energy of malleable iron with that of various ductile irons. As 
shown previously for compacted graphite irons (Fig. 18), ferritic malleable iron has a lower ductile-to-brittle transition 
than ductile iron. These data also show that annealing above the critical temperature reduces upper-shelf toughness 
compared to subcritical annealing. 



 

FIG. 24 DYNAMIC TEAR ENERGY VERSUS TEMPERATURE FOR FOUR FERRITIC CAST IRONS. SPECIMEN SIZE: 

190 MM (7 1
2

 IN.) LONG, 130 MM (5 1
8

 IN.) WIDE, AND 41 MM (1 5
8

 IN.) THICK; 13 MM (
1
2

 IN.) NOTCH 

DEPTH. SOURCE: REF 28 

Fracture Toughness. Some published data (such as those reported in Table 16 and Ref 19, 20, 21, and 22) have 
attempted to establish linear elastic (KIc) fracture toughness limits for malleable irons. However, as discussed in Ref 5, the 
fracture toughness of malleable irons needs to be evaluated by an elastic-plastic criterion such as KJc. Upper-shelf KJc 
values range from 53 to 73 MPa m  (48 to 66 ksi in ), as summarized in Table 17. 



TABLE 16 FRACTURE TOUGHNESS OF MALLEABLE IRONS FROM EARLY RESULTS 

TEST TEMPERATURE  YIELD 
STRENGTH  

KIC  MALLEABLE IRON GRADE  

°C  °F  MPA  KSI  MPA 
m   

KSI 
in   

                  
24  75  230  33  44  40  

FERRITIC  

-
19  

-3  240  35  42  38  

-59  

M3210  

-
74  

250  36  44  40   

                   
24  75  360  52  55  50  

PEARLITIC  

-
19  

-2  380  55  48  44  

-57  

M4504 
(NORMALIZED)  

-
70  

390  57  30  27   

24  75  410  60  45  41   
-19  -3  440  64  52  47   

M5503 (QUENCHED AND 
TEMPERED)  

-58  -
73  

455  66  30  27   

24  75  520  75  54  49   
-19  -3  550  80  38  35   

M7002 (QUENCHED AND 
TEMPERED)  

-58  -
72  

570  83  40  36   

Note: These fracture toughness data are from early test results, which are not considered representative of KIc values from more recent 
evaluations (especially in the ferritic condition). See text. Source: Reported in ASM Handbook, Vol 1, p 80 

TABLE 17 FRACTURE TOUGHNESS OF VARIOUS MALLEABLE IRONS 

MATERIAL  YIELD 
STRENGTH, 
MPA  

TEMPERATURE 
°C  

KJMAX 
(NEW)(A), 
MPA m   

KJC 
(PREVIOUSLY 
REPORTED), 
MPA m   

24  76  44  
-19  76  41  

M3210 (FERRITIC MALLEABLE IRON)  230  

-57  71  43  
24  70  55  
-19  72  48  

M4504 (FERRITIC/PEARLITIC MALLEABLE IRON)  359  

-59  30  30  
24  57  45  
-18  53  52  

M5503 (TEMPERED MARTENSITIC MALLEABLE 
IRON)  

411  

-58  34  29  
24  50  50  
-19  39  39  

M7002 (TEMPERED MARTENSITIC MALLEABLE 
IRON)  

540  

-58  39  39  
24  33  27  
-19  25  25  

80-60-03 (PEARLITIC/FERRITIC DUCTILE IRON)  433  

-48  26  26  
24  48  52  
-19  51  48  

DQ & T (SAE GRADE) (TEMPERED MARTENSITIC 
DUCTILE IRON)  

717  

-59  50  51  
24  89  64  
-47  85  . . .  

D5B (SAE GRADE) (AUSTENITIC DUCTILE IRON)  304  

-59  91  67  

Source: Ref 5 



(A) KJMAX VALUES WERE RECALCULATED FROM EARLIER WORK AND ARE ASSUMED TO EQUAL KJC.  

Linear elastic fracture toughness values reported in the literature (KIc in Table 16 and Kmax or KQ in Ref 19, 20, 21, 22, and 
23) are invalid in their indication of increases in upper-shelf toughness with increasing strength and/or lowering of 
temperature (Ref 5). While this may be a reasonable correlation for gray cast iron, it is not so for malleable cast iron. The 
reason is that a J-integral approach is needed to calculate the critical J value at or just before maximum load where crack 
extension begins (Ref 5). It is inadvisable to use KQ or Kmax for toughness ranking of malleable irons (Ref 5). 
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White Cast Iron 

A number of studies have been conducted to determine the fracture toughness of white cast iron (Fig. 25). White cast iron 
is generally used in applications where abrasion resistance is desirable. Gahr and Scholz (Ref 24) have found that the 
dynamic fracture toughness (KId) values, measured on 10 × 10 × 55 mm specimens with a 0.2 mm wide slot, were in the 
range of 14 to 24 MPa m  (13 to 22 ksi in ), while the quasistatic fracture toughness values, measured on fatigue 
precracked compact tension specimens, were in the range of 25 to 33 MPa m  (23 to 30 ksi in ). Under Under dynamic 
loading, austenitic grades of white cast iron had better impact strength than did martensitic grades, though no such clear 
pattern was noted for KId values. 



 

FIG. 25 RELATIONSHIP BETWEEN FRACTURE TOUGHNESS AND HARDNESS FOR WHITE CAST IRONS OF 
DIFFERENT MICROSTRUCTURES. SOURCE: REF 5 

Eriksson (Ref 25) measured a fracture toughness value of 22 MPa m  (20 ksi in ) on a white cast iron sample with 
martensitic matrix corresponding to a Vicker's hardness value of 633. A comparison of his results (Fig. 25) with those of 
Gahr and Scholz indicates both lower hardness and lower toughness. This may be due to the presence of some flake 
graphite in samples tested by Eriksson. 
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Bending Fatigue of Carburized Steels 

George Krauss, Colorado School of Mines 

 

Introduction 

BENDING FATIGUE of carburized steel components is a result of cyclic mechanical loading. The bending produces 
stresses, which are tensile at the surface, decrease with increasing distance into the component, and at some point become 
compressive. Such loading is a characteristic of rotating shafts and the roots of gear teeth. Carburizing produces a high-
carbon, high-strength surface layer, or high-strength case, on a low-carbon, low-strength interior or core and is therefore 
an ideal approach to offset the high surface tensile stresses associated with bending. Thus when the design of a 
component maintains operating stress gradients below the fatigue strength of the case and core microstructures, excellent 
bending fatigue resistance is established. 

There are, however, many alloying and processing factors that produce various microstructures, and therefore variable 
strength and fracture resistance, of the case regions of carburized steels. When applied surface stresses exceed the surface 
strength, surface fatigue crack initiation and eventual failure will develop (Ref 1). When the surface strength is adequate, 
depending on the steepness of the applied stress gradients in relationship to the case/core strength gradient, subsurface 
fatigue cracking may develop. The purpose of this article is to review the alloying and processing factors that influence 
the microstructures and bending fatigue performance of carburized steels. 
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The Carburizing Process and Microstructure 

Bending fatigue performance of carburized steels can vary significantly. One study reported values of experimentally 
measured endurance limits ranging from 200 to 1930 MPa (29 to 280 ksi), with most values between 700 and 1050 MPa 
(100 and 152 ksi) (Ref 2). This wide variation in fatigue performance is a result of variations in specimen design and 
testing, alloying, and processing interactions that produce large variations in carburized microstructures and the response 
of the microstructures to cyclic loading. A number of books and reviews have addressed the general relationships of 
processing to the microstructure and properties of carburized steels (Ref 3, 4, 5, 6, 7, 8, 9). 

Gas carburizing is the most widely used heat-treating process for parts that must be produced in high volumes, but 
carburizing is also performed in liquid salt baths (Ref 3, 10), in solid carbonaceous material (Ref 3), by vacuum (Ref 11), 
and by plasma carburizing (Ref 12). Gas-carburized steels are exposed to atmospheres that contain partial pressures of 
oxygen-containing components, such as CO, CO2, and H2O, and therefore generally are subject to some degree of surface 
oxidation. The resulting surface oxides constitute another microstructural feature that may influence fatigue performance. 
Vacuum- or plasma-carburized parts that are carburized with partial pressures of only carbon-containing components, 
such as propane or methane, are not subject to surface oxidation. 

The object of all carburizing processes is to expose the surface of a low-carbon steel to a carbon-containing atmosphere 
where austenite, with its high solubility for carbon, is stable, typically at temperatures between 850 and 950 °C (1560 and 
1740 °F). The carbon diffuses into the steel, to a depth determined by steel composition, temperature, and time (Ref 13, 
14). The carburized part is then quenched and the austenite transforms to martensite. The quenched parts are most often 



subjected to a low-temperature tempering treatment at temperatures between 150 and 200 °C (300 and 400 °F), and very 
fine transition carbides precipitate in the martensite (Ref 9, 15, 16). The high-carbon, low-temperature-tempered (LTT) 
martensite that forms at the surface of a carburized part has the very high strength required for excellent bending and 
rolling contact fatigue (Ref 16). In addition, the sequence of phase transformations during quenching of a carburized part 
produces surface residual compressive stresses that greatly enhance resistance to bending fatigue (Ref 17, 18). However, 
microstructural features other than the LTT martensite, as discussed below, frequently affect fatigue performance. 

Two major types of microstructures may form in the near-surface case regions of carburized steels (Ref 15, 19). Within 
both types, there are additional microstructural features (e.g., retained austenite, prior austenite grain size, carbide 
particles, nonmetallic inclusions, and surface oxides) that, depending on their densities and magnitudes, can influence 
fatigue performance. The first major microstructure type, illustrated in Fig. 1, consists of relatively coarse plates of LTT 
high-carbon martensite within a matrix of retained austenite. Typically it is formed by direct quenching of the austenite 
after lowering the temperature of the part from the carburizing temperature to about 850 °C in order to minimize 
distortion. 

 

FIG. 1 TYPICAL NEAR-SURFACE CASE MICROSTRUCTURE OF DIRECT-QUENCHED CARBURIZED STEEL. 
MARTENSITE PLATES ETCH DARK AND RETAINED AUSTENITE APPEARS WHITE. GAS-CARBURIZED AISI 8719 
STEEL (1.06% MN, 0.52% CR, 0.5% NI, 0.17% MO). LIGHT MICROGRAPH, NITAL ETCH 

The second major type of microstructure, illustrated in Fig. 2, consists of lower-carbon martensite, retained austenite, and 
dispersed carbide particles. This type of microstructure is produced by reheating carburized parts to a temperature 
between the A1 and Acm temperatures of the high-carbon case. At this temperature, carbides form, lowering the carbon 
content of the austenite. Upon cooling, the martensite that forms in the lower-carbon austenite is fine, with the 
morphology shifting from plate to lath martensite. The amount of retained austenite between the martensite crystals is 
reduced by virtue of the higher Ms temperatures of the lower-carbon parent austenite. The case LTT martensite-retained 
austenite microstructure of an intercritically reheated carburized part, in fact, is so fine that it cannot be clearly resolved in 
the light microscope. 



 

FIG. 2 TYPICAL NEAR-SURFACE CASE MICROSTRUCTURE OF CARBURIZED STEEL (SAE 8620: 0.81% MN, 
0.19% MO, 0.48% NI) REHEATED BETWEEN A1 AND ACM. RETAINED CARBIDES ARE SMALL, WHITE SPHERICAL 
PARTICLES, AND MATRIX CONSISTS OF A DARK ETCHING OF MIXTURE OF MARTENSITE AND AUSTENITE TOO 
FINE FOR RESOLUTION IN THE LIGHT MICROSCOPE. LIGHT MICROGRAPH, NITAL ETCH 
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Bending Fatigue Testing 

Most bending fatigue data for carburized steels are presented as plots of maximum stress, S, versus the number of cycles, 
N, to fracture for a specified stress ratio (R), which is the ratio of minimum (or compressive) stress to maximum tensile 
stress (R = min-S/max-S). Figure 3 shows an example of typical S-N plots for a series of carburized alloy steels (Ref 6). 
The S-N curve consists of two parts: a straight section with negative slope at low cycles and a horizontal section at high 
cycles (Ref 20). The horizontal line defines the fatigue limit or endurance limit, which is taken to be the maximum 
applied stress below which a material is assumed to be able to withstand an infinite number of stress cycles without 
failure. Pragmatically, the endurance limit is taken as the stress at which no failure occurs after a set number of cycles, 
typically on the order of 10 million cycles. The low-cycle portion of the S-N plot defines various fatigue strengths or the 
stresses to which the material can be subjected for a given number of cycles. The more cycles at a given strength, the 
better the low-cycle fatigue resistance of a material. 

 

FIG. 3 TYPICAL MAXIMUM STRESS (S) VS. NUMBER OF CYCLES (N) BENDING FATIGUE PLOTS FOR 6 
CARBURIZED STEELS. R = -1. SOURCE: REF 6 

Analysis of bending fatigue behavior of carburized steels based on S-N curves represents a stress-based approach to 
fatigue and assumes that the carburized specimens deform nominally only in an elastic manner (Ref 20). This assumption 



is most valid at stresses up to the endurance limit and is useful when machine components are designed for high-cycle 
fatigue. However, as maximum applied stresses increase above the endurance limit, plastic strain becomes increasingly 
important during cyclic loading, and fatigue is more appropriately analyzed by a strain-based approach. In this approach, 
described in detail in the article "Fundamentals of Modern Fatigue Analysis for Design" in this Volume (and in many 
other books such as Ref 20 and 21), the total strain range is the sum of the applied elastic and plastic strains, and the strain 
amplitude is plotted as a function of the strain reversals required for failure at the various levels of strain. 

According to the strain-based approach, low-cycle fatigue behavior is determined by plastic strains, while high-cycle 
fatigue behavior is determined by elastic strains. In particular, ductile materials with microstructures capable of sustaining 
large amounts of plastic deformation have better low-cycle fatigue resistance, while high-strength materials with high 
elastic limits and high yield strengths have better high-cycle fatigue resistance. Figure 4 shows the results of strain-based 
bending fatigue testing of uncarburized and carburized 4027 steel (Ref 22). The more ductile, low-strength uncarburized 
specimens show better fatigue resistance at low cycles than do the carburized specimens. The performance is reversed at 
high cycles, where the carburized specimens with their high-strength surfaces show better fatigue resistance, especially 
those specimens with the deeper cases. 

 

FIG. 4 STRAIN AMPLITUDE VS. REVERSALS TO FAILURE FOR UNCARBURIZED (SOLID SYMBOLS) AND 
CARBURIZED (OPEN SYMBOLS) 4027 STEEL (0.80% MN, 0.28% SI, 0.27% MO). SOURCE: REF 22 
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Specimen Design 

Many types of specimens have been used to evaluate bending fatigue in carburized steels. Rotating beam (Ref 23), 
unnotched four-point bend (Ref 24), notched four-point bend (Ref 25, 26), and cantilever beam (Ref 27, 28, 29) 
specimens have all been used, and they have in common a maximum applied surface tensile stress and decreasing tensile 
stress with increasing distance into the specimen. Axial fatigue testing of carburized specimens, which applies the 
maximum tensile stresses uniformly over the cross section of a specimen, invariably results in subsurface initiation and 
propagation of fatigue cracks in the core of carburized specimens (Ref 22, 30), and therefore it does not permit evaluation 
of the resistance of case microstructures to fatigue. 

Brugger was the first to use cantilever bend specimens to evaluate the fracture and fatigue of carburized steels (Ref 27). 
Figure 5 shows a cantilever bend specimen that has evolved from the Brugger specimen. The radius between the change 
in section simulates the geometry at the root of gear teeth and results in maximum applied surface stresses just where the 
cross section begins to increase, as shown in Fig. 6 (Ref 29). An important feature of this specimen is the rounding of the 
corners of the beam section. If the corners are square, the carbon introduced into the corner surfaces cannot readily diffuse 
into the interior of the specimen. As a result, the corner microstructures may have significantly elevated levels of retained 
austenite and coarse carbide structures, both microstructural features that influence bending fatigue resistance (Ref 29, 
31). 

 

FIG. 5 EXAMPLE OF A CANTILEVER SPECIMEN USED TO EVALUATE BENDING FATIGUE OF CARBURIZED 
STEELS. SPECIMEN EDGES ARE ROUNDED AND MAXIMUM STRESS IS APPLIED AT THE LOCATION SHOWN IN 
FIG. 6. DIMENSIONS IN MILLIMETERS. COURTESY OF R.S. HYDE 



 

FIG. 6 LOCATION OF MAXIMUM STRESS ON THE CANTILEVER BEND SPECIMEN SHOWN IN FIG. 5 AS 
DETERMINED BY FINITE ELEMENT MODELING. COURTESY OF K.A. ERVEN 

The maximum applied surface tensile stress is the testing parameter plotted in S-N curves that characterize bending 
fatigue. However, the applied stress ranges between maximum and minimum values during a fatigue cycle, and two other 
parameters, mean stress and stress ratio, are important for the characterization of fatigue. The mean stress is the algebraic 
average of the maximum and minimum stresses in a cycle, and as discussed above, the stress ratio, R, is the ratio of the 
minimum stress to the maximum stress in a cycle. Thus R values may range from -1, for fully reversed loading that ranges 
between equal maximum tensile and compressive stresses, to positive values where the stress is cycled between two 
tensile values (Ref 20). Much of the bend testing of cantilever specimens described below is performed with R values of 
0.1 in order to preserve details of the fracture surface. 

Figure 7 shows a typical allowable-stress diagram that plots fatigue strength versus mean stress for a given material (Ref 
32). The diagram shows that the most severe condition for fatigue is for fully reversed testing with R = -1.0. As the mean 
stress increases, the fatigue strength in terms of maximum applied stress increases, but the allowable stress range 
decreases. Zurn and Razim (Ref 33) have examined the effect of notch severity and retained austenite on allowable-
stress/mean-stress diagrams of carburized steels, and they conclude that carburizing, relative to the use of through-
hardened steels, is especially effective for parts with sharp notches. In the absence of notches, carburizing is most suitable 
for parts subjected to fatigue loading at low values of mean stress. 



 

FIG. 7 TYPICAL ALLOWABLE-STRESS-RANGE DIAGRAM. SOURCE: REF 32 

The testing of actual machine components is another important approach to the fatigue evaluation of carburized steels. An 
example of component testing is the bending fatigue testing of single teeth in gears (Ref 34). Gears are fabricated, 
carburized, and mounted in a fixture so that one tooth at a time is subjected to cyclic loading. Recently, identically 
carburized specimens of the same steel were subjected to cantilever bend and single tooth bending fatigue testing (Ref 
35). The mechanisms of fatigue failure, based on fracture surface examination, were found to be the same, but the single 
tooth testing showed higher levels of fatigue resistance than did the cantilever testing, a result attributed to the higher 
surface compressive stresses that were measured in the gear tooth specimens. 
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Stages of Fatigue and Fracture 

Bending fatigue fractures of carburized steels consist of well-defined stages of crack initiation, stable crack propagation, 
and unstable crack propagation. The fracture sequence is strongly influenced by the gradients in strength, microstructure, 
and residual stress that develop in carburized steels. Figure 8 shows a series of scanning electron microscope (SEM) 
fractographs that characterize the typical fracture sequence of a direct-quenched carburized steel with a near-surface case 
microstructure similar to that shown in Fig. 1. The cantilever bend specimen from which the fractographs of Fig. 8 were 
taken was a 4320 steel carburized to a 1 mm case depth at 927 °C (1700 °F), quenched from 850 °C (1560 °F) into oil at 
65 °C (150 °F), and tempered at 150 °C (300 °F) for 1 h. The specimen was tested in bending fatigue with an R value of 
0.1 (Ref 36). Figures 8(a) and 8(b) show a low-magnification overview of the initiation, stable propagation, and unstable 
fracture surfaces, and Fig. 8(c) shows the intergranular initiation and transgranular stable crack propagation zones of the 
fracture at a higher magnification. 



 

FIG. 8 FATIGUE FRACTURE IN GAS-CARBURIZED AND MODIFIED 4320 STEEL. (A) OVERVIEW OF INITIATION, 
STABLE CRACK PROPAGATION, AND UNSTABLE CRACK PROPAGATION. (B) SAME AREA AS SHOWN IN (A), BUT 
WITH EXTENT OF STABLE CRACK INDICATED BY DASHED LINE. (C) HIGHER MAGNIFICATION OF 
INTERGRANULAR INITIATION AND TRANSGRANULAR STABLE CRACK PROPAGATION AREAS. SEM 
MICROGRAPHS. SOURCE: REF 36 

Intergranular cracking at prior-austenite grain boundaries is an almost universal fracture mode in the high-carbon case of 
direct-quenched carburized steels (Ref 19, 23, 24, 36, 37). Not only do the fatigue cracks initiate by intergranular 
cracking, but also the unstable crack propagates largely by intergranular fracture until it reaches the lower-carbon portion 
of the case, where ductile fracture becomes the dominant fracture mode. In fact, sensitivity of the case microstructures to 
intergranular fracture makes possible the quantitative characterization of the size and shape of the stable fatigue crack, as 
shown in Fig. 8(b). The transition from the transgranular fracture of the stable crack to the largely intergranular fracture of 
the unstable fracture is identified by the dashed line. 



A replica study of carburized specimens subjected to incrementally increasing stresses showed that surface intergranular 
cracks initiated when the applied stresses exceeded the endurance limits (Ref 36). Thus, it appears that in direct-quenched 
carburized specimens, intergranular cracks are initiated as soon as the applied surface bending stress reaches a level 
sufficient to exceed the surface compressive residual stress and the cohesive strength of the prior-austenite grain boundary 
structures. The surface intergranular cracks are shallow, typically on the order of two to four austenite grains, and are 
arrested, perhaps because of a plastic zone smaller than the grain size at the tip of the sharp intergranular cracks, and the 
fact that strain-induced transformation of retained austenite in the plastic zone ahead of the crack introduces compressive 
stresses (Ref 38, 39). The fatigue crack then propagates in a transgranular mode, and when the stable crack reaches 
critical size, as defined by the fracture toughness, unstable fracture occurs. 

The initiation and stable crack zones of carburized steels are quite small and are often difficult to identify. Figure 9, based 
on the measurement of critical crack sizes in a number of direct-quenched carburized 4320 steels, shows that the size of 
the unstable cracks ranges from 0.170 to 0.230 mm, and that the cracks therefore become unstable well within the high-
carbon portion of the carburized specimens. The small critical crack sizes are consistent with the low fracture toughness 
of high-carbon steel LTT microstructures susceptible to intergranular fracture (Ref 40). When the critical crack sizes and 
the stresses at which the cracks become unstable are used to calculate the fracture toughness of the case microstructures of 
carburized steels (Ref 36), the results show good agreement with the range of fracture toughness, 15 to 25 MPa m , that 
has been measured from through-hardened specimens with high-carbon LTT martensitic microstructures (Ref 40). Table 
1 shows the data used to calculate the various case fracture toughness values in gas-carburized 4320 steel and the fracture 
toughness values calculated according to three different fracture toughness equations (Ref 36) as follows:  

  
(EQ 1) 

  

(EQ 2) 

and  

  
(EQ 3) 

where  

  

with the aspect ratio of crack depth (a) and crack length (c) such that:  

  

TABLE 1 FRACTURE TOUGHNESS RESULTS FOR CARBURIZED SAE 4320 BENDING FATIGUE SPECIMENS 

MAX 
STRESS, 
MPA  

CYCLES 
TO 
FAILURE  

DEPTH, 
A, 

M  

WIDTH, 
C, 

M  

A/C  M  KIC, 
MPA m , 
EQ 1  

KIC, 
MPA m , 
EQ 2  

KIC, 
MPA m , 
EQ 3  

6400  175  388  0.45  0.87  30  29  22  
16,900  170  355  0.48  0.86  29  28  21  

1370  

15,300  200  210  0.95  0.78  18  18  12  



17,400  230  300  0.77  0.81  22  22  15  1285  
18,700  230  295  0.78  0.81  22  22  15  

1235  34,100  210  300  0.70  0.81  22  22  15  
21,700  230  295  0.78  0.81  19  19  13  1160  
32,300  220  295  0.75  0.81  19  19  14  

Equations used to determine the above are defined in text. 

Source: Ref 36 

 

FIG. 9 HARDNESS VS. DISTANCE FROM THE SURFACE OF DIRECT-COOLED GAS-CARBURIZED SAE 4320 
STEEL. SUPERIMPOSED ON THE HARDNESS PROFILE IS THE RANGE OF CRITICAL DEPTHS (VERTICAL DASHED 
BAND) AT WHICH STABLE FATIGUE CRACKS BECAME UNSTABLE IN BENDING FATIGUE OF SIMILARLY 
PROCESSED STEELS. SOURCE: REF 36 

The unstable crack that proceeds through the high- and medium-carbon martensitic portions of the case may be arrested 
when the sensitivity to intergranular fracture decreases at a case carbon content between 0.5 and 0.6% (Ref 41). The 
continued application of cyclic loading at this point then may cause a secondary stage of stable fatigue crack propagation, 
characterized by transgranular fracture, resolvable fatigue striations, and secondary cracking (Ref 23, 35, 37). This stage 
of low-cycle, high-strain fatigue is short and gives way to ductile overload fracture of the core. 
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Intergranular Fracture of Carburized Steels 

As noted above, intergranular fracture at the prior-austenite grain boundaries of high-carbon case microstructures 
dominates bending fatigue crack initiation and unstable crack propagation of direct-quenched carburized steels. The 
intergranular cracking may be associated with other microstructural features, such as the surface oxides generated by gas 
carburizing, but it generally extends much deeper into a carburized case than the oxide layer. Several studies have 
documented bending fatigue crack initiation by intergranular fracture even in the absence of surface oxidation, where for 
example the oxidized surface has been removed by chemical or electropolishing (Ref 24, 25) or no oxidation is present 
because the specimens were vacuum or plasma carburized (Ref 28). 

Figure 10 shows an example of intergranular fatigue crack initiation in a direct-quenched specimen of gas-carburized type 
8719 steel (Ref 42). There is a shallow zone of surface oxidation, about 10 m in depth, but the intergranular cracking 
extends much deeper into the specimen. Figure 11 shows extensive intergranular cracking in the unstable crack 
propagation zone in the case of a direct-quenched, gas-carburized 4320 steel. Auger electron spectroscopy shows that 
such intergranular fracture surfaces have higher concentrations of phosphorus and carbon, in the form of cementite, than 
do transgranular fracture surfaces removed from prior-austenite grain boundaries (Ref 19, 43, 44). Thus, the brittle 
intergranular fracture that occurs in stressed high-carbon case microstructures of carburized steels is associated with the 
combined presence of segregated phosphorus and cementite at prior-austenite grain boundaries. These grain boundary 
structures are present in as-quenched specimens and do not require tempering for cementite formation, as is typical in the 
intergranular mode of tempered martensite embrittlement in medium-carbon steels (Ref 15). This embrittlement, termed 
"quench embrittlement," is found in quenched steels with carbon contents as low as 0.6% (Ref 16). There is evidence that 
phosphorus segregation stimulates the formation of the grain boundary cementite (Ref 43, 44). 



 

FIG. 10 INTERGRANULAR BENDING FATIGUE CRACK INITIATION AT THE SURFACE OF A GAS-CARBURIZED 
AND DIRECT-COOLED SAE 8219 STEEL SPECIMEN. SOURCE: REF 42 

 

FIG. 11 INTERGRANULAR FRACTURE IN CASE UNSTABLE CRACK PROPAGATION ZONE IN GAS-CARBURIZED 
AND DIRECT-COOLED SAE 4320 STEEL. COURTESY OF A. REGULY 

The higher the phosphorus content of a carburized steel, the lower its bending fatigue resistance and case fracture 
toughness. Figure 12 shows S-N curves for a series of gas-carburized and direct-quenched modified 4320 steels with 
systematic variations in phosphorus content from 0.031 to 0.005% (Ref 43). Endurance limits and low-cycle fatigue 
resistance increase with decreasing phosphorus content, but little difference is noted between the performance of the 
0.005 and 0.017% phosphorus specimens. All of the specimens, even those with the lowest phosphorus content, failed by 
intergranular initiation of fatigue cracks. 



 

FIG. 12 EFFECT OF PHOSPHORUS CONTENT ON THE BENDING FATIGUE OF DIRECT-QUENCHED, GAS-
CARBURIZED MODIFIED 4320 STEEL WITH 0.005, 0.017, AND 0.031 WT% PHOSPHORUS, AS MARKED. 
SOURCE: REF 43 

The bending endurance limits of gas-carburized specimens in which fatigue is initiated by intergranular fracture typically 
range between 1050 and 1260 MPa (Ref 45, 46). This range is based on studies of cantilever bend specimens with good 
surface finish, rounded specimen corners, nominal amounts of surface oxidation, and loading at R = 0.1. Variations within 
this range may be due to variations in austenitic grain size, inclusion contents, retained austenite content, or residual 
stresses, as discussed below. Nevertheless, the common mechanism of bending fatigue crack initiation of direct-quenched 
specimens is intergranular fracture at embrittled grain boundaries in a microstructure of LTT martensite and retained 
austenite, as described in Fig. 1. 

Carburized steels with high nickel content do not appear to be as susceptible to intergranular cracking as steels with low 
nickel content (Ref 14, 47, 48). Also, major changes in the case microstructures of carburized steel, such as those 
produced by reheating and described relative to Fig. 2, result in bending fatigue crack initiation sites other than embrittled 
prior-austenite grain boundaries. Microstructural conditions that produce fracture initiation other than by intergranular 
cracking are also described below. 
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Austenitic Grain Size and Fatigue 

Prior-austenite grain size of carburized steels correlates strongly with bending fatigue resistance. Generally, the finer the 
prior-austenite grain size, the better the fatigue performance. For example, Fig. 13 shows a direct relationship of bending 
fatigue endurance limit on prior-austenitic grain size, plotted as the inverse square root of the grain size, for several sets of 
carburized 4320 steels (Ref 49). 

 

FIG. 13 ENDURANCE LIMITS AS A FUNCTION OF PRIOR-AUSTENITE GRAIN SIZE FROM VARIOUS STUDIES OF 



BENDING FATIGUE OF GAS-CARBURIZED 4320 STEELS. SOURCE: REF 49 

The refinement of austenite grain size has several effects on the case microstructure of carburized steels. A finer prior-
austenite grain size produces a finer martensitic microstructure on quenching and therefore raises the strength of the 
carburized case. Increases in strength are beneficial to high-cycle fatigue resistance, as discussed above in the section on 
bending fatigue testing. 

Another very important consequence of fine austenitic grain size is the dilution of the grain boundary segregation of 
phosphorus. In fact, very fine austenitic grain sizes can eliminate the sensitivity of high-carbon case microstructures to 
intergranular fracture. As a result, other mechanisms of fatigue crack initiation replace intergranular cracking, generally to 
the benefit of fatigue performance. The high values of endurance limits shown for the very fine grain specimens in Fig. 13 
were associated with fatigue crack nucleation at surface oxidation, not at embrittled prior-austenite grain boundaries. 
Although, as discussed below, surface oxides form on austenite grain boundaries and fatigue cracks may nucleate on the 
oxide-covered austenite boundaries, fine-grain specimens show no intergranular fracture below the oxidized surface 
layers. 

The most effective way to produce very fine grains in carburized steels is by slow cooling and reheating of carburized 
parts at temperatures below the Acm where austenite and cementite are stable. The cementite particles effectively retard 
austenite grain growth and reduce the carbon content of the austenite, causing the type of microstructure shown in Fig. 2 
to form on quenching. Specimens reheated to above the Acm may show grain refinement, depending on the temperature of 
heating, but because all carbides are dissolved, grain size refinement is not as effective as in specimens heated below the 
Acm, and the type of microstructure shown in Fig. 1 develops upon quenching (Ref 24). Figure 14 shows austenitic grain 
size as a function of distance from the carburized surface of gas-carburized 4320 steel specimens in the direct-quenched 
condition and after one and three reheating treatments (Ref 49). The reheat treatments very effectively reduce the near-
surface case grain size where carbon content is the highest and therefore the greatest density of carbide particles is 
retained during intercritical reheating. 

 

FIG. 14 PRIOR-AUSTENITE GRAIN SIZE AS A FUNCTION OF DEPTH FROM THE SURFACE OF GAS-CARBURIZED 
4320 SPECIMENS IN THE AS-CARBURIZED, DIRECT-QUENCHED CONDITION AND REHEATED CONDITIONS. 



SOURCE: REF 49 

Intercritical-temperature reheat treatments of carburized steels produce very fine austenitic grain sizes and high endurance 
limits. Typically the endurance limits are above 1400 MPa (Ref 24, 28, 49). However, the beneficial effects of the 
reheating on bending fatigue resistance are not due to grain size refinement alone. The reduced carbon content of the 
austenite when carbides are retained raises Ms temperatures and reduces the amount of retained austenite in the as-
quenched case microstructures. Reduced levels of retained austenite raise the strength of case microstructures and 
therefore also may contribute significantly to the improved high-cycle fatigue performance of fine-grain, intercritically 
reheated carburized steels. 
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Surface Oxidation and Fatigue 

Elements such as chromium, silicon, and manganese, commonly found in low-alloy carburizing steels, readily oxidize 
during gas carburizing as a result of H2O/H2 and CO/CO2 equilibria in the carburizing gas atmospheres (Ref 4, 50). Other 
elements, such as molybdenum, nickel, and iron, do not oxidize. Figures 15 and 16 show the characteristics of the surface 
oxidation in gas-carburized specimens of 20MnCr5 steel containing 1.29% Mn, 0.44% Si, 1.25% Cr, and 0.25% Ni (Ref 
51). The oxides grow into the steel and form two zones. In the deeper zone, silicon- and manganese-containing oxides 
grow on austenite grain boundaries. Figure 16, an SEM fractograph, shows that the grain boundary oxides grow with a 
lamellar morphology. In the shallower zone, chromium-rich oxides nucleate and grow as dispersed particles within 
austenite grains. The depths of the oxidized zones depend on the composition of the carburizing gas, the time and 
temperature of carburizing, and the chemistry of the steel (Ref 52, 53). Because the oxides penetrate into the steel, 
especially along austenite grain boundaries, surface oxidation is also referred to as internal oxidation or intergranular 
oxidation (IGO). 

 

FIG. 15 OXIDES (DARK FEATURES) AT SURFACE OF A GAS-CARBURIZED 20 MNCR 5 STEEL CONTAINING 



1.29% MN, 0.44% SI, 1.25% CR, 0.25% NI, AND 0.0015% B. SEM MICROGRAPH, 

 

FIG. 16 SURFACE OXIDES ON A FRACTURE SURFACE FROM A SPECIMEN OF THE STEEL IDENTIFIED IN FIG. 
15. SOURCE: REF 51 

The surface oxidation produced during gas carburizing may or may not significantly reduce bending fatigue resistance. 
The most severe effects of such oxidation are associated with a reduction in near-surface case hardenability, which results 
from the removal of chromium, manganese, and silicon from solution in the austenite by the oxide formation (Ref 54, 55, 
56). The reduced case hardenability can cause nonmartensitic microstructures, such as ferrite, bainite, and pearlite, to 
form at the surface of the carburized steel. Not only is the surface hardness reduced, but the residual surface stresses may 
become less compressive or even tensile. 

Figures 17 and 18 show the effects of surface oxidation with reduced hardenability on the bending fatigue and residual 
stresses of 8620 and 4615 gas-carburized specimens (Ref 57). The 4615 steel has higher hardenability by virtue of higher 
nickel and molybdenum contents and a lower sensitivity to surface oxidation by virtue of reduced manganese and 
chromium contents (Ref 57). As a result of the different chemistries, the 8620 steel formed pearlite in the near-surface 
regions of the case while the microstructure of the 4615 steel, despite some oxidation, consisted only of plate martensite 
and retained austenite at the surface (Ref 57). These differences in microstructures due to surface oxidation and reduced 
case hardenability are consistent with the differences in bending fatigue performance and residual stresses shown between 
the two steels in Fig. 17 and 18. This study illustrates the importance of steel chemistry on controlling surface oxidation 
and the associated formation of nonmartensitic microstructures in gas-carburized steels. Another approach used to reduce 
surface oxide formation in steels with low hardenability is to use more severe quenching with higher cooling rates. 

 



FIG. 17 S-N CURVES FOR DIRECT-QUENCHED GAS-CARBURIZED 4615 AND 8620 STEELS, NOTCHED 4-POINT 
BEND SPECIMENS. NON-MARTENSITIC TRANSFORMATION PRODUCTS WERE PRESENT ON THE SURFACES OF 
THE 8620 STEEL SPECIMENS AND ABSENT ON THE 4615 STEEL SPECIMENS. SOURCE: REF 57 

 

FIG. 18 RESIDUAL STRESS AS A FUNCTION OF DEPTH BELOW THE SURFACE OF THE DIRECT-QUENCHED GAS-
CARBURIZED 4615 AND 8620 STEEL SPECIMENS DESCRIBED IN FIG. 17. SOURCE: REF 57 

If the hardenability of a steel is sufficient to prevent the formation of nonmartensitic microstructures for a given gas 
carburizing and quenching schedule, surface oxidation has a much reduced effect on bending fatigue performance. In 
direct-quenched specimens, as discussed above and demonstrated in Fig. 10, intergranular fracture to depths much deeper 
than the oxidized layers dominates fatigue crack initiation. However, when the conditions for intergranular crack 
initiation are minimized, as for example by reheating (Ref 24, 49) or shot peening (Ref 58), the surface oxide layers 
become a major location for bending fatigue crack initiation. Figure 19 shows crack initiation in the oxidized zone of a 
gas-carburized and reheated specimen of 4320 steel. The initiation is confined to the oxidized zone, and stable 
transgranular fatigue propagation proceeds directly below the oxidized zone with no evidence of intergranular fracture. 



 

FIG. 19 BENDING FATIGUE CRACK INITIATION IN GAS-CARBURIZED AND REHEATED 4320 STEEL. THE 
DASHED LINE CORRESPONDS TO MAXIMUM DEPTH OF SURFACE OXIDATION, AND ALL FRACTURE BELOW 
DASHED LINE IS TRANSGRANULAR. SOURCE: REF 49 
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Retained Austenite and Fatigue 

Next to LTT martensite, retained austenite is the most important microstructural component in the case of carburized 
steels. The amounts of retained austenite vary widely, depending on carbon and alloy content, heat-treating conditions, 
and special processing steps such as shot peening and subzero cooling (Ref 9, 15). Generally, the higher the carbon and 
alloy content, the lower the Ms temperature and the higher the retained austenite content in the microstructure. The low-
temperature tempering applied to carburized steels, generally performed at temperatures below 200 °C (400 °F), is not 
high enough to cause the retained austenite to transform, and therefore retained austenite remains an important component 
of the microstructure. At higher tempering temperatures, retained austenite transforms to cementite and ferrite with 
attendant decreases in hardness and strength as the martensitic microstructure coarsens (Ref 15). 

The role that retained austenite plays in the bending fatigue performance of carburized steels has been difficult to identify 
because of the variable loading conditions that may be applied to carburized machine components and the complicating 
effects of other factors, such as residual stresses, grain boundary embrittling structures, and surface oxidation. With 
respect to loading conditions, it appears that higher amounts of retained austenite are detrimental to high-cycle fatigue and 
reduce endurance limits (Ref 28, 33, 38), while higher amounts of retained austenite are beneficial for low-cycle, high-
strain fatigue (Ref 38, 59, 60). 

Reduced retained austenite contents of LTT martensite/austenite composite microstructures increase elastic limits and 
yield strengths (Ref 61) and therefore benefit stress-controlled, high-cycle fatigue. One of the approaches to reducing the 
retained austenite content in the case microstructures of carburized steels, as noted above, is to reheat carburized 
specimens to temperatures below the Acm and quench to produce the type of microstructure shown in Fig. 2. Invariably 
such reheating and quenching significantly increases bending fatigue endurance limits compared to direct-quenched 
specimens of identically carburized specimens (Ref 24, 49). The reheating not only reduces retained austenite but also 
refines the austenitic grain size, refines the martensitic structure, and reduces susceptibility to intergranular fracture, all 
features that are known to improve fatigue resistance. Therefore, improved high-cycle fatigue resistance of reheated and 
quenched specimens is related to a combination of microstructural changes, including low retained austenite contents. 

The benefit of retained austenite to strain-controlled, low-cycle bending fatigue is related to the improved ductility and 
reduced strength and hardness that retained austenite contributes to a composite LTT martensite/austenite case 
microstructure. In addition, retained austenite, at sufficiently high applied strains and stresses, undergoes deformation-
induced transformation to martensite (Ref 62). The volume expansion associated with the strain-induced formation of 
martensite creates compressive stresses (Ref 39) that lead to reduced rates of fatigue crack growth, accounting for the 
enhanced low-cycle fatigue performance that is observed in carburized steels with high amounts of retained austenite in 
the case (Ref 60). 
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Subzero Cooling and Fatigue 

Cooling carburized steel below room temperature is a processing approach sometimes used to reduce the retained 
austenite content in the case regions of carburized steels. The transformation of austenite to martensite is driven by 
temperature changes, and the low Ms temperatures of high-carbon case regions of carburized alloy steels limit the 
temperature range between Ms and room temperature over which martensite forms (Ref 15). Therefore, the temperature 
range for martensite formation and the reduction of retained austenite is extended by cooling below room temperature. 
The cooling treatments are variously referred to as subzero cooling, refrigeration treatments, or deep cooling. 

In addition to the effects of retained austenite on bending fatigue, as discussed above, any deformation-induced 
transformation of retained austenite during cyclic loading in service, because of the volume expansion that accompanies 
the transformation of austenite to martensite, may change the dimensions of a carburized component. Therefore, subzero 
cooling is one approach to reduce retained austenite in parts that require high precision and stable dimensions throughout 
their service life. However, several studies show that subzero cooling lowers the bending fatigue resistance of carburized 
steels. Nevertheless, high-quality, high-performance aircraft and helicopter gears are routinely subjected to subzero 
cooling without apparent detrimental effects (Ref 63). For example, a commonly used carburizing steel for aircraft gears 
is 9310, which contains about 3 wt% nickel. The high nickel content lowers the Ms temperature and increases the amount 
of austenite at room temperature. The austenite content can be reduced by subzero cooling, probably with adverse effects 
on localized residual stress, as discussed below. However, the latter adverse effect of subzero cooling may be offset by 
fine austenite grain size, and high nickel content may improve the fracture toughness and fatigue resistance of carburized 
steels (Ref 14, 47, 48, 64) to a level where fatigue resistance is not adversely affected by subzero cooling. 

In the low-alloy steels commonly used for carburizing, subzero cooling used to reduce retained austenite may reduce the 
bending fatigue resistance of carburized components. According to Parrish and Harper (Ref 5), refrigeration treatments 
should be "considered as a last resort," and if they are applied, parts should be tempered both before and after. Figure 20 



shows an example of the detrimental effects of subzero cooling on the bending fatigue resistance of carburized specimens. 
The data were produced in an experimental study of vacuum-carburized specimens of 8620 and EX 24 steel that were 
deep cooled to -196 °C in liquid nitrogen (Ref 31). The overall fatigue performance in this study was complicated by high 
retained austenite contents and coarse carbide particles at square specimen corners, but the detrimental effect of subzero 
cooling on bending fatigue performance is clearly demonstrated in Fig. 20. 

 

FIG. 20 S-N CURVES OF VACUUM-CARBURIZED 8620 AND EX 24 (0.89% MN, 0.24% MO, 0.55% CR) STEELS. 
THE LOWER CURVES WERE OBTAINED FROM SPECIMENS SUBZERO COOLED TO -196 °C AND THE UPPER 
CURVES WERE OBTAINED FROM SPECIMENS NOT SUBJECTED TO SUBZERO COOLING. SOURCE: REF 31 

The detrimental effect of subzero cooling on the bending fatigue of carburized specimens has been related to changes in 
residual stress by several investigations (Ref 23, 65, 66). The overall surface residual stresses become increasingly 
compressive, as measured from the martensite in the case and as expected from the constraint of the expansion that 
accompanies the transformation of austenite to martensite as temperature is decreased. However, the residual stresses in 
the austenite phase are measured to be tensile, especially at the surface of the carburized specimens. These tensile stresses 
would then be expected to lower the surface tensile stresses applied in bending to initiate fatigue cracks. Microcrack 
formation within martensite plates and at plate/austenite interfaces (Ref 67) may be enhanced by the localized residual 
stresses induced by subzero cooling (Ref 66), but they could be minimized by maintaining a fine prior-austenite grain size 
and applying reheating treatments (Ref 68, 69). 
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Residual Stresses and Shot Peening 

Compressive residual stresses are formed in the case microstructures of carburized steels as a result of transformation and 
temperature gradients induced by quenching (Ref 17, 18). The magnitude and distribution of the residual stresses 
therefore are complex functions of the temperature gradients induced by quenching (Ref 70), which in turn are dependent 
on specimen size and geometry, the hardenability of the steel, the carbon gradient, and the case depth. The residual 
stresses as a function of case depth are routinely measured by x-ray diffraction (Ref 71), and considerable effort has been 
applied to modeling residual stress profiles in carburized steels as a function of cooling and hardenability (Ref 72, 73, 74). 

Figure 21 shows the range and pattern of compressive residual stresses typically formed in the case regions of direct-
cooled carburized steels (Ref 5). The compressive residual stresses offset the adverse effects of factors such as quench 
embrittlement and intergranular fracture to which high-carbon microstructures are susceptible (Ref 16), and they increase 
the fracture and fatigue resistance of direct-quenched parts to levels that provide good engineering performance. As 
discussed above, case residual stresses in carburized steels are adversely modified by subzero cooling, and they are 
positively modified (made locally more compressive) by the strain-induced transformation of austenite to martensite. 
Tempering lowers residual compressive stresses because of dimensional changes that accompany the recovery and 
coarsening of the martensitic microstructure during tempering (Ref 75). 



 

FIG. 21 RANGES AND PATTERNS OF RESIDUAL STRESSES AS A FUNCTION OF DEPTH FOR 70 CARBURIZED 
STEELS. SOURCE: REF 5 

Shot peening is an effective way to increase the case compressive residual stresses in carburized steels (Ref 52, 76, 77, 
78) and as a result improve the bending fatigue performance. Shot peening causes deformation-induced transformation of 
case retained austenite, and the constraint of the associated volume expansion causes the development of additional 
compressive stresses. Figures 22, 23, and 24 show, relative to unpeened specimens, the decrease in retained austenite, the 
increase in the case compressive stresses, and the increased bending fatigue performance, respectively, that are associated 
with shot peening of direct-quenched carburized 4320 specimens (Ref 58). 

 

FIG. 22 RETAINED AUSTENITE AS A FUNCTION OF DEPTH BELOW THE CARBURIZED SURFACE FOR GAS-



CARBURIZED 4320 SPECIMENS IN THE AS-CARBURIZED, DIRECT-QUENCHED AND VARIOUS SHOT-PEENED 
CONDITIONS AFTER DIRECT QUENCHING. SOURCE: REF 58 

 

FIG. 23 RESIDUAL STRESS PROFILES FOR THE SPECIMENS DESCRIBED IN FIG. 22. SOURCE: REF 58 

 

FIG. 24 S-N CURVES FOR THE SPECIMENS DESCRIBED IN FIG. 22. SOURCE: REF 58 
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Introduction 

CONTACT FATIGUE is the cracking of a surface subjected to alternating Hertzian stresses (Ref 1) produced under 
combined rolling and sliding loading conditions. In addition to cracking, contact fatigue can result in microstructural 
alterations, including changes in retained austenite, residual stress, and martensite morphology. When traction forces 
(frictional) are negligible, this phenomenon is known as rolling contact fatigue. However, frictional forces are always 
present and thus contact fatigue will be the term used in this article to describe this phenomenon. Contact fatigue is 
encountered most often in rolling-element bearings and gears, where the surface stresses are high due to concentrated 
loads that are repeated many times during normal operation. The mechanism of contact fatigue can be understood in terms 
of several sources of stress concentration, or stress raisers, within the macroscopic Hertzian stress field. 

The location of contact fatigue initiation is dependent on the applied normal load, the magnitude of surface tractive 
forces, and type and location of stress raisers, resulting in surface or subsurface fatigue initiation. Surface initiation is 
usually controlled by asperities, oxides, defects, and geometry, whereas subsurface initiation is due to inclusions, 
carbides, defects, and grain boundaries. Other factors that influence fatigue initiation and propagation are 
microstructure/hardness and residual stress profile. 

It is useful to classify contact fatigue damage according to a system that is related to origin, propagation mode, and 
macroscopic appearance of advanced stages of damage. Material and environmental factors coupled with load, contact 
geometry, surface microtopography, and conditions of lubrication are the primary variables that combine to determine the 
predominant mode(s) of contact fatigue damage. 

Component damage due to contact fatigue can be reduced through enhancements in lubrication, steel cleanness, alloy 
selection, surface finish, geometry and design, and manufacturing techniques. These enhancements focus on providing 
greater resistance to contact fatigue, thus translating into a more power-dense component or system by improving life or 
increasing load-carrying capabilities (Ref 2). Improved contact fatigue resistance of bearings and gears depends on the 
mechanisms of contact fatigue, the controlling metallurgical and tribological factors, and the use of improved, cleaner 
materials that have been properly heat treated to the optimal hardness and correct microstructure. 

 
References 

1. H. HERTZ, MISCELLANEOUS PAPERS, MACMILLAN, 1896 
2. R.L. LEIBENSPERGER, "POWER DENSITY: PRODUCT DESIGN FOR THE 21ST CENTURY," IJTM 

SPECIAL PUBLICATION ON THE ROLE OF TECHNOLOGY IN CORPORATE POLICY, INT. J. 
TECHNOLOGY MANAGEMENT, 1991 

Contact Fatigue of Hardened Steels 

R. Scott Hyde, The Timken Company 

 

Cyclic Contact Stresses 

Contact stresses are caused by the pressure of one solid in contact with another solid over limited areas of contact (Ref 3). 
Most machine components are designed on the basis of stress in the main body of the member, that is, in portions of the 
body not affected by the localized stresses. In other words, damage to most mechanical components is associated with 
stresses and strains in portions of the component far removed from the points of application of the loads. However, in 
certain situations the contact stresses between the surfaces of two externally loaded bodies (e.g., meshing gear teeth or 
contact between the roller or ball and its race in a bearing) can be the significant stresses; that is, the stresses on or 



somewhat below the surface of the contact are the major causes of damage to one or both of the bodies. Therefore, 
analysis of cyclic (Hertzian) stresses provides important information about surface and subsurface stresses for static 
loading of concentrated contacts, particularly the location of the maximum shear stress below the surface. The following 
review on dynamic loads and stress variation under rolling/sliding conditions is thus important to the understanding of 
cyclic stresses that cause contact fatigue. 

Hertzian Shear Stresses at and below the Contact Surfaces. Damage caused by contact fatigue is the result of 
cyclic shear stresses developed at or near contact surfaces during operation. The effects on the shear stress field below the 
surface of a bearing raceway as a cylindrical roller travels across the surface is shown schematically in Fig. 1 (Ref 4). The 
initial location of the roller is shown at position 1 (Fig. 1a). The material directly below the roller experiences no shear 
stresses parallel to the coordinate axes, τzy and τyz, but the maximum shear stress, τmax, is depicted on planes at 45° to the 
coordinate axes. The τzy and τyz stresses are referred to as orthogonal shear stress (τo = τzy = τyz) and the τmax is referred to 
as the octahedral shear stress. However, the adjacent material is subjected to shear stresses parallel to the coordinate axes, 
τzy and τyz, and the material more distant from the roller experiences no applied shear stresses. As the roller moves to 
position 2 in Fig. 1(b), the shear stresses below the roller become a maximum in the planes oriented 45° to the surface and 
τzy and τyz tend toward zero. Similar to Fig. 1(a), the adjacent material exhibits shear stresses τzy and τyz equal to a finite 
value. With the roller in position 3 (Fig. 1c), the shear stresses below the roller again reach a maximum τmax on 45° planes 
and τzy and τyz approach zero. Meanwhile, the adjacent material reverts back to only τzy and τyz having finite values, and 
the material away from the roller experiences no applied stresses. It should be noted that the shear stress field in position 
2 changes direction from Fig. 1(a) to (c). Although τo is always smaller than τmax, for a given point in a contacting body, τo 
changes sign as the rolling element approaches and leaves the region above the point. Therefore, the range of the 
maximum orthogonal shearing stress is 2τo, and for most applications this range is greater than the range of the octahedral 
shearing stress. These alternating shear stresses cause fatigue and are believed to be the primary contributor to bearing 
damage. Rolling bearing fatigue is based on the Lundberg-Palmgren theory (Ref 5). The Lundberg-Palmgren theory 
postulates that the stress responsible for fatigue damage is the orthogonal shear stress, which can be derived from the 
Hertzian pressure distribution in the contact surface and the subsurface. The orthogonal shear stress amplitude reaches a 
maximum simultaneously in two planes, one parallel and one perpendicular to the contact surface. Damage resulting from 
contact stresses starts as a localized, inelastic cyclic deformation (localized yielding or distortion) followed by the 
initiation and propagation of a crack. Inelastic deformation theories are based on material deformation occurring when 
either the maximum shearing stress (Tresca's criterion) or the maximum octahedral shearing stress (von Mises criterion) 
at any point in a component reaches a critical value that causes slip of the crystal along specific crystallographic planes 
(Ref 3). The maximum shearing stress is given by:  

  

where σ1 and σ3 are the maximum and minimum values of the principal stresses at a point. The maximum octahedral 
shearing stress is given by the equation:  

  

where σ1 and σ3 are defined as before and σ2 is the third principal stress. 



 

FIG. 1 SCHEMATIC OF THE VARIATION OF SUBSURFACE SHEAR STRESSES AT ONE DEPTH FOR THREE 
LOCATIONS IMMEDIATELY BELOW, AHEAD, AND BEHIND THE ROLLING ELEMENT; THIS IS A TWO-
DIMENSIONAL VIEW FOR "LINE CONTRACT" AND ALSO APPLIES TO A PLANE CONTAINING THE ROLLING 
DIRECTION, THROUGH THE CENTER OF A POINT CONTACT. AT DIFFERENT DEPTHS BELOW THE CONTACT 
SURFACE, THE VARIATION OF SHEAR STRESSES WILL BE SIMILAR, BUT OF DIFFERENT MAGNITUDE FOR PURE 
ROLLING. WHEN SLIDING IS SUPERIMPOSED WITH THE ROLLING, THE TANGENTIAL FRICTION FORCES AT THE 
SURFACE MODIFY THE RANGE OF SHEAR STRESSES FROM THE PURE ROLLING SITUATION AT ANY GIVEN 
LOCATION AT AND BELOW THE SURFACE. 

If normal forces act alone, that is the friction coefficient is zero, the stresses would be (Ref 6):  

1MAX = -PO, 2MAX = PO, AND 3MAX = -0.5PO 
MAX = 0.30 PO 
OCT(MAX) = 0.27 PO  

and these values of τmax and τoct(max) occur on the z-axis at a certain distance below the contact surface. This distance is a 
function of only contact geometry. Figure 2(a) shows a schematic of stress variations with respect to depth in a solid 
subjected to static contact stresses only. 



 

FIG. 2 VARIATIONS IN MAXIMUM SHEAR STRESS AS A FUNCTION OF DEPTH FOR THREE DIFFERENT FRICTION 
COEFFICIENTS; (A) 0, (B) 0 ･ ･0.11, AND (C) ･0.11. THIS FIGURE IS FOR STATIC LOADING, BUT THE 
RANGE OF SHEAR STRESS VERSUS DEPTH IS ALSO AT OR VERY NEAR THE SURFACE FOR TANGENTIAL 
FORCES FROM ROLLING/SLIDING CONTACT. 

However, if tangential forces (frictional) act in addition to the normal forces, both principal and shear stresses increase. It 
has been found that tangential forces caused by a coefficient of friction equal to 0.33 increases the maximum principal 
stress by 39%, the maximum shearing stress by 43%, and the maximum octahedral shearing stress by 37% (Ref 6). 
Furthermore, the location of these maximum shearing stresses changes with variations in friction coefficient, such that, as 
the friction coefficient increases from zero, depth of the shear stress maxima decreases. Investigation shows that when the 
coefficient of friction is greater than 0.11 shearing stress maxima are located on the contact surface, but below 0.11 these 
stress maxima are found a distance beneath the surface (Ref 6). This distance is now a function of both contact geometry 



and the degree of tangential forces. Figures 2(b) and 2(c) show schematics of stress variations with respect to depth in a 
solid subjected to contact stresses and tangential forces. 

In order to better understand the mechanism of contact fatigue, an understanding of the design characteristics of the 
application (rolling-element bearings and gears), the basic applied stresses, and the generation of operating stresses is 
required. Therefore, bearings and gear characteristics are briefly summarized below. In addition, variations of normal and 
shear stresses also need to be considered in three dimensions. Three-dimensional variations of normal and shear stresses 
for point contact and for the ends of line contact in bearings and gears are important under conditions of inadequate 
crowning or end geometry modifications. 

Rolling-element bearings, ball and roller, use rolling elements interposed between two raceways and relative motion is 
permitted by the rotation of these elements. Bearing raceways that conform closely to the shape of the rolling elements 
are normally used to house the rolling elements. The rolling elements are usually positioned within the bearing by a 
retainer, cage, or separator. However, in some ball, cylindrical roller, and needle bearings, the elements occupy the 
available space and locate themselves by contact with each other. Fatigue damage of rolling-element bearings is usually 
termed rolling contact fatigue due to the negligible tractive forces present in most bearings of this type. Roller bearings 
develop line-contact loading due to their cylindrical shape, and ball bearings tend to develop point contact loading. This 
difference, in conjunction with the double-axis rotation inherent in ball bearings, results in variations in contact fatigue 
fracture appearance (Ref 7). 

Ball bearings can be divided into three categories depending upon the direction of applied load: radial contact, angular 
contact, and thrust. Radial contact ball bearings are designed for applications in which loading is primarily radial with 
only low thrust (axial) loads. Angular contact bearings are used in applications that involve combinations of radial and 
high axial loads and require precise positioning of shafts. Thrust bearings are used primarily in applications involving 
axial loads. Roller bearings have higher load-carrying capacities than ball bearings for a given envelope size (outer 
dimensions) and are usually used in moderate speed, heavy-duty applications. However, improvements in materials, 
design, and manufacturing have now made the use of these bearings in high-speed applications practical (Ref 4). Principal 
types of roller bearings are cylindrical, needle, tapered, and spherical. 

Gears transmit motion and force from one machine component to another. This transmission of motion and force may be 
in either the same plane and direction or in a different plane and/or direction. Similar to rolling-element bearings, there 
are many types of gears: spur, worm, helical, and bevel (straight, spiral, and hypoid) (Ref 8). Spur and helical gears 
transmit motion in the same plane, whereas bevel gears change the plane of motion. The design and function of gears are 
associated, since the design is based on a specific function. The basic design of gears results in line or point contact of 
properly aligned teeth, which results in the development of contact stresses. However, because of the occurrence of elastic 
deformation (deflection) on the surface of loaded teeth and misalignment in service, contact occurs along narrow bands or 
in small areas instead of along the expected line contact. The radius of curvature of the tooth profile has an effect on the 
amount of deformation, the width of the resulting contact bands, and the overall contact stress field. 

As a contacting gear tooth moves up the profile of the loaded tooth, a sliding-rolling action takes place at the profile 
interface. At the pitch line, tractive forces are negligible and loading conditions resemble those developed in roller 
bearings (Ref 9). Above the pitch line, a rolling-sliding action takes over, but the sliding is in the opposite direction. The 
action on the profile of the contacting tooth is exactly the same as on the loaded tooth, except in reverse order. 

In addition to the sliding and contact stresses, gear teeth experience tensile and compressive stresses that are greatest 
within the root area (Ref 10). However these stresses develop along the tooth profile up to the point of contact and 
therefore play a role in contact fatigue damage. The main differences between gear types are the degree and direction of 
sliding action that takes place as a tooth cycles in and out of mesh. The degree of sliding, and thus of tractive forces, are 
more significant in gears than in rolling-element bearings, resulting in the maximum shear stresses that are much closer to 
or on the contact surfaces. 
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Gear and Bearing Materials 

Although this article focuses primarily on the rolling contact fatigue of hardened bearing steels, this section provides a 
brief overview of the key types of gear and bearing steels. In addition, a brief discussion of nonferrous gear and bearing 
materials is also included as general background. 

For both gear and bearing steels, it is important to recognize the differences between carburized steels and through-
hardened steels in terms of material selection, fatigue performance, and failure analysis or fracture appearance. In terms 
of fatigue behavior, for example, it is understood that through-hardened and case-hardened parts are very different in 
initiation and propagation periods. Spalls (or more generally macropitting) may propagate slower and sometimes seem to 
stop for periods in carburized material, possibly because of the usually higher residual stresses near the surface than in 
through-hardened steel. Through-hardened steels probably have better dimensional stability and accept higher contact 
stresses because of lower retained austenite. However, carburized steels may be less sensitive to surface-initiated failure 
and run-in or changes of the surface roughness may be different, occurring in different, perhaps shorter, time periods. 

Differences between these two different types of steels may also be a factor in selection of a specific steel dictated by the 
primary performance characteristics required for specific applications. In other words, specific factors listed in the section 
"Factors Influencing Contact Fatigue Life" in this article may be more important than others, depending on the specific 
failure mode(s) expected based on the operating and environmental conditions of a Hertzian contact. 

Gear Materials. A variety of cast irons, powder-metallurgy materials, nonferrous alloys, and nonmetallic materials are 
used in gears, but steels, because of their high strength-to-weight ratio and relatively low cost, are the most widely used 
gear materials. Most gears are made of carbon and low-alloy steels, including carburizing steels and the limited number of 
low-alloy steels that respond favorably to nitriding. 

Among the through-hardening steels in wide use are 1040, 1552, 1060, 4140, and 4340. These steels can also be 
effectively case hardened by induction heating. Among the carburizing steels used in gears are 1018, 1524, 4026, 4118, 
4320, 4620, 4820, 8620, and 9310 (AMS 6260). Many high-performance gears are carburized. Some special-purpose steel 
gears are case hardened by either carbonitriding or nitriding. Other special-purpose gears, such as those used in chemical 
or food-processing equipment, are made of stainless steels or nickel-base alloys because of their corrosion resistance, 
their ability to satisfy sanitary standards, or both. Gears intended for operation at elevated temperatures may be made of 
tool steels or high modifications of either through-hardened or carburized carbon steel grades. 



Because resistance to fatigue failure is partly dependent on the cleanness of the steel and on the nature of allowable 
inclusions, melting practice may also be a factor in steel selection and may warrant selection of a steel produced by 
vacuum melting or electroslag refining. The mill form from which a steel gear is machined is another factor that may 
affect its performance. Many heavy-duty steel gears are machined from forged blanks that have been processed to provide 
favorable grain flow consistent with load pattern rather than being machined from blanks cut from mill-rolled bar. 

Rolling-element bearing materials include through-hardened steel, such as 52100, for ball bearings and carburized 
materials, such as 8620, for roller bearings. A commonly accepted minimum surface hardness for most bearing 
components is 58 HRC. The carburizing grades have a core hardness range of 25 to 45 HRC. 

At surface-hardness values below the minimum 58 HRC, resistance to pitting fatigue is reduced, and the possibility of 
brinelling (denting) of bearing raceways is increased. Because hardness decreases with increasing operating temperature, 
the conventional materials for ball and roller bearings can be used only to temperatures of approximately 150 °C (300 °F). 
Although ball bearings made of high-temperature materials, such as M50 (Fe-0.80C-4Cr-1V-4.25Mo), or roller bearings 
made of CBS1000M (Fe-0.13C-0.5Mn-0.5Si-1.05Cr-3Ni-4.5Mo-0.4V) are usable to approximately 315 °C (600 °F), the 
practical limit is actually determined by the breakdown temperature of the lubricant, which is 205 to 230 °C (400 to 450 
°F) for the synthetic lubricants that are widely used at elevated temperatures. 

Molybdenum high-speed tool steels, such as M1, M2, and M10, are suitable for use to about 425 °C (800 °F) in oxidizing 
environments. Grades M1 and M2 maintain satisfactory hardnesses to about 480 °C (900 °F), but the oxidation resistance 
of these steels becomes marginal after a long exposure at this temperature. An important weakness of these highly alloyed 
materials is their fracture toughness. Also, regardless of operating temperature, bearings require adequate lubrication for 
satisfactory operation. 

For bearings that operate in moderately corrosive environments, AISI type 440C stainless steel should be considered. Its 
maximum obtainable hardness is about 62 HRC, and it is recommended for use at temperatures below 175 °C (350 °F). 
However, the dynamic-load capacity of bearings made from type 440C stainless steel is not expected to be comparable to 
that of bearings made from 52100 steel. The carbide structure of 440C is coarser, the hardness generally lower, and the 
fracture toughness about one-half that of 52100 steel. 

Materials for Sliding Bearings. Almost all materials, such as carbon, ceramics, white cast iron, and metal alloys of all 
kinds, can be used as bearings. These materials may be chosen primarily for corrosion resistance, for prevention of 
sparking, for resistance to high volumes of abrasives, or simply because they are available. High-performance sliding 
bearing materials include tin-base or lead-base babbitts, copper-lead alloys, and aluminum alloys containing tin and lead. 

Polymers, gray cast irons (with large amounts of graphite), and bronzes are selected as bearing materials because of their 
ability to survive even though they may be made to poor tolerances or may be operated with occasional lubricant 
starvation or without maintenance. Poor treatment of these bearings will often appear as adhesive grooving and galling. 
Where these materials are run against a harder countersurface, there may be metal transfer to that surface. 

The lowest cost bearings are bushings of molded polymers (plastics) in which steel shafts rotate. The lowest cost 
polymers are the nylons and acetals. At low sliding speeds, they usually wear by abrasion due to dirt or the roughness of 
the surface of the shaft. 

For low friction, the more expensive polytetrafluoroethylene (PTFE) is available. Polytetrafluoroethylene is sometimes 
added to acetals to reduce friction. Graphite and molybdenum disulfide (MoS2) are also added; although they decrease 
friction, these solid lubricants usually do not prevent wear. 
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Microstructural Changes from Contact Fatigue 

Cyclic contact stresses cause microstructural changes, which are important because they are related to stress levels and 
the number of cycles. The microstructural changes usually observed in martensitic microstructures from contact fatigue 



are known as dark etching areas, butterflies, and white bands. The development of these structural changes depends on the 
local magnitude of the applied shear stresses and the number of cycles such that, below a certain stress limit or number of 
cycles, these structural changes are not observed. For example, of these three microstructural changes, the so-called white 
bands occur from many cycles (approximately 100 million total) after dark etching and butterfly formation. These 
microstructural changes from cyclic contact stress therefore can be useful because the influence of stress level and 
number of cycles allows one to infer what loads and stresses have been present in the examination of a damaged or failed 
bearing or component. 

Microstructural alterations from contact fatigue have been reported in the literature since the work published by Jones 
(Steel, Vol 119, p 68-100) in 1946. Different investigators have used different terms for identifying and describing the 
various structural changes, but most are likely describing only a few different microstructural changes. In addition, most 
researchers have restricted their methods to light optical microscopy, and the principal problems are reproducibility and 
standardization of etching and microscopy techniques. The earliest work on the transmission electron microscopic 
evidence of dislocation cell formation in fatigue-damaged microstructures was provided by O'Brien et al. (Ref 11). 

The distinction between through-hardened and carburized steels is also important here. Microstructural alterations are 
different for 52100 type steels than for carburized steels. The undissolved carbides in 52100 and the higher level of 
retained austenite in the carburized steels contribute to these differences. Additional differences such as hardness/strength 
and residual stress gradients found in carburized steels may influence the type and location of the microstructural 
alterations with respect to load levels and stress cycles. The above-mentioned alterations have been observed in both 
types of materials and thus, material selection should be based upon manufacturing considerations and operating 
environments. 

Dark etching areas (DEA) appear in the region of maximum Hertzian shear stress after a high number of cycles, 
depending on load (Ref 12). In through-hardened 52100 steel DEA has been initially observed in as few as 106 cycles at 
contact pressures exceeding 3500 MPa and at cycles as long as 109 with contact pressures of 2700 MPa (Ref 19). Many 
researchers have studied this dark etching phase and have suggested many terms to describe the microstructure, such as 
"troostite," tempered martensite, low-temperature bainite, and ferrite (Ref 13). 

Dark etching areas are produced when a material volume is subjected to contact stresses in which the subsurface flow 
stress is locally exceeded and the material plastically deforms (Ref 14, 15). Plastic deformation caused by contact stresses 
occurs by dislocation slip along certain crystallographic planes (Ref 16). For this mechanism, it is typical that slip lines 
are located orthogonal to each other and form at an angle of about 45° with respect to the contact surface corresponding to 
the maximum shear stress. Areas appear dark after polishing and etching where slip has occurred in the tempered 
martensite crystals. The darker these areas appear, the more plastic deformation has occurred in the tempered martensite. 
From the position and darkness of the DEA, conclusions can be drawn about the heaviest stresses of the material under 
the contact surface (Ref 17). These areas are present in very localized regions beneath the contact surface, approximately 
corresponding in depth to the maximum shear stress, which suggests a stress dependence of these microstructural 
alterations. 

The DEAs have somewhat the same microstructure as that of martensite tempered to relatively high temperatures, and 
some investigators have even theorized such a structural change during contact fatigue is caused by heat generated by 
cyclic loading (Ref 13). However, distribution of the dark areas is not uniform, but discontinuous, and if heat were the 
main cause of the structural alteration, distribution of the constituents would be more uniform. Sugino et al. (Ref 18) 
surmised the possibility that very fine carbides present in the original tempered martensite would dissolve into the matrix 
by cyclic stressing. This phenomenon is associated with the diffusion of carbon atoms toward heavily dislocated regions, 
which are caused by inhomogeneous microplastic deformation during the fatigue process (Ref 12). Also, moving 
dislocations would break the coherence of the carbides with the martensite, or even cut the carbides. This supersaturation 
of the martensitic matrix due to carbide dissolution is not stable and the reprecipitation of incoherent carbides would 
occur at such favorable sites as grain boundaries. Furthermore, Sugino et al. postulated that the dissolution of carbides is a 
function of the degree of slip on discrete crystallographic planes, thus causing the dependence of structural alteration on 
the orientation of martensite crystals. This dependency is consistent with features of the dark etching areas (Ref 18). 

Butterflies, also known as white etching areas, is the term given to frequently observed structural changes that occur due 
to contact stresses. Figure 3 shows an example of a butterfly in which white areas extend outward from a dark center 
region. One characteristic feature of butterflies is that they take a definite inclination to the contact surface due to the 
static shear stresses that develop (Ref 18). The center region of the butterfly, which etches dark, is usually a nonmetallic 
inclusion. According to Sugino et al. (Ref 18), butterflies originate at almost all kinds of nonmetallic inclusions. 
However, the statistical result of many observations shows a trend that these structural changes originate most 



preferentially at alumina type inclusions (Ref 18). Alumina inclusions form a hard, brittle phase relative to the steel that 
exhibits an incoherent interface with the matrix microstructure, whereas sulfide inclusions are soft, ductile particles that 
have a semicoherent interface with the surrounding steel matrix. Table 1 shows inclusion type and appearance correlated 
with associated frequency to butterfly formation (Ref 18). Sulfides combined with alumina are occasionally found, but 
sulfides alone are usually not associated with the butterfly structure. 

TABLE 1 LIST OF INCLUSION TYPE AND OCCURENCE ASSOCIATED WITH BUTTERFLY FORMATION 

TYPE OF 
NONMETALLIC 
INCLUSION  

APPEARANCE OF 
NONMETALLIC INCLUSION  

FREQUENCY OF 
BUTTERFLIES  

ELONGATED (<3 M)  RARE  
ELONGATED (>3 M)  FEW  

MNS  

VERY THIN AND LONG  NONE  
AL2O3  FINELY DISPERSED STRINGERS  MANY  
TIN     NONE  
MNS + AL2O3     MANY   

 

FIG. 3 MICROGRAPH SHOWING A BUTTERFLY ON A PLANE PERPENDICULAR TO THE ROLLING DIRECTION 
WITHIN A MARTENSITE/AUSTENITE MATRIX. (A) A SUBSURFACE FATIGUE CRACK IS VISIBLE TO THE RIGHT 
OF THE BUTTERFLY. 100×. (B) 750×. ETCHED IN NITAL 

From the orientation of the white etching areas, it can be assumed that butterflies are generated due to the maximum shear 
stress, and the depth at which most butterflies are found coincides with the zone of maximum contact stress. Many 
theories for butterfly formation have been postulated. One theory by Schlicht et al. (Ref 19) explains the formation of 
butterflies as caused by tensile and shear stresses that develop due to contact stresses in the vicinity of nonmetallic 
inclusions. Local stresses develop in the vicinity of these inclusions as a result of the elastic modulus differences between 
the inclusion and the martensite-retained-austenite matrix and/or the weak interfacial energy between the inclusion and 
the matrix. If the material is overstressed, the elastic energy concentrated in the area of an inclusion is transformed into 
deformation energy and energy needed to initiate cracks that propagate in the direction of maximum shear stress. The 
cracked surfaces are pressed together during propagation due to hydrostatic pressure and are plastically deformed. The 
plastic deformation is associated with adiabatic heating, and consequently the microstructure is reaustenitized. During the 
reaustenitization, carbides dissolve, and upon subsequent quenching a highly deformed martensite is formed. Other 
investigations postulate that carbide dissolution is caused by severe deformation of the carbides, resulting in diffusion of 
carbon from the carbide to a microcrack or interface (Ref 19). This hypothesis does not require the formation of high 
temperatures and localized reaustenitization of the steel microstructure. However, both theories require that a microcrack 
be a prerequisite for the formation of the butterflies. The mechanism of butterfly formation is similar to the generation of 
adiabatic shear bands observed with high impact loading (Ref 19). Also, the martensitic microstructure formed by this 
method of rehardening resembles a microstructure that is formed during a marquenching process. In both of the above 
examples, the microstructure that forms exhibits highly deformed martensite, similar to what is observed with butterflies. 



The distribution of the butterfly constituent is dependent on various factors, such as the number of cycles and other 
structural alterations (Ref 20). While the number of butterflies and the size of the zone in which they generate increase 
with repeated cycles, their density becomes reduced at certain depths. In addition, as the size of butterflies increases with 
cycles, their growth is suppressed in these same areas. It has been shown that the formation of the DEAs influences the 
generation and growth of the butterflies such that the region in which butterfly generation is suppressed corresponds to 
the location of the DEA and the number of cycles at which this suppression occurs also corresponds to the number of 
cycles needed to generate the DEAs. These dependencies can be explained by considering that plastic deformation, the 
cause of DEAs, reduces the stress-raising effect around a nonmetallic inclusion and consequently the formation of a 
microcrack, which is required for the formation of the butterfly. In fact, butterflies have been found at the depth of 
maximum shear stress prior to the formation of the DEAs. Therefore, the interaction of the two structural changes is not 
contradictory to the idea that shear stress is essential for their formation. 

White bands occur within DEAs after a high number of cycles following DEA and butterfly formation. In through-
hardened 52100 steel white bands have been initially observed in as few as 108 cycles at contact pressures approaching 
4000 MPa and at cycles as long as 1011 with contact pressures of 2500 MPa (Ref 19). White bands have had different 
descriptives, such as gray lines, nonetching bands, 30° bands, and deformation bands (Ref 13). 

White etching bands are observed at angles between 20 and 30° (shallow bands) with respect to the contact surface (Ref 
17). Their inclination is not constant; slight changes are observed with variations in contact conditions, lubrication, and 
tractional forces (Ref 21). With increased cycles, additional white bands are observed. This second set of white bands 
form at angles of 70 to 80° (steep bands) with respect to the contact surface and develop within the zone of previous white 
band formation (Ref 17). These steep bands form after a greater number of cycles and are located closer to the contact 
surface. With a reverse of motion with respect to the contact surfaces, these bands will develop in a corresponding new 
orientation, which suggests a stress-related mechanism for their formation (Ref 12). 

The white band microstructure was shown by Österlund and Vingsbo (Ref 13) to consist of carbide disks sandwiched 
between an extremely fine-grain, ferritelike phase, free of resolvable carbides. The mechanism of white band formation 
can be thought of as a form of mechanical tempering in which dislocation motion adds to the energy needed for carbon 
diffusion, as opposed to a traditional tempering process in which elevated temperatures and times are required. Due to 
extensive plastic deformation resulting from contact stresses, a dislocation structure of fine cells develops within the 
ferritelike phase, thus resembling heavily cold-rolled ferrite (Ref 13). The dislocation density is similar to that of 
martensite, whereas the dislocation structure is similar to that of heavily strained ferrite. Because the decay of the original 
tempered martensite is oriented (i.e., specific white band orientation), it can be concluded that white band formation 
caused by shearing stresses developed during contact loading. 
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Fracture Appearance 

The fatigue of hardened steel under cyclic contact stress has been the subject of extensive research using analytical and 
experimental methods. A rapidly growing number of publications have revealed a large variation in the contact fatigue 
strength of similar materials when tested under different conditions of contact geometry, speed, lubrication, temperature, 
and sliding in combination with rolling. These variations result from a poor understanding of the basic mechanism of 
contact fatigue. 

The existence of several distinctly different modes of contact fatigue damage has been recognized, but the factors that 
control the nucleation and propagation of each type are only partially understood. In addition to a lack of understanding of 
the basic mechanism, the bearing and gear industries have, in the past, used completely different nomenclature to describe 
identical fatigue damage modes. The basic mechanism of contact fatigue initiation and propagation is the same, regardless 
of the application such that bearings, gears, and other contact-stressed components fail in the same manner. 

Although bearing and gear industries have used completely different nomenclature to describe contact fatigue in the past, 
current nomenclature used by both industries is very similar. American National Standard ANSI/AGMA 1010-E96 
published in 1996 represents several years' work that emphasized standardized nomenclature for failure modes that is 
compatible with both gear and bearing industries. Reference 9 (C.A. Moyer, Comparing Surface Failure Modes in 
Bearings and Gears) uses nomenclature for bearings that is similar to that used in ANSI/AGMA 1010-E96 for gears. In 
order to improve communication, it is imperative to maintain compatible nomenclature per ANSI/AGMA 1010-E96 such 
that:  

• THE TERM MACROPITTING SHOULD BE USED INSTEAD OF "SPALLING." SPALLING HAS 
BEEN USED IN THE PAST TO DESCRIBE SEVERAL DIFFERENT FAILURE MODES AND 
THEREFORE IS CONFUSING. IT SHOULD BE AVOIDED WHERE POSSIBLE.  

• THE TERM MICROPITTING SHOULD BE USED INSTEAD OF "PEELING." PEELING IS NOT A 
GOOD NAME FOR MICROPITTING BECAUSE IT DOES NOT DESCRIBE EITHER THE 
APPEARANCE OR THE MECHANISM OF THE FAILURE MODE. MICROPITTING IS A MUCH 
BETTER NAME BECAUSE IT DESCRIBES BOTH APPEARANCE AND MECHANISM AND 
LINKS THE FAILURE MODE TO MACROPITTING, WHICH IS SIMILAR EXCEPT FOR SCALE.  

Fracture origin and appearance of a component damaged by contact fatigue is a function of the applied stresses and 
material selection, with variations in those applied stresses resulting from environmental factors. Table 2 lists terminology 
used by the bearing and gearing industries to describe the fracture appearance of contact fatigue-failed components. 

TABLE 2 LIST OF CONTACT FATIGUE TERMINOLOGY USED TO DESCRIBE THE DIFFERENT FATIGUE 



MECHANISMS 

MACROSCALE  

•  

 
MACROPITTING  

O PITTING  
O INITIAL PITTING  
O DESTRUCTIVE PITTING  
O FLAKING  
O SPALLING  
O SCABBING  
O SHELLING  
O FATIGUE WEAR  

SUBCASE FATIGUE  

O CASE CRUSHING  
 
MICROSCALE  

•  

MICROPITTING  

O MICROSPALLING  
O FROSTING  
O GLAZING  
O GRAY STAINING  
O SURFACE DISTRESS  
O PEELING  

   
Macropitting 

As previously noted, macropitting is a preferred general term that includes spalling (Ref 22) and other forms of 
macroscale damage (Table 2) caused by Hertzian contact fatigue. Spalling (or macropitting) of bearing raceways or gear 
teeth is generally due to contact fatigue, which occurs from localized plastic deformation, crack initiation, and finally 
macropitting from crack propagation in and near the contact surface. 

Macropitting or spalling results from the subsurface growth of fatigue cracks, which may have a surface or subsurface 
origin. Figure 4 shows macropit formation by subsurface growth of surface-origin pitting on a gear tooth. The bottom of 
inclusion-origin macropits form first, and so forth. When circumstances cause surface-origin pitting, crack growth often 
occurs within and beyond the range of maximum shear stresses in the contact stress field (so-called hydraulic-pressure 
propagation crack paths that may be due to chemical reactions at the crack tip as well as to lubricant viscosity effects). 



 

FIG. 4 FRACTOGRAPH SHOWING THE ADVANCED STAGES OF MACROPITTING FATIGUE FOR A HELICAL PINION 
TOOTH. COURTESY OF GEARTECH 

When fully developed, the craters exist at a depth comparable to that of the maximum alternating Hertzian shear stress. A 
macropit does not result from the gradual enlargement of a small cavity, but rather results from the subsurface growth of a 
fatigue crack, which eventually separates from the main body of material (Ref 23). In the example of a gear damaged by 
crater formation due to surface-origin macropitting (Fig. 4), the craters are generally steep walled and essentially flat 
bottomed, as the walls and bottom are formed by fracture surfaces. The bottoms of macropits usually form first, and then 
the crack extends through the contact surface, creating the walls of the crater. However, there are circumstances in which 
macropits are initiated at or near the contact surface and the crack propagates through the Hertzian shear stress field, 
forming the walls and then the bottom of the crater (Ref 22). 

Macropitting fatigue life is inherently statistical because defect severity and location are randomly distributed among 
macroscopically identical contact components. Two major classes of macropitting damage are distinguished according to 
the location of the initiating defect: subsurface-and surface-origin macropitting. 

Subsurface-origin macropitting results from defects in the bulk material subjected to the Hertzian cyclic stress field. 
Subsurface-origin macropits (or spalls) are characterized by a smooth area parallel to the contact surface with a steep wall 
exit (inclined by more than 45° with respect to the contact surface). Sometimes the subsurface defect that caused the 
damage remains visible after the macropit forms. The defects that cause subsurface-origin macropits are inclusions and/or 
material microstructure alterations. The defects that most likely produce this type of macropit are located above the depth 
of maximum alternating Hertzian shear stress. Variables governing the life of a component with respect to this type of 
macropit are Hertzian shear stress level, material matrix fatigue resistance, defect severity, and defect location. 

Inclusion origin fatigue is normally initiated at nonmetallic inclusions below the contact surface and is the primary mode 
of contact fatigue damage in antifriction bearings (Ref 24, 25, 26). The initiation and propagation of fatigue cracks are the 
result of cyclic stresses that are locally intensified by the shape, size, and distribution of nonmetallic inclusions in steels. 
Oxide inclusions from deoxidation, reoxidation, or refractory sources are the most frequently observed origins of 
inclusion-origin fatigue damage (Ref 26). Sulfide inclusions alone are rarely associated with contact fatigue cracks (Ref 
18). The ductility of sulfide inclusions at hot-working temperatures and a relatively low interfacial energy make them less 
effective stress concentrators than the harder, incoherent oxide inclusions. In addition, oxide inclusions are often present 
as "stringers" or elongated aggregates of particles, which provide a much greater statistical probability for a point of stress 
concentration to be in an area of high contact stress. 

When a nonmetallic inclusion as described above results in significant stress concentration, two situations are possible: 
(1) localized plastic flow occurs, and/or (2) a fatigue crack begins to propagate with no plastic flow as observed 
microscopically. If localized plastic deformation occurs, microstructural alterations begin to develop and the effective 
stress concentration of the inclusion is reduced. The probability of fatigue crack initiation/propagation is less than before 
the plastic flow occurred so a macropit may not form. However, if a fatigue crack forms due to the inclusion, prior to any 
plastic deformation, the stress concentration is increased and crack propagation results in macropitting or spalling fatigue. 
This hypothesis includes the possibility of a fatigue crack originating from an inclusion that is associated with some sort 
of microstructural alteration, but also proposes that microstructural alterations are not a necessary step in the 
initiation/propagation of inclusion origin fatigue. 



Early macroscopic propagation of inclusion-origin fatigue takes on a characteristic pattern. Many branching subsurface 
cracks are formed around the inclusion with propagation often being most rapid perpendicular to the rolling direction, 
with a resulting elliptical shape for the incipient macropit (or spall). In some instances, the cracked material around the 
inclusion spalls out early and further propagation is relatively slow, leaving a small macropit with very few subsurface 
cracks to cause further damage. However, when material has spalled from the contact surface, the result may be debris 
bruising and denting of other contact areas with subsequent surface origin macropitting. 

Surface-origin macropitting (or spalling) is caused by defects in the immediate subsurface material subject to asperity 
scale cyclic stress fields and aggravated by surface tractive forces. These defects are either preexisting defects, such as 
nicks, dents, grinding furrows, surface discontinuities, and so forth, or microscale pits, which are described later. The 
distinguishing features of a surface-origin macropit are in the entrance zone of the macropit. The entrance zone may 
exhibit a shallow-angle entry wall (inclined less than 30° to the contact surface), an arrowhead configuration, the presence 
of a visible surface defect, or an association with a stress concentration due to design geometry. Surface-origin macropits 
have been classified by the nature of the defect: geometric stress concentration (GSC) and point surface origin (PSO). 

Geometric stress concentration macropits are distributed on the contact surface at the ends of line contact. When the 
contact geometry, deflection under applied loads, and alignment cause the contact stress to be higher at the end of line 
contact, fatigue occurs within a narrow band in which the contact stresses are more severe than those associated with 
inclusions. Figure 5 shows an example of several tapered roller bearing cones that were damaged by GSC macropitting. 
The GSC macropits can propagate more rapidly in either direction--parallel or transverse to the rolling direction. This 
mode of contact fatigue is more frequently observed in life tests accelerated due to overload conditions, because contact 
geometry is designed to produce uniform loading under expected service loads. 

 

FIG. 5 FRACTOGRAPH SHOWING VARIOUS ADVANCED STAGES OF GEOMETRIC STRESS CONCENTRATION 
WITH MACROPITTING (SPALLING) FATIGUE OF BEARING RACEWAYS. RELATIVE LIFE NUMBERS ARE 
INDICATED TO SHOW THAT PROPAGATION IS NOT RELATED TO LIFE. 

Crowning of bearing rollers and gear teeth in line contact situations have been shown to be an effective method of 
prolonging life or preventing the GSC mode of macropitting. The fact that GSC macropits can occur simultaneously at 
both ends of a line contact indicates that this mode of contact fatigue is truly the result of end stress concentrations and 
not simply misalignment. However, misalignment can aggravate the situation by increasing end contact stresses. 

Early stages of GSC macropitting exhibit cracks extending to the surface, but it is not clear whether the first cracks 
always originate at the surface or slightly subsurface. However, the origins are rarely associated with a nonmetallic 
inclusion, but occasionally an inclusion at the end of line contact will serve as the nucleus for a GSC fatigue macropit. 

Point surface origin (PSO) macropits occur randomly distributed on the contact surface, similar to inclusion-type 
macropits. However, PSO macropits are different in two important aspects: First, there is no consistent association with 
nonmetallic inclusions, and second, the origin is located at or near the contact surface, whereas with inclusion-origin 
macropits, the initiation site is located subsurface. These characteristics result in a distinct arrowhead appearance, in 
which the tip of the arrowhead is the origin and the advanced stages of the macropit develop in a fanned-out appearance 



with respect to the tip in the rolling direction. Figure 6 shows an example of a tapered roller bearing cone that was 
damaged due to PSO macropitting. 

 

FIG. 6 FRACTOGRAPH SHOWING THE ADVANCED STAGES OF POINT-SURFACE-ORIGIN MACROPITTING 
FATIGUE OF A BEARING RACEWAY IN WHICH THE ORIGIN IS STILL VISIBLE 

In the advanced stages of propagation, PSO macropits exhibit a brittle appearance and propagation is rapid in both area 
and depth. However, the depth of cracking is not related to the subsurface contact stress profile. Although PSO macropits 
do not show a tendency to be associated with inclusions, when conditions are favorable for PSO fatigue, inclusion-type 
damage sometimes propagates rapidly, and after some macropitting are similar in appearance to PSO fatigue. Point-
surface macropitting is often seen propagating from nicks, dents, and debris bruises. A PSO classification indicates the 
discrete origin of fatigue cracking at or very near the contact surface. A GSC classification indicates a geometric stress 
concentration due to contact surface profile normal to the rolling/sliding direction, or end-of-contact geometry, in 
combination with elastic deflections or misalignment in the bearing system. 

However, the aforementioned surface anomalies for a PSO classification are common in many contact-loaded 
applications where PSO macropitting is not encountered and therefore that are not always associated with PSO. Thus, 
PSO macropitting is better described as a combination of a point-surface origin or initiation followed by hydraulic-
pressure propagation (HPP). The occurrence of HPP can be linked to lubricant viscosity and chemical effects--for 
example, dissolved water and/or aggressive additives (some extreme pressure or EP additives)--that influence fatigue 
fracture behavior at the crack tip. This type of propagation is due to lubrication trapped within a fatigue crack and has 
been shown to nearly always promote PSO macropitting or spalling. 

Point-surface-origin macropitting below the pitch line on gear teeth has been observed and duplicated in a test rig by 
combined rolling and sliding forces imposed by phasing gears between the test specimen and a crowned test roller. 
Without the phasing gears, such that loading conditions were nearly pure rolling, the fatigue was reported to be 
subsurface inclusion origin. Thus, tangential forces caused by friction in combination with rolling are believed to be the 
most likely cause of PSO macropitting fatigue. Higher frictional forces are encountered under low lubricant viscosity 
and/or thin-film conditions and thus results in the presence of PSO macropits. 

Micropitting 

As previously noted, micropitting is the preferred term for peeling fatigue which is defined as microscale spalling fatigue. 
It is damage of rolling/sliding contact metal surfaces by the formation of a glazed (burnished) surface, asperity scale 
microcracks, and asperity scale micropit craters. Micropitting damage is a gradual type of surface fatigue damage that is a 
complex function of surface topography and its interaction with the lubricant (even under high contact loads, a thin film 
of lubricant between the contacting surfaces from elastohydrodynamic (EHD) lubrication is present). 

Cumulative plastic deformation occurs early in cycling and leads to flattening of asperity tips as the surface-finishing 
topography is gradually leveled and only smooth, low frequency waviness and scratches at the bottom of deeper furrows 
remain. The resultant surface has a mirrorlike reflection with finishing lines nearly obliterated and is known as a glazed 
surface. The surface and immediate subsurface material of a glazed surface are heavily deformed and with continued 
cyclic stressing, the ductility of the material decreases and microcracks form (Ref 27). The cracks tend to propagate 
parallel to the contact surface at depths comparable to that of asperity scale shear stresses. A microcracked surface is not 
usually distinguishable from a glazed surface by the unaided eye, but with microscopy, microcracks opening to the 
surface may be visible in glazed areas (Ref 22). As the microcracks multiply and propagate, the surface becomes 
undermined (in asperity dimensions) and multiple microscopic pits form. A micropitted surface appears frosted to the 
unaided eye with black spots representing the micropits. 



Two controlling variables for the occurrence of micropitting are EHD film thickness to roughness ratio and surface 
microgeometry (Ref 28). In the presence of a sufficiently high EHD film thickness to surface roughness height ratio, 
micropitting does not occur because the film prevents high-contact microstress in asperity interactions. However, film 
thickness may be sufficient to prevent generalized micropitting, but not local micropitting in the vicinity of surface 
defects such as nicks and dents that locally depressurize and thereby thin the EHD film (Ref 22, 26). Tribology features 
that affect micropitting are both the height and sharpness (RMS height and slope) of the asperities. There is also some 
evidence that the normal wear in boundary-lubricated gear contacts removes incipient surface-origin pitting, which is one 
reason why gears may be less prone to spalling (macropitting) from surface-origin spalling under some circumstances. 

Micro-Hertzian contact stress fields exist in the vicinity of each asperity ridge in unlubricated or insufficiently lubricated 
systems (Ref 27). The absolute maximum shear stress along the axis of symmetry of the micro-Hertzian asperity contact 
is shown to occur at a depth approximately equal to twice the peak-to-valley height of the asperity. The value of this shear 
stress is many times greater than the macro-Hertzian octahedral shear stress and the range of orthogonal shear stress. 

Micropitting (or peeling) is characterized by the limited depth of cracking and propagation over areas rather than 
propagation in depth. Micropitting fatigue cracks usually propagate parallel to the surface at depths from 2.5 to 13 μm 
(0.1 to 0.5 mil) and rarely as deep as 25 μm (1 mil) (Ref 26). The high stress gradient that exists in the vicinity of 
asperities explains why such cracks do not propagate to greater surface depths of the macro-Hertzian contact stress field. 
In essence, micropitting removes the asperity ridges and relieves the high stress gradient. An additional visual 
characteristic is that the micropitting occurs more or less in the rolling direction, following finishing lines. 

Shear stresses generated due to asperity contact do not affect the location at which the maximum octahedral and 
orthogonal shear stresses occur (Ref 27). The micro-Hertzian asperity contact field merely increases these stresses above 
the classical Hertzian theory. Thus, the depth at which subsurface fatigue originates remains unaffected by surface finish 
(Ref 27). However, traction forces are not considered in classical Hertzian theory and will decrease the depth at which the 
maximum contact shear stresses occur. 

If micro-Hertzian contact stresses exist in the vicinity of asperity ridges, then similar, but larger contact stresses exist 
around surface defects such as grinding furrows, nicks, dents, and scratches. Because these surface defects raise the 
absolute micro-Hertzian shear stress, one would expect damage to occur at greater depths than those associated with 
asperity ridges. Results show that surface origin fatigue commonly occurs at a depth of approximately 25 to 50 μm (1 to 2 
mils) below the contact surface (Ref 29). These types of fatigue mechanisms were discussed earlier and referred to as 
PSO and GSC type fatigue. 

Macropitting (or spalling) fatigue is the most hazardous consequence of micropitting (or peeling) (Ref 29). In the absence 
of preexisting surface defects, surface-origin pitting initiates from micropits through the process of asperity-scale fatigue. 
More often, the presence of micropits can lead to premature macropitting (or spalling) (Ref 7). The principal operating 
factor influencing the rate of macropitting from micropits is tractive interfacial stress. When friction is high, macropits 
form rapidly from the micropits on the surface. If early macropitting does not terminate the operation of a component that 
has suffered micropitting, then surface material delamination may occur (Ref 27). The original surface is thereby lost over 
wide areas, and the component becomes inoperative through loss of dimensional accuracy, noise, or secondary damage. 

In many cases, micropitting (or peeling) is not destructive to the bearing raceway or gear tooth surface. It sometimes 
occurs only in patches and may stop after the tribological conditions have been improved by run-in. Run-in is defined as 
an initial transition process occurring in newly established wearing contacts, often accompanied by transients in 
coefficient of friction, wear rate, or both, that are uncharacteristic of the long-term behavior of the given tribological 
system (Ref 30). Gears appear less sensitive to the consequences of surface distress than rolling-element bearings (Ref 7). 
This may be due to the greater ductility of lower-hardness materials. However, micropitting has been observed in gears as 
well as bearings. 

Subcase Fatigue 

Subcase fatigue can also be defined as a macro-Hertzian contact fatigue mechanism. Subcase fatigue is fracture of case-
hardened components by the formation of cracks below the contact surface within the Hertzian stress field (Ref 7). 
However, the depth at which the cracks form is much greater than those that cause macropitting fatigue, and it is a 
function of material strength in conjunction with the alternating Hertzian shear stresses. Subcase fatigue is also sometimes 
referred to as case crushing, but since it results from a fatigue crack that initiates below the effective case depth or in the 
lower-carbon portion of the case, the former nomenclature will be used throughout this article. 



In case-hardened components--produced by carburizing, nitriding, or induction hardening--a gradient of decreasing 
hardness (shear strength) exists from the case to the core. If the material shear strength gradient is steeper than the 
gradient in Hertzian shear stress, then the applied-stress-to-strength ratio is least favorable at some depth below the 
normal maximum Hertzian shear stress region. This depth is usually located at (or near) the case/core interface due to 
shear strength and stress gradients, in addition to unfavorable tensile residual stresses. The reversal in the sign of the 
residual stress from compression in the case to tension in the core occurs at or very near the case/core interface, and 
therefore the Hertzian shear stresses are increased due to the tensile residual stresses. 

Once formed, such cracks usually propagate parallel to the case-hardened region until branching-cracks form and 
propagate toward the surface, resulting in macropit formation (Ref 31). Figure 7 shows micrographs of a gear tooth and a 
roller specimen in which subcase fatigue cracks had formed and propagated during testing. Note that the main crack 
formed in a direction parallel to the case-hardened layer with cracks branching towards the surface. Subcase fatigue is 
usually caused by too thin a case, such as on a nitrided gear tooth, by insufficient core hardness on carburized or 
induction-hardened parts, or in heavily loaded case-hardened rolling-element bearings (Ref 32). 

 

FIG. 7 MICROGRAPHS SHOWING ETCHED CROSS-SECTIONS OF (A) A CARBURIZED CYLINDRICAL TEST 
SPECIMEN (1.9×) AND (B) A CARBURIZED GEAR TOOTH IN WHICH SUBCASE FATIGUE CRACKS INITIATED 
AND PROPAGATED DURING TESTING. SUBCASE FATIGUE, CALLED CASE CRUSHING BY PEDERSON AND RICE, 
SHOWS THE EARLY STAGES OF FATIGUE CRACKING IN THE LOWER CARBON PORTION OF THE CARBURIZED 
CASE. (C) THE DIAGRAM INDICATES HOW THE STRESS AND STRENGTH GRADIENTS COMBINE TO CAUSE THE 
WEAKEST CONDITION AT THE SUBCASE LOCATION WHERE FATIGUE CRACKING BEGINS. SOURCE: REF 26, 31, 
AND 33 



Factors that tend to promote the various types of contact fatigue are listed in Table 3. It should be noted that three of the 
five modes of fatigue damage are influenced by lubrication, including all surface-origin damage modes. Figures 8(a) to 
(d) show Hertzian shear stresses and material shear strengths as a function of depth below the contact surface. These are 
an adaptation of the subcase fatigue analysis by Pederson and Rice (Ref 31). As noted earlier, fatigue occurs when the 
applied shear stress is greater than the shear strength of the material. Thus, the different modes of contact fatigue can be 
described by determining where these stress profiles cross each other and are shown schematically in Fig. 8. 

TABLE 3 LIST OF CONTACT FATIGUE MODES AND THEIR CONTROLLING FACTORS 

MODE OF FAILURE  FACTORS THAT CONTROL OCCURRENCE  
SUBSURFACE  

SIZE AND DENSITY OF OXIDE OR OTHER HARD 
INCLUSIONS  

INCLUSION ORIGIN  

ABSENCE OF OTHER MODES OF FAILURE  
LOW CORE HARDNESS  SUBCASE FATIGUE  
THIN CASE DEPTH RELATIVE TO RADIUS OF 
CURVATURE AND LOAD  

SURFACE  
LOW LUBRICANT VISCOSITY  
THIN EHD FILM COMPARED WITH ASPERITIES IN 
CONTACT  

POINT-SURFACE ORIGIN  

TANGENTIAL FORCES AND/OR GROSS SLIDING  
END CONTACT GEOMETRY  
MISALIGNMENT AND DEFLECTIONS  

GEOMETRIC STRESS 
CONCENTRATION  

POSSIBLE LUBRICANT FILM THICKNESS EFFECTS  
LOW LUBRICANT VISCOSITY  
THIN EHD FILM COMPARED WITH ASPERITIES IN 
CONTACT  
LOSS OF EHD PRESSURE  

MICROPITTING  

SLOW OPERATING SPEEDS   



 

FIG. 8 APPLIED SHEAR STRESS AND MATERIAL SHEAR STRENGTH AS A FUNCTION OF DEPTH REPRESENTING 



TYPES OF FATIGUE DAMAGE. (A) NO DAMAGE. (B) SUBSURFACE-ORIGIN, MACROPITTING FATIGUE. (C) 
MICROPITTING OR SURFACE-ORIGIN MACROPITTING FATIGUE. (D) SUBCASE FATIGUE 
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Contact Fatigue of Hardened Steels 

R. Scott Hyde, The Timken Company 

 

Factors Influencing Contact Fatigue Life 

Factors influencing contact fatigue life of hardened steel bearings and gears can be roughly classified into four categories: 
material, lubrication and surface finish, dimensional precision, and environmental conditions. The latter two factors are 
concerned more with machine element design and will not be discussed in any great detail in this article. 



Most factors discussed in this section are dependent upon and different for the type of material in question, through-
hardened or carburized. Therefore, material usage should be a function of manufacturing capabilities, operating 
environments, and more often that not, cost. The influence of several factors, such as retained austenite and hardness, are 
difficult to resolve. Typically, as retained austenite increases, hardness decreases. This is important in debris denting, in 
which high surface hardness is desirable to prevent debris denting, but higher levels of retained austenite are desirable to 
prevent fatigue cracking from debris dents. Therefore, material selection is primarily based upon the desired performance 
issues, such as wear, fatigue, dimensional stability, debris contamination, and past experience with a given steel. 

Hardness. As demonstrated earlier in this article, several distinctly different modes of contact fatigue can cause cracks to 
initiate and propagate independently at various rates; thus the phenomenon appears to be influenced more by highly 
localized conditions than by the general properties of the bulk material. Early research on contact fatigue utilized 
mechanical engineering and elastic stress analysis with little emphasis on materials, until an understanding of how 
material hardness influences contact fatigue life (Ref 33). Contact fatigue measurements on hardened steels indicate an 
increasing life with increasing component hardness, although there is an optimal hardness range that is application-
dependent to ensure maximum contact fatigue life (Ref 34, 35). In addition to hardness, some important metallurgical 
factors other than a predominantly martensitic microstructure that influence contact fatigue life are inclusions, carbides or 
other hard second-phase precipitates, retained austenite content, nonmartensitic transformation products (NMTP), grain 
size, residual stress, heat-treat methods, and steel type (Ref 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49). 

Inclusions. Numerous research investigations have been reported concerning the metallurgical variables that affect the 
contact fatigue life of bearings and gears. However, nonmetallic inclusions have been shown to be the single most 
influential factor on the contact life of hardened steel (Ref 29, 33). Of the nonmetallic inclusions present in steel, the most 
detrimental of these is alumina, followed by silicates (Ref 18). Types and sizes of inclusions present in steel are governed 
mainly by the steelmaking practice, and their frequency or severity is referred to as cleanliness. The effect of steel 
cleanliness (based on electric-arc furnace manufacturing practice) on the contact fatigue life of tapered-roller bearings is 
shown in Fig. 9. The introduction of ladle refining, inert gas stirring, and inert gas shrouding has improved the life of 
roller bearings two orders of magnitude and improved steel cleanness to levels approaching that of vacuum-arc remelted 
steel (Ref 41). 

 

FIG. 9 PLOT OF RELATIVE CONTACT FATIGUE LIFE FOR TAPERED ROLLER BEARINGS VERSUS STEEL 
CLEANNESS FOR SEVERAL STEEL HEATS PRODUCED BY VARIOUS ELECTRIC-ARC FURNACE STEELMAKING 
PRACTICES 

Another type of oxide that has proved to be detrimental to contact fatigue resistance is known as intergranular oxidation 
(Ref 50). These oxides form along the surface of a steel during gas carburizing due to the oxygen potential present in the 
carburizing atmosphere in combination with the presence of elements that have a high affinity for oxygen such as silicon, 



chromium, and manganese. These oxides are important in applications such as gears for which the final contact surface 
remains in the as-carburized condition. 

Although total oxygen content is generally accepted as an indication of steel cleanness, it is not necessarily exclusive with 
regard to contact fatigue life. In some instances, a steel with low oxygen content and only a few large inclusions will not 
give the expected increase in fatigue life. Based on observations of inclusions in 52100 and M1 steels, it was concluded 
that although inclusion location and type are of primary importance to contact fatigue life, size and orientation are also 
important and oxides and larger carbides/nitrides are more harmful than softer sulfide inclusions (Ref 51). 

Carbides. Although there have been many studies performed to investigate the effect of inclusions, there has been little 
research showing the effects of carbides on contact fatigue. Carbides of interest are primarily those found in tool steels. 
The transition from using 52100 to tool steels in contact-loaded machine elements has taken place because of dimensional 
stability, retention of hot hardness, wear resistance, and oxidation resistance at elevated temperatures. The larger, primary 
carbides found in high-alloy steels act as stress raisers to initiate the micropitting mode of contact fatigue under thin 
lubrication films and contribute to subsurface microstructural alterations (Ref 52). Research has shown that contact 
fatigue life increases as the size of carbides decrease (Ref 53). A double-quench procedure following a carburizing cycle 
is used to keep both residual carbides and retained austenite at reasonable levels (Ref 54). A double-quench process 
involves carburizing followed by an initial quench and subsequent reaustenitization and quenching. This procedure is 
done to control matrix carbon concentration to avoid excessive retained austenite and massive carbides. In addition, 
double quenching produces a refined microstructure that also increases material toughness and fatigue resistance. 

Retained Austenite. The influence of retained austenite has most commonly been referred to as beneficial in contact 
fatigue, most notably under debris-contaminated lubrication conditions and/or low lubrication film thickness (Ref 55, 56). 
However, the issue of retained austenite is application dependent because increased retained austenite content results in a 
lower material hardness for a given heat treatment and carbon content. Nevertheless, a certain amount of properly 
distributed retained austenite is usually desirable for contact fatigue resistance (Ref 57). 

The optimal level of retained austenite depends on expected fatigue modes. For example, the plastic deformation of 
retained austenite can relax stress concentrations around oxide inclusions. However, with recent improvements in 
steelmaking practices, oxide concentrations have decreased such that variations in retained austenite offer fewer 
beneficial effects from inclusion-origin damage. Fatigue damage modes associated with contaminated lubrication are 
micropitting caused by debris and/or surface-initiated macropitting caused by debris dents, such that fatigue life can be 
increased by optimizing surface hardness and retained austenite (Ref 58). Increased retained austenite content appears to 
decrease crack sensitivity (increased fracture toughness) and therefore reduces the damaging effects of debris denting 
(Ref 59). Furthermore, it is postulated that the plastic deformation or transformation of the retained austenite results in 
favorable compressive residual stresses that diminish the actual applied cyclic stress. 

Although retained austenite has been shown to benefit contact fatigue life, there are situations in which austenite can be a 
detriment, as related to dimensional stability and surface hardness. During operation, metastable retained austenite will 
transform under stress and strain to untempered martensite, which results in an associated volume expansion. This volume 
expansion can create distortion and may result in decreased life, through misalignment and noise. Also, excessive 
amounts of retained austenite will lower material hardness and result in a decreased resistance to fatigue initiation. To 
attain a given stability with a higher hardness, a subzero treatment between quenching and tempering is sometimes 
applied in order to control retained austenite content. However, with a subzero treatment, the mechanical properties of the 
steel, especially toughness and fatigue resistance, may be significantly reduced (Ref 60). Therefore, the optimal level of 
retained austenite is application dependent and should be varied based on expected damage mechanism. 

Retained austenite content can be controlled by heat treatment, multiple quenching, tempering, cryogenics, and/or 
alloying. Alloying elements such as carbon, manganese, nickel, molybdenum, and chromium lower the martensite start 
(Ms) temperature of iron and thus produce greater levels of retained austenite. Variations on the concentrations of these 
elements is reflective of steel grade, and variation of carbon content produces steel types suitable for carburizing (e.g., 
8620, 4320, 9310), induction-hardening (e.g., 4140, 1552, 5160), and through-hardening (e.g., 52100, M1, A2) heat 
treatments. Basically, a steel must have sufficient quantities of the correct alloying elements to produce a component with 
proper surface and core hardness, in addition to avoiding unwanted nonmartensitic transformation products (NMTP), such 
as quenching pearlite. Carbon content controls surface hardness, and the other elements aid in controlling core hardness 
and the amount of NMTP. The NMTP microconstituents--ferrite, pearlite, and bainite--are softer than the martensite 
matrix, reducing the contact fatigue resistance of steel and thus should be avoided. 



Compared with through-hardened steels, carburized and induction-hardened steels produce residual compressive stresses 
and relatively large amounts of retained austenite in the subsurface region of a component. In general, resistance to 
contact fatigue is greatest in carburized steels, followed by through-hardened steels, and the induction-hardened steels. In 
the case of small components, the life of a carburizing steel is slightly longer than that of a through-hardening steel and 
considerably longer than that of an induction-hardened steel (Ref 56, 57). The fatigue lives of both induction-hardened 
and through-hardened steels for large components are nearly the same, but carburizing steels last approximately three 
times longer (Ref 57). The main differences among these steel types exist in hardness, retained austenite, and residual 
stress distributions resulting from variations in carbon concentration and heat treatment. 

Residual Stresses. Favorable compressive residual stress profiles, like those found in carburized components, increase 
the contact fatigue life of bearings and gears (Ref 61). Residual stresses can be formed during heat treatment, subsequent 
peening processes, and/or cyclic loading. Residual stress can either increase or decrease the maximum Hertzian shear 
stress according to the following equation (Ref 34):  

  

where τoct is the maximum shearing stress, is the maximum shearing stress modified by the residual stress, and Sr is 
the residual stress. The positive/negative sign (±) indicates that the residual stress may be tensile or compressive, 
respectively. For the case of compressive residual stresses, fatigue crack initiation and propagation rates are decreased 
due to a decrease in the effective applied stress and results in longer life. 

Lubrication and tribology also play important roles in contact fatigue life. As shown in Table 3, it is apparent that 
lubrication and surface finish can be influential in three out of the five modes of contact fatigue, including all surface-
initiated modes. Therefore, it is important to have a basic understanding of lubrication and surface texture variables 
(roughness, waviness, directionality, and microtopography) to better comprehend the phenomenon of contact fatigue. 

These variables include lubricant properties such as absolute viscosity, viscosity index, pressure viscosity coefficient, 
additives, film thickness, surface roughness, surface tension, and operating temperatures (Ref 62). The absolute viscosity, 

o, is resistance to fluid flow, and the viscosity index and the pressure viscosity coefficient, , are measures of fluid 
viscosity change with temperature and pressure, respectively. Additives are materials incorporated in lubricants to impart 
new or enhance existing properties, such as anticorrosive, antifoam, detergent, antiscuff, and so forth (Ref 63). The film 
thickness refers to the distance between two contacting surfaces under lubricated conditions and can be approximated by 
the empirical Grubin equation (Ref 64):  

HO = 0.5 ( O R)8/11 (P/ )-1/11 (Σ1/R)-4/11  

where ho is the nominal film thickness, νr is the relative velocity of the contacting surfaces, P is the normal load, is the 
length of contact, and R is the radius of curvature for the contacting surfaces. The shape of the contact zone and the 
resultant stresses depend on the magnitude of the load and the characteristics of the EHD film (Ref 65). From the above 
equation, one can conclude that the most important factors influencing lubricant film thickness are absolute viscosity, 
pressure viscosity coefficient, and contact surface velocity. Although it is advantageous to know the nominal film 
thickness, variations will exist from the oil inlet side to the oil exit side and in the vicinity of surface defects that result in 
local variations in stress distribution and adds to the inherent statistical nature of fatigue damage. 

In a surface free of flaws, the surface texture becomes critical as the EHD film thickness approaches the dimensions of the 
surface roughness. Thus, the calculated film thickness might be less than the combined surface roughness of the 
contacting surfaces, resulting in asperity contact and the initiation of micropitting fatigue. In addition to surface 
roughness, it has been suggested that the radius of curvature or slopes of the asperities play an important role in film 
thickness and effects on micropitting. A surface roughness criterion for determining the extent of asperity contact is based 
on the ratio of the EHD film thickness to a composite surface roughness. The film parameter is given as (Ref 62):  

  



where hmin is the minimum film thickness and σ1 and σ2 are the root-mean-square (RMS) roughness of the two surfaces in 
contact. At less than 1, operation is in the boundary lubrication regime where macropitting life is relatively short. In 
fact, macropitting may not occur if it is preempted by micropitting, adhesion, or scuffing. For between 1 and 3, 
macropitting life is increased, and micropitting, adhesion, and scuffing usually do not occur. For greater than 3, 
macropitting may still occur, but the contact fatigue life is relatively long (Fig. 10). 

 

FIG. 10 RELATIONS BETWEEN CONTACT FATIGUE LIFE, MACROPITTING, AND THE FILM PARAMETER ( ) FOR 
EHD LUBRICATION 

Contact fatigue life has been shown to increase with increases in viscosity, pressure viscosity coefficient, and/or velocity. 
With mineral oils, investigations have shown that macropitting life increases with increasing viscosity (Ref 35). These 
factors again imply that contact fatigue life increases with increasing EHD film thickness, as shown in Fig. 11. However, 
many environmental factors influence lubricant film thickness by altering base lubricant properties or modifying the 
chemical activity of the additive packages. One such factor is temperature, both bulk and local. Changes in bulk 
temperature may significantly alter lubricant viscosity and thus affect EHD film thickness and overall fatigue 
performance of surfaces in contact. In addition to bulk temperature, variations in temperature within contact areas may 
locally impose stress gradients due to thermal expansion (Ref 66). These stress gradients can also alter lubricant viscosity 
and EHD film thickness. Such stresses are insignificant except under conditions of appreciable sliding, where they 
become more damaging as decreases (Ref 67). Temperature also affects the rate of all relevant chemical reactions 
between lubricant and contact surface, affecting both crack initiation and propagation. Temperatures that aid in preventing 
crack initiation may at the same time promote mechanisms that increase crack propagation rates. High temperatures may 
degrade lubricants by oxidation in air, thus forming acids that have been shown to decrease contact fatigue strength. In 
addition to oxidation of lubricants, the physical adsorption of oxygen and water by the lubricant can result in chemical 
reaction (changes in surface tension) with the contact surfaces and may aid in crack propagation. In addition, the adverse 
effects of dissolved or entrained contamination on surface tension may also occur from physical adsorption and chemical 
reaction with the fresh fracture surface at the crack tip, affecting fatigue fracture toughness, including possible hydrogen 
embrittlement effects. 



 

FIG. 11 PLOT OF RELATIVE CONTACT FATIGUE LIFE FOR TAPERED ROLLER BEARINGS VERSUS (THE RATIO 
BETWEEN THE MINIMUM ELASTOHYDRODYNAMIC FILM THICKNESS AND THE ROOT-MEAN-SQUARE 
ROUGHNESS OF THE CONTACTING SURFACES) 

The propagation of cracks extending to the contact surface (surface or subsurface initiated) can be accelerated by 
hydrodynamic effects created by lubrication. This phenomenon is referred to as hydraulic pressure propagation (HPP) and 
was first suggested as a damage mode in 1935 (Ref 23). It has been shown that, during each contact cycle, oil under 
pressure can open and enter surface cracks of great length and accelerate crack propagation (Ref 68). The HPP mode of 
fatigue occurs when lubricant viscosity and operating speeds are low and when the contact surface has a relatively high 
fracture toughness (Ref 33). However, two distinctly different mechanisms for HPP have been proposed: crack 
propagation due to the development of stresses resulting from hydraulic oil pressure and crack propagation due to 
chemical interactions between the oil and crack tip. 

The characteristics of surface-origin macropits (or spalls) formed due to combined rolling/sliding action, macropits 
formed due to nominally pure rolling action with low ratios, and macropits formed by propagation of subsurface 
inclusion origin damage due to HPP are remarkably similar (Ref 33). However, upon metallographic sectioning, HPP 
macropits show a crack path that is unrelated to the known distribution of shear stresses or any other calculable stresses 
except for those generated by the lubricant trapped in the crack. Cracks that propagate by HPP are those inclined 
downward in the rolling direction at a small angle with respect to the contact surface. These observed crack propagations 
support the mechanism of HPP due to the development of stresses resulting from hydraulic pressure. Alternative 
mechanisms are possible and may operate in conjunction with the previous mechanism. These mechanisms involve a 
chemical reaction between the lubricant, additives, and/or impurities in the microstructure of the bearing or gear. One 
such mechanism is called the Rehbinder Effect after the author of publications on the subject. The Rehbinder Effect is the 
effect of surface-active materials on the mechanical behavior of crystalline materials. This mechanism reduces crack-
extension forces (stresses) by the interaction of polar molecules with the motion of dislocations or reductions in interfacial 
energy, although it is not considered a corrosion-type mechanism. Increased concentrations of EP-additive packages have 
been shown to result in reduction of contact fatigue life and have revealed some surface attack. Penetration of more active 
additives into fine surface cracks led to rapid crack propagation and premature component damage (Ref 68). However, in 
the case of contaminated lubricants, corrosion of the crack tip may occur and result in crack growth or hydrogen 
generation. Hydrogen embrittlement is widely prevalent in steels with carbon contents and hardness levels typical of 
contact-loaded machine elements and may also explain the mechanism of HPP (Ref 69). 
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Fatigue and Fracture Resistance of Heat-Resistant (Cr-Mo) Ferritic Steels 

R.W. Swindeman and W. Ren, Oak Ridge National Laboratory 

 

Introduction 

The Cr-Mo steels are preferred in the construction of high-temperature components because they possess excellent 
strength, toughness, and corrosion resistance relative to carbon steels and most low-alloy steels. Components fabricated 
from Cr-Mo steels serve in the petroleum, petrochemical, fossil power, and pulp and paper industries. The steels are most 
often used at temperatures of 316 °C (600 °F) and higher, when creep effects, graphitization, or hydrogen attack may be 
significant in carbon steels. 

Like most steels, the Cr-Mo steels respond to heat treatment, and a single composition may be produced in several 
strength classes. The low-chromium Cr-Mo steels have moderate hardenability. Slow cooling and isothermal annealing 
during cooling produce ferrite-pearlite microstructures that have long-time stability but relatively low tensile strength and 
toughness. Rapid air cooling and enhanced cooling produce bainitic steels, which tend to be stronger and tougher. 
Medium-chromium Cr-Mo steels have moderate hardenability, and air cooling is generally sufficient to produce bainite 
through-thicknesses of 150 mm (6 in.) and more. The bainitic steels are usually tempered. The high-chromium Cr-Mo 
steels have excellent hardening ability, and air cooling is sufficient to produce martensite through most thicknesses. 
Accelerated cooling of the steels is permitted, but care must be taken to avoid cracking. The martensitic steels are always 
tempered. 

Compositions and Metallurgy. Nominal compositions for the heat-resistant, Cr-Mo steels are provided in Table 1. The 

steels range from 1
2

to 12% Cr and 1
2

to 1% Mo. Product forms include tubes, pipes, forgings, fittings, plates, and 

castings. Welded tubing and pipes are included. Depending on the product, the maximum use temperature for pressure-
boundary applications ranges from 480 to 650 °C (900 to 1200 °F) (Ref 1). 



TABLE 1 SUMMARY OF CR-MO STEELS USED IN HIGH-TEMPERATURE SERVICE 

MINIMUM OR RANGE 
OF ULTIMATE 
STRENGTH  

MINIMUM 
YIELD 
STRENGTH  

MAXIMUM 
USE 
TEMPERATURE  

Nominal 
Composition  

SPECIFICATION  PRODUCT 
FORM  

MPA  KSI  MPA  KSI  °C  °F  

TYPICAL 
PRODUCT 
FORMS  

TYPICAL 
UNS 
NUMBERS  

A 335 P2  TUBE  380  55  205  30  540  1000  PIPE, PLATE  K11547, 
K12143  

A 230 T2  TUBE  414  60  205  30  540  1000  TUBE  K11547  

1
2

Cr- 1
2

Mo  

A 182 F2  FORGINGS  485  70  275  40  540  1000  FORGINGS  K12122  
A 387 GR12/CL1  PLATE  380-550  55  220  33  650  1200  PLATE  K11757  
A 213 T12  TUBE  415  60  220  32  650  1200  TUBE, FITTINGS, PIPE  K11562, 

K12062  
A 387 GR12/CL2  PLATE  450-585  65  275  40  650  1200  PLATE  K11757  

1Cr- 1
2

Mo  

A 182 F12/CL2  FORGINGS  485  70  275  40  650  1200  FORGINGS  K11564  
A 182 F11/CL1  FORGINGS  415  60  205  30  650  1200  FORGINGS, TUBES, 

FITTINGS  
K11597  

A 387 GR11/CL1  PLATE  415-585  60  245  35  650  1200  PLATE  K11789  
A 187 F11/CL2  FORGINGS  485  70  275  40  650  1200  FORGINGS  K11572  

1 1
4

Cr- 1
2

Mo-Si  

A 387 GR11/CL2  PLATE  515-690  75  310  45  650  1200  PLATE  K11787  
A 182 F22  FORGINGS  415  60  205  30  650  1200  FORGINGS, TUBES, 

PLATE  
K21590  

A 217 WC9  CASTINGS  485-655  70  275  40  650  1200  CASTINGS  J21890  
2 1

4
Cr-1mo  

A 182 F22/CL3  FORGINGS  515  75  310  45  650  1200  FORGINGS, PLATE, BAR  K21590, 
K21390  

2 1
4

Cr-1Mo- 1
4

V  
A 182 F22V  FORGINGS  585-760  85  415  60  480  900  FORGINGS, PLATE  K31835  

2 1
4

Cr-1.6W  
A 213 T23  TUBE     74  400  58  650  1200  TUBE     

A 199 T21  TUBE  415  60  170  25  650  1200  TUBE  K31545  
A 213 T21  TUBE  415  60  205  30  650  1200  TUBE, FORGINGS, 

PLATE  
K31545  

3cr-1mo  

A 336 F21/CL3  FORGINGS  515  75  310  45  650  1200  FORGINGS, PLATE  K31545  

3Cr-1Mo- 1
4

V-Ti-

B  

A 182 F3V  FORGINGS  585-760  85  415  60  480  900  FORGINGS, PLATE  K31830  

A 213 T5  TUBE  415  60  205  30  650  1200  TUBE, PIPE  K41545  
A 336 F5A  FORGINGS  550-725  80  345  50  650  1200  FORGINGS  K42544  5Cr- 1

2
Mo  

A 182 F5A  FORGINGS  620  90  450  65  650  1200  FORGINGS  K42544  

5Cr- 1
2

Mo-Si  
A 213 T5B  TUBE  415  60  205  30  650  1200  TUBE, PIPE  K51545  



5Cr- 1
2

Mo-Ti  
A 213 T5C  TUBE  415  60  205  30  650  1200  TUBE, PIPE  K41245  

A 213 T9  TUBE  415  60  205  30  650  1200  TUBE, FITTINGS, PIPE  K81590, 
K90941  

A 182 F9  FORGINGS  585  85  380  55  650  1200  FORGINGS  K81590  

9Cr-1Mo  

A 212  CASTINGS  620  90  415  60  650  1200  CASTINGS  J82090  
9Cr-1Mo-V  A 182 F91  FORGINGS  585  85  415  60  650  1200  FORGINGS, PLATE, 

TUBE  
S50460  

9Cr-2W  A 213  TUBE  620  90  440  64  650  1200  TUBE, PIPE  . . .  
12Cr-2W  A 213  TUBE  620  90  400  58  650  1200  TUBE, PIPE  . . .   



The 1
2

Cr- 1
2

Mo steel is produced to three strength levels and is approved in the ASME Boiler and Pressure Vessel Code 

(BPVC) for service to 540 °C (1000 °F). The 1Cr- 1
2

Mo and 1 1
4

Cr- 1
2

Mo steels are produced in three strength levels and 

are approved for service to 650 °C (1200 °F). The 1 1
4

Cr- 1
2

 Mo steel is the most widely used of the Cr-Mo steels, but the 

greatest body of information is available for 2 1
4

Cr-1Mo steel. Wrought 2 1
4

Cr-1Mo steel is produced to several strength 

levels. The annealed steel (class 1) has a largely ferrite-pearlite microstructure, although bainite is often present. The class 
1 steel is used in the power industry as superheater/reheater tubing, headers, and main steam line piping for service 
temperatures to 650 °C (1200 °F). The normalized-and-tempered steel (class 2) is used for heavy-wall pressure vessels in 
the petroleum and petrochemical industries for temperatures to 480 °C (900 °F). In Europe and Asia, the class 2 material 
is often used for tubing and piping in the power industry for service to 650 °C (1200 °F). Quenched-and-tempered 

versions of 2 1
4

Cr-1Mo steels exist. These steels are intended for heavy-wall pressure vessels but are limited to service at 

temperatures below the creep range because of their susceptibility to hydrogen attack (Ref 2). The 3Cr-1Mo steel is 

available in two strength levels and has strength properties comparable to those of 2 1
4

Cr-1Mo steel, but improved 

resistance to hydrogen attack. 

Recently, 2 1
4

Cr-1Mo and 3Cr-1Mo steels with vanadium additions have been commercially developed for high-

temperature pressure vessels and piping (Ref 3, 4, 5, 6, 7, 8). The vanadium-bearing steels have better strength and are 

more resistant to hydrogen attack than steels without vanadium additions. The use for vanadium-modified 2 1
4

Cr-1Mo 

steel and 3Cr-1Mo steel has been for heavy-wall pressure vessels (Ref 4, 5). Further modifications of the 3Cr-1Mo- 1
4

V 

steels have been produced by adding titanium, niobium, calcium, and the like (Ref 5, 6). The strength and toughness of 
the steels are comparable to that of the steels listed in Table 1. 

The straight 9Cr-1Mo steel is approved for service in the BPVC to 650 °C (1200 °F), but usage has not been widespread. 
However, the 9Cr-1Mo-V steel developed in the late 1980s (Ref 8) has been installed as tubing, piping, forgings, and 
castings in a variety of applications for the power, petroleum, and petrochemical industries and has accumulated up to 15 
years of exposure at temperatures in the creep regime. Even more recently, tungsten has been used as a replacement for 
some of the molybdenum to improve the weldability and toughness of Cr-Mo steels. Three steels included in the grouping 

include a 2 1
4

Cr-1.6W steel (Ref 9), a 9Cr-2W steel (Ref 10), and a 12Cr-2W steel (Ref 11). The tungsten-bearing steels 

contain 1
2

% Mo and 1
4

% V, and they are intended for superheater/reheater tubing and piping for steam lines. Steels that 

contain high carbon or manganese and nickel for improved hardenability are not considered here. These steels are usually 
restricted to lower-temperature service. Neither are the high-strength Cr-Mo-V steels developed for bolting, turbine 
casings, rotors, and disks covered here. However, these steels are very susceptible to creep, fatigue, and creep-fatigue 
damage, so many of the fracture and high-temperature fatigue issues discussed below apply to them. 
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Charpy V-Notch (CVN) Toughness 

Clean steelmaking practices have significantly improved the toughness of Cr-Mo steels over the last 15 years by reducing 
the content of residual elements responsible for some types of embrittlement. Refinement of grain size and shape control 
of inclusions have produced additional improvements in toughness. Typically, the procurement specifications for the Cr-
Mo steels require that the room-temperature elongations meet or exceed values in the range of 18 to 22%, depending on 
the strength and other factors related to the specific grade. A maximum ultimate strength or hardness is sometimes 
specified to ensure adequate toughness in the delivered product. For thick-section products, such as plates, a 
supplementary requirement for toughness is available when needed. Toughness criteria derived from the CVN or other 
types of toughness tests are often invoked for nuclear applications. For most Cr-Mo steels, toughness data are available 
that include CVN energy, fracture appearance, and lateral expansion over a range of test temperatures that include the 
brittle-to-ductile transition. The as-normalized or as-tempered toughness of Cr-Mo steels varies with composition, 



strength, and microstructure, so it is difficult to produce curves that can be considered typical of a grade or class of steel. 
Curves for various grades and classes overlap substantially. However, there is a tendency for toughness concerns to 
increase with increased alloy content and strength level. As the alloy content is increased for better high-temperature 
strength, the susceptibility to reheat cracking and temper embrittlement increases. Such concerns promote more testing 
and evaluation. 

The preponderance of toughness data reported in the literature for pressure-bearing, high-temperature Cr-Mo steels 

addresses 2 1
4

Cr-1Mo steel. Typical CVN toughness data for four heats of annealed 2 1
4

Cr-1Mo steel plate (SA-387, 

grade 22, class 1) are plotted in Fig. 1. One heat was air melted, two were vacuum-arc remelted (VAR), and one was 
electroslag remelted (ESR) (Ref 12). All heats were annealed and furnace cooled, then subjected to a simulated postweld 
heat treatment (PWHT) of 20 h at 730 °C (1350 °F). In Fig. 1(a), the CVN energies are plotted against temperature. 
Relative to the air-melted material, the ESR heat exhibited very low transition temperatures and high upper-shelf 
energies. The VAR heats exhibited good toughness in the longitudinal orientation but possessed higher transition 
temperatures and upper-shelf energies of only 120 J. The fracture appearance data plotted in Fig. 1(b) followed the same 
trends. The superior toughness in the ESR steel was attributed to the reduced inclusion content. 

 

FIG. 1 COMPARISON OF THE CHARPY V-NOTCH ENERGY AND FRACTURE APPEARANCE OF 2
1
4

CR-1MO STEEL 

PRODUCED BY AIR, VACUUM-ARC REMELTING (VAR), AND ELECTROSLAG REMELTING (ESR) PRACTICES. 
SOURCE: REF 12 

Charpy V-notch energies for the normalized-and-tempered plates (SA-387, grade 22, class 2) are shown in Fig. 2. Ranges 
are plotted for steels produced by conventional melting and calcium treatment melting practices (Ref 13). Trends for three 
sample orientations are included. Substantial improvements were made in both the transition temperature and the upper-
shelf energy values by means of the calcium treatment, which reduces sulfur content and refines the grain size. 



 

FIG. 2 COMPARISON OF THE RANGE OF CHARPY V-NOTCH ENERGY FOR 2
1
4

CR-1MO STEEL (CLASS 2) 

PRODUCED BY CONVENTIONAL (CON) MELTING AND CALCIUM TREATMENT (CAT) MELTING. SOURCE: REF 13 

The toughness of 2 1
4

Cr-1Mo steel is also affected by the normalizing temperature (through its influence on the grain size 

and hardenability), the cooling rate from the normalization temperature (through its effect on microstructure), and the 
tempering parameter (which determines the strength level and microstructure). Tempering and PWHT are important to 
convert the Fe3C to more thermodynamically stable carbides and to soften the hardened heat-affected zone (HAZ) of 
welds. In the bainitic steels, toughness improves rapidly with tempering. Some examples are shown in Fig. 3, which plots 
CVN energies against testing temperature for an air-melted heat (Fig. 3a) and a VAR heat (Fig. 3b). 

 

FIG. 3 COMPARISON OF THE EFFECTS OF TEMPERING ON THE CHARPY V-NOTCH (CVN) ENERGY OF 2
1
4

CR-

1MO STEEL (CLASS 2), CONVENTIONAL AND VACUUM-ARC REMELTED (VAR). (A) 152 MM THICK PLATE. (B) 51 
MM THICK VAR, FORGED, AND HOT-ROLLED PLATE AFTER A POSTWELD HEAT TREATMENT OF 1.5 H AT 621 °C. 
SOURCE: REF 14 



Wilson et al. (Ref 13) have observed that excessive PWHT may reduce toughness substantially, and they have shown 

examples for both 2 1
4

Cr-1Mo and 1 1
4

Cr-1Mo steels. Figure 4 provides a correlation between the 54 J (40 ft · lb) 

transition temperature and the tempering parameter for normalized-and-tempered and quenched-and-tempered grade 11 
steels. Here, the tempering parameter, TP, is equivalent to the Larson-Miller parameter and is given by:  

TP = T (20 + LOG T)/1000  

where T is temperature in Kelvins and t is time in hours. 

 

FIG. 4 EFFECT OF POSTWELD HEAT TREATMENT ON THE CHARPY V-NOTCH 54 J TRANSITION TEMPERATURE 

FOR 2
1
4

CR-1MO STEEL (A387, GRADE 11). N&T, NORMALIZED-AND-TEMPERED; Q&T, QUENCHED-AND-

TEMPERED; SR, STRESS RELIEVED. SOURCE: REF 13 

The compositions and heat treatments for the new vanadium-modified Cr-Mo steels have been optimized to ensure good 

toughness and strength. Some typical CVN energy curves are provided in Fig. 5 for the 2 1
4

Cr-1Mo-V-Ti-B steel (Ref 4) 

and in Fig. 6 for 3Cr-1Mo-V-Ti-B steel (Ref 6). The two vanadium-modified steels have similar tempering behavior, but 
Fig. 5 was chosen to show how the ductile-to-brittle transition temperature is decreased by increased tempering time or 
temperature, and Fig. 6 was chosen to show how it is increased by increased normalizing temperature, which increases 
grain size. 



 

FIG. 5 EFFECT OF TEMPERING CONDITIONS ON THE CHARPY V-NOTCH ENERGY CURVE FOR 2
1
4

CR-1MO-V-TI-

B STEEL. SOURCE: REF 4 

 

FIG. 6 EFFECT OF NORMALIZING TEMPERATURE ON THE CHARPY V-NOTCH ENERGY CURVE FOR 3CR-1MO-V-
TI-B STEEL. SOURCE: REF 6 



Data for the CVN toughness of martensitic 9Cr-1Mo-V steel are included in Fig. 7. Air-melted, high-silicon heats exhibit 
low upper-shelf energies and high transition temperatures (Ref 15). With reductions in silicon and utilization of clean 
steelmaking practice, very low transition temperatures and high upper-shelf energies can be achieved for 9Cr-1Mo-V 
steel. 

 

FIG. 7 EFFECT OF SILICON AND MELTING PRACTICE ON THE CHARPY V-NOTCH ENERGY CURVE FOR 3CR-
1MO-V STEEL. SOURCE: REF 15 

The Cr-W-Mo steels are intended for tube and pipes, so extensive characterization of toughness properties has not been 

undertaken. Nevertheless, they appear to have good properties. The CVN energy for the 2 1
4

Cr-1.6W steel (SA-213, grade 

23) is shown as a function of temperature in Fig. 8. Toughness is excellent in both the as-normalized and PWHT 
conditions (Ref 9). Similarly, in the normalized-and-tempered condition the toughness of the 9Cr-2W steel (SA-213, 
grade 92) is excellent, as indicated in Fig. 9 for a tube heat. Reported energies at 0 °C range from 206 to 279 J/cm2 for 
tubes and 116 to 162 J/cm2 for pipes. At 0 °C, the 12Cr-2W steel has CVN energy values in the range of 65 to 330 J/cm2 
for tubes and 66 to 98 J/cm2 for pipes. 



 

FIG. 8 CHARPY V-NOTCH ENERGY CURVES FOR 2
1
4

CR-1.6W-V-NB STEEL. PWHT, POSTWELD HEAT 

TREATMENT. TRANSITION TEMPERATURE, -39 °C. SOURCE: REF 9 

 

FIG. 9 CHARPY V-NOTCH ENERGY CURVES FOR 9CR-W-V STEEL AS TEMPERED 
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Fatigue and Fracture Resistance of Heat-Resistant (Cr-Mo) Ferritic Steels 

R.W. Swindeman and W. Ren, Oak Ridge National Laboratory 

 

Charpy V-Notch (CVN) Toughness 

Clean steelmaking practices have significantly improved the toughness of Cr-Mo steels over the last 15 years by reducing 
the content of residual elements responsible for some types of embrittlement. Refinement of grain size and shape control 
of inclusions have produced additional improvements in toughness. Typically, the procurement specifications for the Cr-
Mo steels require that the room-temperature elongations meet or exceed values in the range of 18 to 22%, depending on 
the strength and other factors related to the specific grade. A maximum ultimate strength or hardness is sometimes 
specified to ensure adequate toughness in the delivered product. For thick-section products, such as plates, a 
supplementary requirement for toughness is available when needed. Toughness criteria derived from the CVN or other 
types of toughness tests are often invoked for nuclear applications. For most Cr-Mo steels, toughness data are available 
that include CVN energy, fracture appearance, and lateral expansion over a range of test temperatures that include the 
brittle-to-ductile transition. The as-normalized or as-tempered toughness of Cr-Mo steels varies with composition, 
strength, and microstructure, so it is difficult to produce curves that can be considered typical of a grade or class of steel. 
Curves for various grades and classes overlap substantially. However, there is a tendency for toughness concerns to 
increase with increased alloy content and strength level. As the alloy content is increased for better high-temperature 
strength, the susceptibility to reheat cracking and temper embrittlement increases. Such concerns promote more testing 
and evaluation. 



The preponderance of toughness data reported in the literature for pressure-bearing, high-temperature Cr-Mo steels 

addresses 2 1
4

Cr-1Mo steel. Typical CVN toughness data for four heats of annealed 2 1
4

Cr-1Mo steel plate (SA-387, 

grade 22, class 1) are plotted in Fig. 1. One heat was air melted, two were vacuum-arc remelted (VAR), and one was 
electroslag remelted (ESR) (Ref 12). All heats were annealed and furnace cooled, then subjected to a simulated postweld 
heat treatment (PWHT) of 20 h at 730 °C (1350 °F). In Fig. 1(a), the CVN energies are plotted against temperature. 
Relative to the air-melted material, the ESR heat exhibited very low transition temperatures and high upper-shelf 
energies. The VAR heats exhibited good toughness in the longitudinal orientation but possessed higher transition 
temperatures and upper-shelf energies of only 120 J. The fracture appearance data plotted in Fig. 1(b) followed the same 
trends. The superior toughness in the ESR steel was attributed to the reduced inclusion content. 

 

FIG. 1 COMPARISON OF THE CHARPY V-NOTCH ENERGY AND FRACTURE APPEARANCE OF 2
1
4

CR-1MO STEEL 

PRODUCED BY AIR, VACUUM-ARC REMELTING (VAR), AND ELECTROSLAG REMELTING (ESR) PRACTICES. 
SOURCE: REF 12 

Charpy V-notch energies for the normalized-and-tempered plates (SA-387, grade 22, class 2) are shown in Fig. 2. Ranges 
are plotted for steels produced by conventional melting and calcium treatment melting practices (Ref 13). Trends for three 
sample orientations are included. Substantial improvements were made in both the transition temperature and the upper-
shelf energy values by means of the calcium treatment, which reduces sulfur content and refines the grain size. 



 

FIG. 2 COMPARISON OF THE RANGE OF CHARPY V-NOTCH ENERGY FOR 2
1
4

CR-1MO STEEL (CLASS 2) 

PRODUCED BY CONVENTIONAL (CON) MELTING AND CALCIUM TREATMENT (CAT) MELTING. SOURCE: REF 13 

The toughness of 2 1
4

Cr-1Mo steel is also affected by the normalizing temperature (through its influence on the grain size 

and hardenability), the cooling rate from the normalization temperature (through its effect on microstructure), and the 
tempering parameter (which determines the strength level and microstructure). Tempering and PWHT are important to 
convert the Fe3C to more thermodynamically stable carbides and to soften the hardened heat-affected zone (HAZ) of 
welds. In the bainitic steels, toughness improves rapidly with tempering. Some examples are shown in Fig. 3, which plots 
CVN energies against testing temperature for an air-melted heat (Fig. 3a) and a VAR heat (Fig. 3b). 

 



FIG. 3 COMPARISON OF THE EFFECTS OF TEMPERING ON THE CHARPY V-NOTCH (CVN) ENERGY OF 2
1
4

CR-

1MO STEEL (CLASS 2), CONVENTIONAL AND VACUUM-ARC REMELTED (VAR). (A) 152 MM THICK PLATE. (B) 51 
MM THICK VAR, FORGED, AND HOT-ROLLED PLATE AFTER A POSTWELD HEAT TREATMENT OF 1.5 H AT 621 °C. 
SOURCE: REF 14 

Wilson et al. (Ref 13) have observed that excessive PWHT may reduce toughness substantially, and they have shown 

examples for both 2 1
4

Cr-1Mo and 1 1
4

Cr-1Mo steels. Figure 4 provides a correlation between the 54 J (40 ft · lb) 

transition temperature and the tempering parameter for normalized-and-tempered and quenched-and-tempered grade 11 
steels. Here, the tempering parameter, TP, is equivalent to the Larson-Miller parameter and is given by:  

TP = T (20 + LOG T)/1000  

where T is temperature in Kelvins and t is time in hours. 

 

FIG. 4 EFFECT OF POSTWELD HEAT TREATMENT ON THE CHARPY V-NOTCH 54 J TRANSITION TEMPERATURE 

FOR 2
1
4

CR-1MO STEEL (A387, GRADE 11). N&T, NORMALIZED-AND-TEMPERED; Q&T, QUENCHED-AND-

TEMPERED; SR, STRESS RELIEVED. SOURCE: REF 13 

The compositions and heat treatments for the new vanadium-modified Cr-Mo steels have been optimized to ensure good 

toughness and strength. Some typical CVN energy curves are provided in Fig. 5 for the 2 1
4

Cr-1Mo-V-Ti-B steel (Ref 4) 

and in Fig. 6 for 3Cr-1Mo-V-Ti-B steel (Ref 6). The two vanadium-modified steels have similar tempering behavior, but 
Fig. 5 was chosen to show how the ductile-to-brittle transition temperature is decreased by increased tempering time or 
temperature, and Fig. 6 was chosen to show how it is increased by increased normalizing temperature, which increases 
grain size. 



 

FIG. 5 EFFECT OF TEMPERING CONDITIONS ON THE CHARPY V-NOTCH ENERGY CURVE FOR 2
1
4

CR-1MO-V-TI-

B STEEL. SOURCE: REF 4 

 

FIG. 6 EFFECT OF NORMALIZING TEMPERATURE ON THE CHARPY V-NOTCH ENERGY CURVE FOR 3CR-1MO-V-
TI-B STEEL. SOURCE: REF 6 



Data for the CVN toughness of martensitic 9Cr-1Mo-V steel are included in Fig. 7. Air-melted, high-silicon heats exhibit 
low upper-shelf energies and high transition temperatures (Ref 15). With reductions in silicon and utilization of clean 
steelmaking practice, very low transition temperatures and high upper-shelf energies can be achieved for 9Cr-1Mo-V 
steel. 

 

FIG. 7 EFFECT OF SILICON AND MELTING PRACTICE ON THE CHARPY V-NOTCH ENERGY CURVE FOR 3CR-
1MO-V STEEL. SOURCE: REF 15 

The Cr-W-Mo steels are intended for tube and pipes, so extensive characterization of toughness properties has not been 

undertaken. Nevertheless, they appear to have good properties. The CVN energy for the 2 1
4

Cr-1.6W steel (SA-213, grade 

23) is shown as a function of temperature in Fig. 8. Toughness is excellent in both the as-normalized and PWHT 
conditions (Ref 9). Similarly, in the normalized-and-tempered condition the toughness of the 9Cr-2W steel (SA-213, 
grade 92) is excellent, as indicated in Fig. 9 for a tube heat. Reported energies at 0 °C range from 206 to 279 J/cm2 for 
tubes and 116 to 162 J/cm2 for pipes. At 0 °C, the 12Cr-2W steel has CVN energy values in the range of 65 to 330 J/cm2 
for tubes and 66 to 98 J/cm2 for pipes. 



 

FIG. 8 CHARPY V-NOTCH ENERGY CURVES FOR 2
1
4

CR-1.6W-V-NB STEEL. PWHT, POSTWELD HEAT 

TREATMENT. TRANSITION TEMPERATURE, -39 °C. SOURCE: REF 9 

 

FIG. 9 CHARPY V-NOTCH ENERGY CURVES FOR 9CR-W-V STEEL AS TEMPERED 
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Fatigue and Fracture Resistance of Heat-Resistant (Cr-Mo) Ferritic Steels 

R.W. Swindeman and W. Ren, Oak Ridge National Laboratory 

 

Fracture Mechanics 

Several degradation mechanisms embrittle Cr-Mo and Cr-W-Mo steels and their weldments: temper embrittlement during 
long-time exposure, aging embrittlement due to precipitation of brittle phases, creep damage, hydrogen attack, and 
hydrogen embrittlement. Traditionally, CVN data for exposed material have been used to assess the severity of some 
degradation mechanisms in regard to structural integrity. A more recent approach has been to perform J-R testing on 
"degraded" material and derive fracture mechanics properties. As part of the development of a fitness-for-service 
assessment methodology, for example, the Materials Properties Council has collected fracture toughness data for carbon 
and Cr-Mo steels. These data have been compared to lower-bound curves more or less comparable to the ASME Section 
III, Appendix G curve for nuclear pressure vessel steels. Data for several grades of Cr-Mo steels are shown in Fig. 10 
(Ref 16). 



 

FIG. 10 FRACTURE TOUGHNESS DATA FOR CARBON AND CR-MO STEELS COMPARED WITH LOWER-BOUND 
CURVES DEVELOPED FOR ASME SECTION III, APPENDIX G 

An approach taken by Iwadate et al. (Ref 17) to address temper embrittlement is to correlate the CVN fracture-appearance 

transition temperature (FATT) against an embrittlement factor. For 2 1
4

Cr-1Mo and 3Cr-1Mo steels they chose the J 

factor, defined by:  

J = (%SI + %MN) (%P + %SN) × 104  

For 1 1
4

Cr- 1
2

Mo steel, they used the X factor, defined by:  

X = (10P + 5SB + 4SN + AS)/100  

where the element content is in parts per million. With such a correlation and knowledge of the upper-shelf energy and 
yield strength, master curves were constructed that could be used to predict KIc. Curves for the correspondence of the 
FATT with the J factor are shown in Fig. 11 for the Cr-Mo steels exposed up to 75,000 h. Curves for KJc versus 
temperature are shown in Fig. 12 for Cr-Mo steels. Here the term KIc-US is derived from the Rolfe-Barsom correlation:  

(KIC-US/ 0.2)2 = 0.6478 [(CVNUS/ 0.2) -0.0098]  

where CVNUS and σ0.2 are the impact energy (in joules) and the 0.2% offset yield strength (in megapascals) at the upper-
shelf temperature. The correlation holds for base metal and weld metal. 



 

FIG. 11 CORRELATION OF THE CHARPY V-NOTCH FRACTURE APPEARANCE TRANSITION TEMPERATURE (FATT) 
WITH THE J-FACTOR FOR TEMPER EMBRITTLEMENT OF CR-MO STEELS 

 

FIG. 12 MASTER CURVES FOR THE PREDICTION OF THE KIC TRANSITION CURVE FOR CR-MO STEELS EXPOSED 

TO EMBRITTLEMENT CONDITIONS. (A) 1
1
4

CR-
1
2

MO AND 1CR-
1
2

MO STEEL. (B) 2
1
4

CR-1MO STEEL 
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Fatigue and Fracture Resistance of Heat-Resistant (Cr-Mo) Ferritic Steels 

R.W. Swindeman and W. Ren, Oak Ridge National Laboratory 

 

Low-Cycle Fatigue 

The Cr-Mo steels have a long history of satisfactory performance in high-temperature components. Because the steels 
exhibit low thermal expansion and high thermal conductivity, relative to austenitic stainless steels, they are less 
susceptible to fatigue failures induced by thermal-mechanical loading. With continued operation of equipment, increased 
cyclic operation, and higher service temperatures, however, the risk of fatigue-related failures in Cr-Mo steels increases. 
At temperatures up to 370 °C (700 °F) and in the low-cycle fatigue (LCF) region, the lower-strength Cr-Mo alloys with 
better tensile ductility exhibit better LCF resistance. Generally, this is true when the cyclic strain range exceeds 1%. At 
low strain ranges corresponding to the high-cycle fatigue (HCF) regime, the steels with higher ultimate strengths exhibit 
better fatigue resistance. Above 370 °C (700 °F), the LCF resistance of Cr-Mo steels is affected by temperature, strain 
rate, load histogram, and environment. The temperature effect is relatively weak. For some combinations of strain range 
and strain rate, an improvement in life with increasing temperature is observed, and the improvement appears to result 
from dynamic strain aging. Above 370 °C (700 °F), the LCF damage mechanism in the Cr-Mo steels involves the 
formation of cracks in the surface oxide that lead to the penetration of transgranular cracks. These cracks appear as oxide-
filled wedges. 

The strain-controlled (LCF) of 2 1
4

Cr-1Mo steel and its weldments has been studied extensively. Annealed (class 1), 

normalized-and-tempered (class 2), and quenched-and-tempered (A-542) steels have been examined. One collection of 
LCF data for the annealed steel is provided in Fig. 13 (Ref 18). These data represent three heats for annealed steel (pipe 
and plate) and isothermally annealed steel (tubing). Testing temperatures ranged from 427 °C (800 °F) to 593 °C (1100 
°F). Both load-controlled and strain-controlled data are included, and lives extend over four decades. Additional data for 
three heats of plate products are plotted in Fig. 14 for temperatures of 371, 427, and 538 °C (700, 800, and 1000 °F) (Ref 
19). One low-carbon heat is included. These trends are applicable to continuous cycling at high strain rates (0.001/s and 
greater) and have formed the basis for the design fatigue curves found in ASME Section III, Division 1, Subsection NH. 
Although the LCF curves exhibit minimal temperature effects, the cyclic strength varies with temperature, strain rate, and 
processing history, so the elastic and plastic components of the strain range for a given life may vary substantially. A 
comparison of the monotonic and cyclic hardening curves for annealed material is shown in Fig. 15 (Ref 20). The cyclic 
data were obtained from the rising half of the tenth-cycle hysteresis loop and correspond to ranges rather than amplitudes. 
Strain rates are low (0.005/min.) compared to the rate used for fatigue testing, but the trends suggest that the annealed 
material is a strain-hardening material rather than a strain-softening material. 

 



FIG. 13 STRAIN-FATIGUE CURVES FOR 2
1
4

CR-1MO STEEL (CLASS 1) AT 425 °C (800 °F) WITH COMPARISON 

OF STRAIN LIFE AT 595 °C (1100 °F). OPEN POINTS, ANNEALED; SOLID POINTS, ISOTHERMALLY ANNEALED. 
R = -1. SOURCE: REF 18 

 

FIG. 14 STRAIN-FATIGUE FOR 2
1
4

CR-1 MO STEEL (CLASS 1) AT THREE TEMPERATURES. STRAIN RATE, 4 × 

10-3 PER SECOND. SOURCE: R = -1. REF 19 



 

FIG. 15 CYCLIC HARDENING CURVES FOR 2
1
4

CR-1MO STEEL (CLASS 1) DERIVED FROM THE HYSTERESIS 

LOOP AFTER TEN CYCLES. (A) DATA AT ROOM TEMPERATURE (RT) AND 425 °C (800 °F). (B) DATA AT 510 AND 
595 °C (950 AND 1100 °F). (C) DATA AT RT AND 595 °C (1100 °F). R = -1. SOURCE: REF 20 

The LCF for class 2 steels has been well characterized to 600 °C (1110 °F) for tubing by the National Research Institute 
for Metals (Ref 21). The LCF data for several temperatures and strain rates are shown in Fig. 16. These data indicate a 
slight decrease in fatigue life with increasing temperature and decreasing strain rate. These steels exhibit cyclic softening. 
Comparisons of the monotonic and cyclic stress versus strain curves are shown in Fig. 17 (Ref 22). 



 

FIG. 16 STRAIN-FATIGUE CURVES FOR 2
1
4

CR-1MO (CLASS 2). STRAIN RATE, 0.1% PER SECOND. (A) DATA 

AT 420 °C. (B) DATA AT 550 °C. R = -1. SOURCE: REF 21 

 

FIG. 17 CYCLIC STRESS VS. STRAIN CURVES FOR 2
1
4

CR-1MO STEEL (CLASS 2), DERIVED FROM THE STRESS 

AMPLITUDE AT HALF LIFE, AT 450 AND 550 °C. STRAIN RATE 0.1% PER SECOND. R = -1. SOURCE: REF 22 

Unpublished data for the 2 1
4

Cr-1Mo-V and 3Cr-1Mo-V steels indicate LCF behavior similar to that of 2 1
4

Cr-1Mo (class 

2) steel at temperatures in the range of 370 to 540 °C (700 to 1000 °F). 

The fatigue behavior of 9Cr-1Mo-V steel has been well characterized from research in the U.S., Asia, and Europe. The 
LCF curves for three heats and four temperatures are shown in Fig. 18 (Ref 23). Data are tightly grouped at all 
temperatures. 



 

FIG. 18 STRAIN-FATIGUE CURVES FOR 9CR-1MO-V STEEL AT ROOM TEMPERATURE AND 540 °C (1000 °F). 
STRAIN RATE, 4 × 10-3 PER SECOND. R = -1. SOURCE: REF 23 

For conditions that involve creep-fatigue interaction, the load histogram is important. Hold time at the compressive or 
tensile strain limit usually produces shorter fatigue lives. Often, researchers have reported that compressive hold times are 
more damaging than tensile hold times and produce shorter lives. Explanations for the hold time effects have been offered 
that relate to mean stress effects and to the oxide cracking mechanism, but no consensus exists in regard to the best 
method to evaluate creep-fatigue damage in Cr-Mo steels. Linear damage calculations based on cycle fractions and time 
fractions require continuous cycling data and stress rupture data, and fatigue damage calculations require the type of 
fatigue data presented above. Most other approaches, such as strain-range partitioning, ductility exhaustion, and 
frequency separation, require supplementary data that are not provided in this article. 
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Fatigue and Fracture Resistance of Heat-Resistant (Cr-Mo) Ferritic Steels 
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Fatigue Crack Growth 

Often, LCF curves are used to estimate the cycles to fatigue crack initiation in relatively thick sections. Thereafter, 
subcritical fatigue crack growth procedures are used to estimate remaining life. Typical fatigue crack growth data for 

annealed 2 1
4

Cr-1Mo steel are plotted in Fig. 19, 20, and 21 (Ref 24). The effect of temperature is illustrated in Fig. 19, 

the effect of frequency is illustrated in Fig. 20, and the effect of stress ratio is shown in Fig. 21. Fatigue crack growth 
curves for 9Cr-1Mo-V steel are provided in Fig. 22 (Ref 25). 

 

FIG. 19 EFFECT OF TEMPERATURE ON THE FATIGUE CRACK GROWTH RATE OF 2
1
4

CR-1MO STEEL (CLASS 1). 

R = 0.05 IN AIR. SOURCE: REF 24 



 

FIG. 20 EFFECT OF FREQUENCY ON THE FATIGUE CRACK GROWTH RATE OF 2
1
4

CR-1MO STEEL (CLASS 1) AT 

510 AND 593 °C (950 AND 1100 °F). R = 0.05 IN AIR. SOURCE: REF 24 

 

FIG. 21 EFFECT OF MEAN STRESS ON THE FATIGUE CRACK GROWTH RATE OF 2
1
4

CR-1MO STEEL (CLASS 1) 



AT 510 °C (950 °F). TESTED IN AIR AT 40 TO 50 CPM. SOURCE: REF 24 

 

FIG. 22 FATIGUE CRACK PROPAGATION BEHAVIOR OF MODIFIED 9CR-1MO STEEL (ASTM A387, GRADE 91), 
TESTED IN AIR AT ROOM TEMPERATURE (800 CPM) AND AT ELEVATED TEMPERATURES (40 CPM). R = 0.05. 
SOURCE: REF 25 

 
References cited in this section 

24. C.R. BRINKMAN, W.R. CORWIN, M.K. BOOKER, T.L. HEBBLE, AND R.L. KLUEH, TIME 

DEPENDENT MECHANICAL PROPERTIES OF 2 1
4

CR-1MO STEEL FOR USE IN STEAM 

GENERATOR DESIGN, ORNL-5125, OAK RIDGE NATIONAL LABORATORY, MARCH 1976 
25. L.A. JAMES AND K.W. CARLSEN, THE FATIGUE CRACK GROWTH AND DUCTILE FRACTURE 

TOUGHNESS BEHAVIOR OF ASTM A387 GR91 STEEL, RESIDUAL-LIFE ASSESSMENT, 
NONDESTRUCTIVE EXAMINATION, AND NUCLEAR HEAT EXCHANGER MATERIALS, PVP VOL 98-
1, AMERICAN SOCIETY OF MECHANICAL ENGINEERS, 1985, P 97-107 

Fatigue and Fracture Resistance of Heat-Resistant (Cr-Mo) Ferritic Steels 

R.W. Swindeman and W. Ren, Oak Ridge National Laboratory 

 

Weldments 

Although the fatigue behavior of weldments is covered elsewhere in this Volume, it should be mentioned that the 
strength, toughness, fatigue, and creep-fatigue behavior of Cr-Mo steel weld metal and weldments is of major concern in 
the selection of materials and the manufacture of pressure-bearing components. For new construction, the testing 
requirements for weld metal and weldments are specified in the BVPC Section IX. Filler metals are available that exhibit 
strength properties comparable or superior to those of base metal, but the hardenability of most Cr-Mo steels is sufficient 
to produce hard, low-toughness regions in the HAZ of thick-section weldments. A proper PWHT restores toughness 



properties. Often, the HAZ contains microstructures developed from heating the base metal to the intercritical zone. Very 
fine-grain material in this zone tends to have poor high-temperature strength. Under fatigue and creep-fatigue loading, 
failures often occur in the HAZ of weldments. Because composition, metallurgical structure, loading history, and section 
geometry strongly influence the life under cyclic loading, high-temperature test data on the fatigue, creep-fatigue, and 
fatigue-crack-growth of Cr-Mo weldments are not well enough defined to be included here. 
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Fatigue and Fracture Properties of Stainless Steels 

S. Lampman, ASM International 

 

Introduction 

STAINLESS STEELS are used in a wide variety of structural applications. Most of the structural applications occur in the 
chemical and power engineering industries, which account for more than a third of the market for long and flat stainless 
steel products (circa 1993, Ref 1). These applications include an extremely diversified range of use, including nuclear 
reactor vessels, heat exchangers, oil industry tubulars, components for the chemical processing and pulp and paper 
industries, furnace parts, and boilers used in fossil fuel electric power plants. 

Stainless steels of all types contain chromium in amounts ranging from 10 to 30%. The stainlessness and oxidation 
resistance of stainless steels is primarily dependent on chromium content. Other alloying elements, including silicon, 
nickel, molybdenum, copper and aluminum, contribute to the general corrosion resistance, but their influence is limited 
compared to that of chromium. Standard compositions of stainless steels (Table 1) are generally divided by microstructure 
into the following groups: austenitic types, ferritic types, duplex types, martensitic types, and precipitation hardening 
types. The following sections briefly summarize the key mechanical characteristics of these stainless steel types with 
particular emphasis on fracture properties and corrosion fatigue. Typical room-temperature mechanical properties and 
fatigue endurance limits are summarized in Table 2. Additional information on corrosion and environmentally assisted 
fracture of stainless steels is contained in Ref 2 and elsewhere in this Volume. 

TABLE 1 COMPOSITIONS OF COMMON STRUCTURAL STAINLESS STEELS 

COMPOSITION, %(A)  TYPE  UNS 
NUMBER  C  Mn  Si  Cr  Ni  P  S  OTHERS  

YIELD 
STRENGTH(B), 
MPA (KSI)  

AUSTENITIC TYPES  
301  S30100  0.15  2.00  1.00  16.0-

18.0  
6.0-
8.0  

0.045  0.03  . . .  205 (30) ANN  

304  S30400  0.08  2.00  1.00  18.0-
20.0  

8.0-
10.5  

0.045  0.03  . . .  205 (30) ANN  

304L  S30403  0.03  2.00  1.00  18.0-
20.0  

8.0-
12.0  

0.045  0.03  . . .  170 (25) ANN  

304LN  . . .  0.03  2.00  1.00  18.0-
20.0  

8.0-
10.5  

0.045  0.03  0.10-0.15N  205 (30) ANN  

308  S30800  0.08  2.00  1.00  19.0-
21.0  

10.0-
12.0  

0.045  0.03  (WELDING 
ELECTRODE 
COMPOSITION)  

205 (30) ANN  

309S  S30908  0.08  2.00  1.00  22.0-
24.0  

12.0-
15.0  

0.045  0.03  . . .  205 (30) ANN  

310S  S31008  0.08  2.00  1.50  24.0-
26.0  

19.0-
22.0  

0.045  0.03  . . .  205 (30) ANN  

316  S31600  0.08  2.00  1.00  16.0-
18.0  

10.0-
14.0  

0.045  0.03  2.0-3.0MO  205 (30) ANN  

316N  S31651  0.08  2.00  1.00  16.0- 10.0- 0.045  0.03  2.0-3.0MO, 0.10- 240 (35) ANN  



18.0  14.0  0.16N  
321  S32100  0.08  2.00  1.00  17.0-

19.0  
9.0-
12.0  

0.045  0.03  (5 × %C) MIN TI     

348  S34800  0.08  2.00  1.00  17.0-
19.0  

9.0-
13.0  

0.045  0.03  0.2CU, (10 × %C) 
MIN (NB + TA)(C)  

   

21-6-9(D)  S21900  0.08  8.0-
10.0  

1.00  19.0-
21.5  

5.0-
7.0  

0.06  0.03  0.15-0.40N     

22-13-5(E)  S20910  0.06  4.0-
6.0  

1.00  20.5-
23.5  

11.5-
13.5  

0.04  0.03  1.5-3.0MO, 0.1-
0.3NB, 0.1-0.3V, 0.2-
0.4N  

345 (50) ANN 
380 (55) ANN  

KROMARC 
58  

. . .  0.03  9.3  0.05  15.5  23.0  0.005  0.005  2.2MO, 0.02AL, 
0.16V, 0.008ZR, 
0.016B, 0.17N  

371 (54) ANN  

FERRITIC TYPES  
405  S40500  0.08  1.0  1.0  11.5-

14.5  
. . .  0.04  0.03  0.1-0.3AL  170 (25) ANN  

409  S40900  0.08  1.0  1.0  10.5-
11.75  

0.5  0.045  0.045  . . .  205 (30) ANN  

430  S43000  0.12  1.0  1.0  16-18  . . .  0.04  0.03  0.6MO  205 (30) ANN  
434  S43400  0.12  1.0  1.0  16-18  . . .  0.04  0.03  0.75-1.25MO  365 (53) ANN  
442  S44200  0.20  1.0  1.0  18-23  . . .  0.04  0.03  . . .  275 (40) ANN  
446  S44600  0.20  1.5  1.0  23-27  . . .  0.04  0.03  0.25N  275 (40) ANN  
MARTENSITIC TYPES  
403  S40300  0.15  1.00  0.50  11.5-

13.0  
. . .  0.04  0.03  . . .  550 (80) HT  

410  S41000  0.15  1.00  1.00  11.5-
13.0  

. . .  0.04  0.03  . . .  550 (80) HT  

420  S42000  0.15 
MIN  

1.00  1.00  12.0-
14.0  

. . .  0.04  0.03  . . .  1480 (215) HT  

422  S42200  0.20-
0.25  

1.00  0.75  11.0-
13.0  

0.5-
1.0  

0.025  0.025  0.75-1.25MO, 0.75-
1.25W, 0.15-0.30V  

760 (110) HT  

431  S43100  0.20  1.00  1.00  15.0-
17.0  

1.25-
2.50  

0.04  0.03  . . .  1030 (149) HT  

PRECIPITATION HARDENING TYPES(F)  
15-5PH  S15500  0.07  1.00  1.00  14.0-

15.5  
3.5-
5.5  

0.04  0.03  2.5-4.5CU, 0.15-0.45 
(NB + TA)  

1000 (145) HT  

17-4PH  S17400  0.07  1.00  1.00  15.5-
17.5  

3.0-
5.0  

0.04  0.03  3.0-5.0CU, 0.15-0.45 
(NB + TA)  

1000 (145) HT  

PH13-8MO  S13800  0.05  0.10  0.10  12.25-
13.25  

7.5-
8.5  

0.01  0.008  2.0-2.5MO, 0.90-
1.35AL, 0.01N  

1310 (190) HT  

CUSTOM 
455 (XM-16)  

S45500  0.05  0.50  0.50  11.0-
12.5  

7.5-
9.5  

0.04  0.03  0.5MO, 1.5-2.5CU, 
0.8-1.4TI, 0.1-0.5NB  

1410 (205) HT  

17-7PH  S17700  0.09  1.00  1.00  16.0-
18.0  

6.5-
7.75  

0.04  0.03  0.75-1.5AL  1030 (150) HT  

PH15-7MO  S15700  0.09  1.00  1.00  14.0-
16.0  

6.5-
7.75  

0.04  0.03  2.0-3.0MO, 0.75-
1.5AL  

1100 (160) HT  

AM355  S35500  0.10-
0.15  

0.5-
1.25  

0.50  15.0-
16.0  

4.0-
5.0  

0.04  0.03  2.5-3.25MO  1030 (150) HT  

A-286  K66286  0.04  1.30  0.40  15.0  26.0  . . .  . . .  1.3MO, 2.0TI, 
0.2AL, 0.3V, 0.005B  

755 (110) HT  
 
(A) COMPOSITIONS ARE IN WEIGHT PERCENT. SINGLE VALUES ARE MAXIMUM VALUES EXCEPT FOR KROMARC 

58 AND A-286, FOR WHICH NOMINAL COMPOSITIONS ARE SHOWN. 
(B) ANN-ANNEALED, HT-HEAT TREATED; YIELD STRENGTHS ARE MINIMUM VALUES FOR ANNEALED 

MATERIAL AND TYPICAL VALUES FOR HEAT TREATED MATERIAL. 
(C) OPTIONAL NB + TA. 
(D) NITRONIC 40 (XM-10). 
(E) NITRONIC 50 (XM-19). 
(F) 15-5PH, 17-4PH, PH13-8MO AND CUSTOM 455 ARE MARTENSITIC PRECIPITATION HARDENING TYPES; 17-7PH, 

PH15-7MO AND AM355 ARE SEMIAUSTENITIC PRECIPITATION HARDENING TYPES; AND A286 IS AN 
AUSTENITIC PRECIPITATION HARDENING TYPE.  



TABLE 2 TYPICAL TENSILE PROPERTIES AND FATIGUE LIMITS OF STAINLESS STEELS 

MECHANICAL PROPERTIES  MATERIAL  
IMPACT 
STRENGTH  

ALLOY  FORM OR 
THICKNESS(A)  

CONDITION  

ULTIMATE 
TENSILE 
STRENGTH, 
KSI  

TENSILE 
YIELD 
STRENGTH 
0.2%, KSI  

ELONGATION 
IN 2 
INCHES, %  

REDUCTION 
OF AREA 
(FOR 
BARS), %  

HARDNESS  

IZOD, 
FT-
LB  

CHARPY 
V, 
FT-LB  

SMOOTH 
SPECIMEN 
FATIGUE 
STRENGTH(B), 
KSI  

AUSTENITIC TYPES  
ANNEALED  110  55  55  65  95 HRB  110  100     
10% CR  130  90  36     25 HRC           

201  SHEET  

40% CR  190  165  10     41 HRC           
ANNEALED  105  50  55     87 HRB     85     
10% CR  128  98  31                 

202  SHEET  

40% CR  184  155  8                 
ANNEALED  87  45  53  63  86 HRB  184  85     
CD  115  80  15  35              

203 EZ  1 INCH BAR  

FULL HARD  170  140  17  47  35 HRC           
ANNEALED  120  40  75  65  80 HRB  110  114  35  
10% CR  150  88  55  40  22 HRC  100        
40% CR  195  170  23  10  45 HRC        80  

301  SHEET  

60% CR  235  230  10              80 (R)  
ANNEALED  93  40  68  65  80 HRB  110  118  34 (BAR)  
10% CR  108  92  43  41  10 HRC  65        

302  SHEET  

40% CR  151  132  13  8  35 HRC        75  
302B  PLATE  ANNEALED  90  40  50  65  82 HRB  90  90     

ANNEALED  90  37  65  60  80 HRB  85     34  
10% CW  105  45  45  57           48  

303  1 INCH BAR  

40% CW  173  80  13  45              
ANNEALED  90  35  50  65  160 HB  80        
HALF HARD  137  105  25                 

303 SE  1 INCH BAR  

FULL HARD  175  137  14     32 HRC           
ANNEALED  87  34  57  67  80 HRB  110  110  35  
10% CW  98  70  35     10 HRC        60  

304  BAR  

40% CW  146  135  12     35 HRC        92  
ANNEALED  85  32  57  70  77 HRB  110  110  40  
10% CW  106  73  35                 

304L  BAR  

40% CW  154  137  9     25 HRC           
ANNEALED  86  33  62  73  80 HRB  110        
10% CR  94  70  45  48              

305  SHEET  

40% CR  145  130  10  25  30 HRC           
308  SHEET  ANNEALED  80  33  58  57  82 HRB  107  100 MIN  35 (BAR)  



10% CR  93  64  38     10 HRC             
40% CR  153  128  11     35 HRC           
ANNEALED  80  37  55  60  77 HRB  110        
10% CR  87  57  45                 

309  SHEET  

40% CR  135  124  8                 
ANNEALED  85  45  47  70  77 HRB  107  89  31.5  
10% CR  108  67  28                 

310  SHEET  

40% CR  155  138  5     30 HRC           
314  SHEET  ANNEALED  100  50  40  60  85 HRB           

ANNEALED  85  38  61  67  77 HRB  107  78  39  
10% CR  95  70  40     10 HRC           

316  SHEET  

40% CR  143  128  8     30 HRC           
ANNEALED  77  37  55  70  77 HRB  107        
HALF HARD  125  90  25                 

316L  SHEET  

FULL HARD  165  127  12     31 HRC           
ANNEALED  87  38  55  70  77 HRB  107     38  
10% CW  104  57  37                 

317  1 INCH BAR  

40% CW  148  134  7                 
ANNEALED  90  32  55  60  80 HRB  107  110  38  
10% CR  100  70  45     10 HRC     108     

321  SHEET  

40% CR  150  133  7     35 HRC     80     
ANNEALED  95  40  50  60  80 HRB  107  120  39  
10% CR  105  77  33     10 HRC     70     

347  SHEET  

40% CR  158  138  5     35 HRC     33  88  
348  BAR  ANNEALED  90  37  50  65  150 HB     110  39  
FERRITIC TYPES  
400  SHEET  ANNEALED  62  32  32     68 HRB           

ANNEALED  67  47  27     77 HRB  27        
CR  90  65  20  60              

405  SHEET  

CR  130  125  10                 
ANNEALED  75  52  25  65  82 HRB  30     40  
CR  90  65  20  60              

430  BAR  

CR  130  125  2  45              
ANNEALED  80  52  25  52  82 HRB  10        
CR  90  70  20  45              

442  SHEET  

CR  110  100  15  30              
ANNEALED  80  52  25  52  82 HRB  2     47  
CR  90  70  20  45              

446  SHEET  

CR  110  110  15  30              
18 SR  SHEET  ANNEALED  85  65  27     90 HRB           
E-BRITE  STRIP  ANNEALED  65  46  44  88  83 HRB     240  47  

20% CR  96  88  8     97 HRB           261     
60% CR  124  116  3     104 HRB           



MARTENSITIC TYPES  
ANNEALED  75  45  30  70  155 HB  90     40  
TEMPER 
1200F  

110  85  23  65  97 HRB  75     55  
403  BAR  

TEMPER 
600F  

180  140  15  55  39 HRC  35        

ANNEALED  65  35  27  80  80 HRB  85     40  
TEMPER 
1100F  

118  104  22  66  241 HB  75  38  62  

TEMPER 
600F  

181  143  17  62  361 HB     38     

410  1 INCH BAR  

TEMPER 
300F  

188  148  17  60  388 HB     42     

ANNEALED  115  90  15     220 HB  50        
TEMPER 
1200F  

120  105  20  65  247 HB  50        
414  BAR  

TEMPER 
800F  

200  150  17  60  395 HB           

ANNEALED  65  35  30  75  135 HB  70     40  
TEMPER 
1200F  

110  90  19  54  21 HRC  25     55  
416  BAR  

TEMPER 
600F  

180  140  13  40  39 HRC     23     

ANNEALED  95  50  25  65  190 HB  70        
TEMPER 
1200F  

110  70  25  60  250 HB  60        
420  1 INCH BAR  

TEMPER 
400F  

250  215  8  25  50 HRC  10        

ANNEALED  97  74  26                 
TEMPER 
1400F  

121  90  19  53  26 HRC     38     

TEMPER 
1200F  

149  125  18  52  34 HRC     15  90  

422  BAR  

TEMPER 
800F  

237  168  15  52  49 HRC     7     

ANNEALED  120  95  25  60  240 HB  50        
TEMPER 
1100F  

140  115  19  57  302 HB  48  50     
431  1 INCH BAR  

TEMPER 
500F  

198  149  16  55  415 HB  40        

ANNEALED  105  60  20  45  95 HRB  2        440A  BAR  
TEMPER 
600F  

260  240  5  20  51 HRC  10        

440B  BAR  ANNEALED  107  62  18  35  96 HRB  2        



  TEMPER 
600F  

280  270  3  15  55 HRC  3        

ANNEALED  110  65  14  25  97 HRB  2     52  
TEMPER 
600F  

285  275  2  10  57 HRC  4        
440C  BAR  

AS 
QUENCHED  

            60 HRC        117  

440F  BAR  TEMPER 
600F  

285  275        56 HRC           

ANNEALED  100  65  22     22 HRB           
TEMPER 
900F  

247  195  10.5              135 (A)  
12 MOV  SHEET  

TEMPER 
700F  

236  188  9.5                 

GREEK  BAR  TEMPER 
1000F  

165  137  17  59  38 HRC  37  19  75  

ASCOLOY     TEMPER 
500F  

209  175  18  53        19     

PRECIPITATION HARDENING TYPES  
17-14 CU-
MO  

BAR  1350F, WQ  89  41  45  59        26     

22-4-9  BAR  ST + AGE  162  102  9  9  344 HB     11  68  
ANNEALED  130  40  35     85 HRB           
TH 1050  200  185  9  26  43 HRC     6  80  
RH 950  235  220  6     48 HRC     6  106, 85 (A)  

17-7PH  SHEET (T)  

CH 900  265  260  2     49 HRC        82  
ANNEALED  130  55  35     88 HRB           
TH 1050  210  200  7     44 HRC     4  120 (A)  
RH 950  240  225  6     48 HRC     4  160 (A)  

PH15-7MO  SHEET (T)  

CH 900  265  260  2     50 HRC           
ANNEALED  125  55  25     88 HRB           
SRH 1050  215  205  5     46 HRC        130 (A)  
SRH 950  235  220  5     49 HRC           

PH14-8MO  AIR MELT 
SHEET  

CH 950  298  289  1.5     52 HRC           
ANNEALED  161  61  38     95 HRB           
DA (850F)  179  154  12  28  42 HRC        84  
SCT (850F)  206  175  12     46 HRC     14  86  

AM 350  SHEET  

CRT  205  175  19     46 HRC        115 (A)  
ANNEALED  160  57  26     100 HRB           
DA (850F)  190  160  12     43 HRC     33     
SCT (850F)  216  182  19  38.5  48 HRC  17  17  135 (A)  
CRT (25%)  230  210  12     52 HRC           

AM 355  SHEET  

XH  350  330  0.5     56 HRC           
17-4PH  BAR  ANNEALED  150  110  10  45              



H 1150  145  125  19  60  33 HRC     50  87  
H 1075  165  150  16  58  36 HRC     40     
H 1025  170  165  15  56  38 HRC     35  84  

  

H 900  200  185  14  54  44 HRC     17  90  
ANNEALED                          
H 1150  145  125  19  60  33 HRC     50  100  
H 1075  165  150  16  58  36 HRC     40  100 (A)  
H 1025  170  165  15  56  38 HRC     35  133 (A)  

15-5PH  BAR  

H 900  200  185  14  50  44 HRC     15  96  
ANNEALED              363 HB           
H 1100  170  150  16  60  36 HRC     60     
H 1050  190  180  15  55  43 HRC     50     
H 1000  215  205  13  50  45 HRC     30  100  

PH13-8MO  BAR  

H 950  225  205  12  40  47 HRC     20  135 (A)  
ANNEALED  135  95  11     25 HRC     108     
AGE 1050F  190  170  11     40 HRC           

W  SHEET  

AGE 950F  210  195  11     43 HRC     4  85  
ANNEALED  123  107  12.2           135 (BAR)  90 (A)  AM 363  STRIP  
CD + 900F  206  206  11                 

CUSTOM  1 INCH BAR  ANNEALED  141  118  13  50  28 HRC     95  70  
AGE 1150F  141  90  24  70  28 HRC     97  80  
AGE 1000F  172  169  18  65  39 HRC     51     

450     

AGE 900F  196  187  15  55  43 HRC     40  76  
ANNEALED  145  115  14  60  31 HRC     70     
AGE 1000F  205  195  14  55  45 HRC     20  86  
AGE 950F  230  220  12  50  48 HRC     14  93  

CUSTOM 
455  

1 INCH BAR  

AGE 900F  245  235  10  45  49 HRC     9  109  
TEMPER 1100              52 HRC           
TEMPER 900              57 HRC           

14-4  BAR  

TEMPER 300              63 HRC           

Unless otherwise stated, properties shown apply to room-temperature conditions for longitudinal specimens. 

(A) PROPERTIES FROM TRANSVERSE SPECIMENS ARE IDENTIFIED BY (T). 
(B) FATIGUE ENDURANCE LIMITS SHOWN APPLY AT FROM 106 TO 108 CYCLES. FATIGUE RESULTS ARE FROM ROTATING BEAM 

TESTS EXCEPT AS NOTED AS FOLLOWS: (A), AXIAL; (B), FLEXURAL BENDING  
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Stainless Steel Types 

Ferritic stainless steels are so named because their body-centered-cubic (bcc) crystal structure is the same as that of 
iron at room temperature. These alloys are magnetic and cannot be hardened by heat treatment. Ferritic stainless steels 
contain between 11 and 30% Cr, with only small amounts of austenite-forming elements, such as carbon, nitrogen, and 
nickel. Their general use depends on their chromium content for corrosion resistance. 

In general, ferritic stainless steels do not have particularly high strength (Fig. 1). Their annealed yield strengths range 
from 275 to 350 MPa (40 to 50 ksi), and their poor toughness and susceptibility to sensitization limit their fabricability 
and the usable section size. Their chief advantages are their resistance to chloride stress-corrosion cracking, atmospheric 
corrosion, and oxidation at a relatively low cost. 

 

FIG. 1 GENERAL COMPARISON OF THE HOT-STRENGTH CHARACTERISTICS OF AUSTENITIC, MARTENSITIC, 
AND FERRITIC STAINLESS STEELS WITH THOSE OF LOW-CARBON UNALLOYED STEEL AND SEMIAUSTENITIC 



PRECIPITATION AND TRANSFORMATION-HARDENING STEELS. 

Ferritic stainless steels can be a viable alternative to austenitic steels for some high-temperature structural applications. In 
view of their lower alloy content and lower cost, ferritic steels have an economic advantage over austenitic steels, stress 
conditions permitting. Ferritic stainless steels can also be desirable in applications with thermal cycling because ferritic 
steels have higher thermal conductivities and lower thermal expansion coefficients than austenitic steels. Ferritic steels 
may therefore allow reductions in thermal stresses and improved thermal-fatigue resistance. 

In addition various grades of high-chromium heat-resistant ferritic steels are important alloys for high-temperature 
structural applications. High-chromium heat-resistant ferritic steels were first developed for use in gas and steam turbine 
applications. In the early 1940s, a need for improved high-strength, corrosion-resistant materials for gas turbine disks and 
steam turbine blades, operating at temperatures near 540 °C (1000 °F), led metallurgists in England to increase 
development work on 12% Cr heat-resistant steels. This research produced two steels (H-46 and FV448) and other alloy 
steels in the 1950s with improved creep-rupture strengths. During the same time period, other 12% Cr alloys such as AISI 
422 (UNS S42200) and Lapelloy were introduced in the United States; they have been used for steam turbine blades and 
bolting materials for turbine cylinders. Although many of the high-chromium heat-resistant ferritics are not strictly 
considered stainless steels, the chromium contents are high enough to exhibit corrosion resistance comparable to that of 
typical stainless steels. These alloys are considered in the article "Fatigue and Fracture Resistance of Heat-Resistant (Cr-
Mo) Ferritic Steels" in this Volume. 

Austenitic stainless steels constitute the largest stainless family in terms of number of alloys and usage. Like the 
ferritic alloys, they cannot be hardened by heat treatment. Austenitic alloys are nonmagnetic, and their structure is face-
centered-cubic (fcc). They possess excellent ductility, formability, and toughness, even at cryogenic temperatures. In 
addition, they can be substantially hardened by cold work. 

Austenitic stainless steels can be subdivided into two categories: chromium-nickel alloys, such as S30400 and S31600, 
and chromium-manganese-nitrogen alloys, such as S20100 and S24100. The latter group generally contains less nickel 
and maintains the austenitic structure with high levels of nitrogen. Manganese (5 to 20%) is necessary in these low-nickel 
alloys to increase nitrogen solubility in austenite and to prevent martensite transformation. The addition of nitrogen also 
increases the strength of austenitic alloys. Typical chromium-nickel alloys have tensile yield strengths from 200 to 275 
MPa (30 to 40 ksi) in the annealed condition, whereas the high-nitrogen alloys have yield strengths up to 500 MPa (70 
ksi). 

The most common austenitic stainless steel is Type 304, which has been used for critical elevated-temperature 
applications such as high pressure piping in power generating stations and for very low temperature applications such as 
liquid helium transfer piping and storage vessels. The alloy is generally used in the annealed condition (heated at 1060 
°C, or 1950 °F, to dissolve carbides, and quenched in water or cooled in air at a rate high enough to prevent carbide 
reprecipitation). Type 304 has high ductility and toughness in this condition over a wide range of service temperatures. 
Because of its high toughness and relatively low yield strength, plane-strain conditions cannot be obtained on monotonic 
loading up to the point of unstable crack propagation in precracked fracture toughness specimens of reasonable size. The 
same limitation applies to all austenitic stainless steels in the annealed condition. Therefore, available fracture mechanics 
data for these alloys generally are limited to fatigue crack growth rate data (da/dN). However, valid monotonic fracture 
mechanic properties of austenitic stainless steels are an area of active engineering interest (see the article "Fracture 
Toughness of Austenitic Stainless Steels and Their Welds" in this Volume). 

All of the austenitic stainless steels in Table 1 are modifications of Type 304. Increasing the nickel content increases the 
austenite stability and reduces the work hardening effect. Increasing the chromium content increases the resistance to 
deformation at elevated temperatures, and also increases the oxidation and corrosion resistance. Addition of molybdenum 
increases corrosion resistance. Titanium, niobium and tantalum are added to stabilize carbide formation and minimize 
grain boundary sensitization following welding. Up to 0.30% nitrogen and small amounts of other elements may be added 
to heats of stainless steel by melting under a nitrogen atmosphere and by additions of master alloys. These additions, as in 
Kromarc 58, increase the strength of the alloy. Compositions of other austenitic stainless steels have not been included in 
Table 2 because little or no fracture mechanics data have been available for them. 

Of the austenitic grades, most fatigue crack growth rate data have been obtained on Types 304 and 316 because these two 
stainless steels have been shown to have good fatigue crack growth rate resistance in nuclear reactor environments. 



Martensitic stainless steels are quenched and tempered for increased strength and good ductility and toughness. These 
alloys are magnetic, and they have a tensile yield strength of about 275 MPa (40 ksi) in the annealed condition. The 
strength obtained by heat treatment depends on the carbon content of the alloy. Increasing carbon content increases 
strength but decreases ductility and toughness. The most commonly used alloy in this family is S41000, which contains 
about 12% Cr and 0.1% C. This alloy is tempered to a variety of hardness levels, from 20 to 40 HRC. Both chromium and 
carbon contents are increased in alloys S42000, S44002, S44003, and S44004. The first of these contains 14% Cr and 
0.3% C and has a hardness capability of 50 HRC. The other three alloys contain 16% Cr and from 0.6 to 1.1% C. These 
alloys are capable of 60 HRC and a tensile yield strength of 1900 MPa (280 ksi). 

Fatigue strength of martensitic steels (such as in Fig. 2 for Type 410) is similar to that of carbon and low-alloy steels at 
the same hardness/strength level. As expected, the surface condition is a key variable in crack initiation or high-cycle 
(SH) fatigue. The sensitivity to surface condition usually increases with higher hardness. Martensitic stainless steels are 
selected for certain applications in which good corrosion resistance is required along with strength and/or hardness greater 
than may be obtained in austenitic or ferritic grades. 

 

FIG. 2 IMPACT TOUGHNESS COMPARISON OF STAINLESS STEELS. (A) FERRITIC TYPE 430 AND AUSTENITIC 
TYPE 304. (B) FERRITIC TYPE 430 AND MARTENSITIC TYPE 410. EACH POINT REPRESENTS AS AVERAGE OF 
FIVE TESTS, IZOD SPECIMENS. SOURCE: ADAPTED FROM METALS HANDBOOK, 8TH ED., VOL 1, 1961 



Precipitation hardening (PH) stainless steels have been developed to meet a need for constructional components 
with good corrosion resistance, with high strength, and with better toughness than that of the martensitic stainless steels 
discussed above. Many different types of precipitation hardening stainless steels have been developed, and many of them 
have been used in certain special applications. Common compositions presented in Table 1 have fracture mechanics data 
available. 

The precipitation hardening grades may be divided into three classes. Of those shown in Table 1, 15-5PH, 17-4PH, PH13-
8Mo and Custom 455 are martensitic; 17-7PH, PH15-7Mo and AM355 are semiaustenitic; and A-286 is austenitic. The 
class depends on the microstructure of the steel when it is cooled from the annealing temperature to room temperature, 
and this in turn depends on the relative amounts of ferrite-promoting and austenite-promoting elements in the chemical 
composition. Applications of the martensitic and semi-austenitic classes are usually limited to room-temperature and 
elevated-temperature service. Applications for the austenitic class (face centered cubic) include both cryogenic and 
elevated-temperature service. 

Many variations of multiple-cycle heat treatments may be used in developing a range of strength and toughness properties 
in the precipitation hardening steels. The steels in the martensitic class (15-5PH, 17-4PH, PH13-8Mo and Custom 455) 
are usually supplied by the mill in condition A--i.e., in the solution treated condition. Solution treating temperatures range 
from 815 to 1040 °C (1500 to 1900 °F) depending on composition, and aging temperatures range from 480 to 620 °C 
(900 to 1150 °F). The microstructures of these steels are martensitic after solution treating (similar to annealed 18Ni 
maraging steels). Aging produces precipitates of intermetallic compounds, resulting in precipitation hardening. Within the 
age hardening temperature range, the highest strengths are obtained after aging at 480 °C (900 °F). Aging at 540 or 565 
°C (1000 or 1050 °F) results in lower strength but better ductility and fracture toughness. 

Heat treatments for the semiaustenitic grades (17-7PH, PH15-7Mo and AM355) require solution annealing at 1040 to 
1065 °C (1900 to 1950 °F) and an additional thermal conditioning step prior to aging to develop the desired properties. 
Heat treatment of A-286 stainless steel is not as effective in increasing its strength as for the martensitic and 
semiaustenitic grades because of the relatively low strength of the austenitic matrix. Mill forms of A-286 are usually 
obtained in the annealed condition, annealed at 980 °C (1800 °F). For some applications, annealed A-286 may be re-
solution treated at 900 °C (1650 °F) and quenched in oil prior to further processing. After fabrication, components of A-
286 stainless steel are aged in the range from 700 to 760 °C (1300 to 1400 °F). On aging, precipitates of intermetallic 
compounds are formed in the matrix austenite. Aging increases the yield strength from 248 MPa (36 ksi) in the annealed 
condition to 690 MPa (100 ksi) in the aged condition. 

Duplex stainless steels are chromium-nickel-molybdenum alloys that are balanced to contain a mixture of austenite 
and ferrite and are magnetic, as well. Their duplex structure results in improved stress-corrosion cracking resistance, 
compared with the austenitic stainless steels, and improved toughness and ductility, compared with the ferritic stainless 
steels. They are capable of tensile yield strengths ranging from 550 to 690 MPa (80 to 100 ksi) in the annealed condition, 
which is approximately twice the strength level of either phase alone. These alloys are discussed in the article "Fatigue 
and Fracture Properties of Duplex Stainless Steels" in this Volume. 
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Embrittlement 

Stainless steels are susceptible to embrittlement during thermal treatment or elevated-temperature service. These 
thermally-induced forms of embrittlement of stainless steels include sensitization, 475 °C (885 °F) embrittlement, and σ-
phase embrittlement as briefly described below. Stainless steels are also susceptible to various forms of environmentally-
assisted crack growth by hydrogen embrittlement. This is discussed separately by alloy type. 

Sensitization. Stainless steels become susceptible to localized intergranular corrosion when chromium carbides form at 
the grain boundaries during high-temperature exposure. This depletion of chromium at the grain boundaries is termed 
"sensitization" because the alloys become more sensitive to localized attack in corrosive environments. Sensitization and 
intergranular corrosion can occur in austenitic, duplex, and ferritic stainless steels, depending on the alloy content and 
time-temperature exposures required for carbide precipitation. 



Austenitic stainless steels become susceptible to intergranular corrosion when subjected to temperatures in the range 
of 480 to 815 °C (900 to 1500 °F). Several approaches have been taken to minimize or prevent the sensitization of 
austenitic stainless steels. If sensitization results from welding heat and the component is small enough, solution 
annealing will dissolve the precipitates and restore immunity. However, in many cases this cannot be done because of 
distortion problems or the size of the component. In these cases, a low-carbon version of the grade or a stabilized 
composition should be used. Complete immunity requires a carbon content below about 0.015 to 0.02%. Additions of 
niobium or titanium to tie up the carbon are also effective in preventing sensitization as long as the ratio of these elements 
to the carbon content is high enough. Stabilizing heat treatments are not very effective. 

Ferritic stainless steels can be susceptible to sensitization, but ferritic grades with less than 15% Cr can be immune 
from sensitization. Reducing the carbon and nitrogen interstitial levels improves the intergranular corrosion resistance of 
ferritic stainless steels. 

Sensitization can occur in titanium-stabilized ferritic stainless steels. The thermal treatment that causes sensitization, 
however, is altered by the addition of titanium. 

Duplex stainless steels are resistant to intergranular corrosion when aged in the region of 480 to 700 °C (895 to 1290 
°F). It has been recognized for some time that duplex grades with 20 to 40 vol% ferrite exhibit excellent resistance to 
intergranular corrosion. 

475 °C Embrittlement. Iron-chromium alloys containing 13 to 90% Cr are susceptible to embrittlement when held 
within or cooled slowly through the temperature range of 550 to 400 °C (1020 to 750 °F). This phenomenon, called 475 
°C (885 °F) embrittlement, increases tensile strength and hardness and decreases tensile ductility, impact strength, 
electrical resistivity, and corrosion resistance. 

475 °C embrittlement occurs with iron-chromium ferritic and duplex ferritic-austenitic stainless steels, but not with 
austenitic grades. Aging at 475 °C (885 °F) can cause a rapid rate of hardening with aging between about 20 and 120 h 
because of homogeneous precipitation. The rate of hardening is much slower with continued aging from 120 to 1000 h. 
During this aging period, precipitation increases. Aging beyond 1000 h produces little increase in hardness because of the 
stability of the precipitates. 

Even for a severely embrittled alloy, 475 °C embrittlement is reversible. Properties can be restored within minutes by 
reheating the alloy to 675 °C (1250 °F) or above. The degree of embrittlement increases with chromium content; 
however, embrittlement is negligible below 13% Cr. Carbide-forming alloying additions, such as molybdenum, 
vanadium, titanium, and niobium, appear to increase embrittlement, particularly with higher chromium levels. Increased 
levels of carbon and nitrogen also enhance embrittlement and, of course, are detrimental to nonembrittled properties as 
well. Cold work prior to 475 °C (885 °F) exposure accelerates embrittlement, particularly for higher-chromium alloys. 

Sigma-Phase Embrittlement. The existence of σ-phase in iron-chromium alloys has been identified in over fifty 
binary systems and in other commercial alloys. Sigma phase has a tetragonal crystal structure and a hardness equivalent to 
approximately 68 HRC (940 HV). Because of its brittleness, σ often fractures during indentation. 

In general, σ forms with long-time exposure in the range of 565 to 980 °C (1050 to 1800 °F), although this range varies 
somewhat with composition and processing. Sigma formation exhibits C-curve behavior with the shortest time for 
formation (nose of the curve) generally occurring between about 700 and 810 °C (1290 and 1490 °F); the temperature that 
produces the greatest amount of σ with time is usually somewhat lower. 

In commercial austenitic and ferritic stainless steels, even small amounts of silicon markedly accelerate the formation of 
σ. In general, all of the elements that stabilize ferrite promote σ formation. Molybdenum has an effect similar to that of 
silicon; aluminum has a lesser influence. Increasing the chromium content also favors σ formation. Small amounts of 
nickel and manganese increase the rate of σ formation, but large amounts, which stabilize austenite, retard σ formation. 
Carbon additions decrease σ formation by forming chromium carbides, thereby reducing the amount of chromium in solid 
solution. Additions of tungsten, vanadium, titanium, and niobium also promote σ formation. 

As might be expected, σ forms more readily in ferritic than in austenitic stainless steels. Coarse grain sizes from high 
solution-annealing temperatures retard σ formation, and prior cold working enhances it. The influence of cold work on 
formation depends on the amount of cold work and its effect on recrystallization. If the amount of cold work is sufficient 
to produce recrystallization at the service temperature, σ formation is enhanced. If recrystallization does not occur, the 



rate of σ formation may not be affected. Small amounts of cold work that do not promote recrystallization may actually 
retard σformation. 

The most sensitive room-temperature property for assessing the influence of σ is the impact strength. High-temperature 
exposure can produce a variety of phases, and embrittlement is not always due solely to σ formation. Therefore, each 
situation must be carefully evaluated to determine the true cause of the degradation of properties. 

Fatigue and Fracture Properties of Stainless Steels 

S. Lampman, ASM International 

 

Ferritic Stainless Steels 

Fracture Toughness. Ferritic stainless steels have comparatively low ductility (Table 2) and toughness (Fig. 2). 
Available toughness data for ferritic stainless steels are limited primarily to impact toughness energy. Very little fracture 
mechanics data are available for ferritic stainless steels. 

Ferritic stainless steels are notch sensitive similar to low-carbon and low-alloy steels. Impact toughness of ferritic grade 
430 is compared with two other common stainless steels (Fig. 2). The toughness and transition temperatures are 
influenced by carbon contents, chromium levels, and hardness. When carbon contents exceed about 0.018 wt%, a large 
increase in transition temperature occurs. Typical effects of composition and test temperature are shown in Fig. 3 and 4. 

 

FIG. 3 CHARPY V-NOTCH TRANSITION TEMPERATURE RANGE FOR A-COMMERCIALLY PRODUCED, ELECTRON-
BEAM-MELTED FERRITIC 26CR-1MO. B-QUARTER-SIZE V-NOTCH IMPACT SPECIMENS OF AN AIR-MELTED 
26CR-1MO STEEL 



 

FIG. 4 EFFECT OF VARIATION IN CHROMIUM AND CARBON CONTENT ON THE NOTCH IMPACT TOUGHNESS OF 
COMMERCIAL FERRITIC STAINLESS STEELS. SOURCE: REF 3 

Stress-Corrosion Cracking (SCC). Ferritic stainless steels such as Type 405 and 430 have high SCC resistance in 
chloride solutions (Ref 1, 2, 3), and ferritic grades UNS S44400 (Remanit 4522) and S44800 (Remanit 4575) can be fully 
resistant to chloride SCC at stress-intensity levels of 60 MPa m  (55 ksi in ) in 22% NaCl solutions at 105 °C (220 °F). 

Test data from U-bend also confirm good SCC resistance in chloride environments (Ref 1, 2), although SCC of the 
ferritics has been reported in applications such as:  

• TYPE 434, TYPE 430, AND FE-18CR-2MO IN LITHIUM CHLORIDE SOLUTIONS  
• SENSITIZED TYPE 446 IN BOILING MAGNESIUM CHLORIDE AND SODIUM CHLORIDE 

SOLUTIONS  
• TYPE 430 F IN THE MARINE ATMOSPHERE  
• NICKEL-CONTAINING SUPERFERRITICS AL 29-4-2 (UNS S44800), MONIT (UNS S44635), 

AND SEA-CURE (UNS S44660) IN BOILING MAGNESIUM CHLORIDE  

Chloride SCC resistance of ferritic stainless steels can be reduced by the presence of certain alloying elements, 
sensitization (induced by heat treatment or welding), cold work, high-temperature embrittlement. For example, the 
producers of AL 29-4C (UNS S44735), which is shown to be SCC-resistant in U-bend tests, caution that the addition of 
1% Ni to the alloy composition will introduce susceptibility to chloride SCC in boiling magnesium chloride 
environments. 

Hardness and microstructure also influence SCC resistance as shown in Fig. 5 from an evaluation of weldment SCC. In 
the case of 10 vol% NaOH solution and pure water, SCC occurs at hardnesses above 380 HV. In the case of the more 
severe condition in 100 ppm Cl- solution, SCC occurs in all steels after 1250 °C as-heated condition. However, no 
cracking is observed for two-phase steels (ferrite and δ-ferrite) after post-weld heat treatment (PWHT) (at least above 650 
°C for 15 min). The fully martensitic steels had SCC depending on hardness after PWHT. Critical hardness to prevent 
SCC in 100 ppm Cl- solution is about 310 HV. In all test conditions, no SCC is observed for the normalized-and-tempered 
base metals. Thus, depending on hardness, microstructure, and environment, SCC occurs even in the ferritic steels. The 
SCC resistance of 12Cr-1Mo-1W-V-Nb steel is superior to conventional 9-12Cr steels, because δ-ferrite decreases the 
hardness of HAZ and prevents crack propagation. 



 

FIG. 5 RELATIONSHIP BETWEEN SCC PROPERTIES AND HARDNESS OF SIMULATED HAZ BEFORE AND AFTER 
TEMPERING OF FOUR HIGH-CHROMIUM FERRITIC STEELS. MAXIMUM HARDNESS OF 600 HV IS OBSERVED IN 
X20CRMOV121 STEEL HEATED AT 1250 °C BECAUSE OF A HIGHER CARBON CONTENT OF 0.2 WT%. 
HARDNESS DISTRIBUTIONS FOR FULLY MARTENSITIC X20CRMOV121 AND MODIFIED 9CR-1MO STEELS ARE 
HIGHER THAN THOSE OF TWO-PHASE STEELS. 9CR-2MO STEEL IS SOFTER THAN 12CR-1MO-1W-V-NB STEEL 
DUE TO LOWER CARBON CONTENT WITH 0.06 WT% AND ABSENCE OF STRENGTHENING ELEMENTS SUCH AS 
V AND NB. SOURCE: REF 4 

Corrosion Fatigue. Ferritic stainless steels have similar fatigue behavior as ferritic low-carbon and low-alloy steels in 
nonaggressive environments. In corrosive environments such as seawater, however, chromium steels have better high-
cycle fatigue strength than low-carbon steels (see the article "Fatigue and Fracture Properties of Structural Steels" in this 
Volume). For example, tests on higher-chromium, low-interstitial 26-1 ferritic stainless steel containing molybdenum (Fe-
26.21Cr-1.03Mo-0.001C-0.007N) show a relatively high fatigue strength of 350 MPa (50 ksi) at 3 × 107 cycles in an 
aerated 3% NaCl solution (Ref 2). Fatigue crack growth rates for this alloy is compared in Fig. 6 (Ref 5). 



 

FIG. 6 FATIGUE CRACK GROWTH RATES OF FERRITIC STAINLESS STEELS UNDER VARIOUS CONDITIONS. 
SOURCE: REF 5 AND K. MAKHLOUF AND J.W. JONES, INT. JOURNAL OF FATIGUE, VOL 15, 1993, P 163-171 
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Martensitic Stainless Steels 

Types 403 and 410 stainless steels represent the basic compositions of the martensitic stainless steels. These alloys are 
used in various fracture-critical structural applications. For example, Type 403 martensitic stainless steel is used 
extensively for steam turbine rotor blades and rotors that operate at temperatures up to 480 °C (900 °F). For this type of 
application, the components are tempered at 590 °C (1100 °F) or higher, after which embrittlement at service 
temperatures is negligible. 

The fatigue and fracture resistance of martensitic stainless steels is similar to low-alloy martensitic steels with comparable 
strength and hardness. Typical fatigue strength of various martensitic stainless steels are shown in Fig. 7. Mean stress 
effects for Type 422 (AISI 616) are given in Fig. 8 (Ref 6). 



 

FIG. 7 FACTORS AFFECTING FATIGUE PROPERTIES OF STAINLESS STEELS. SOURCE: METALS HANDBOOK, 
8TH ED., VOL 1 

 

FIG. 8 STRESS RANGE DIAGRAMS FOR AISI 616 (TYPE 422) MARTENSITIC STAINLESS STEEL. (A) 
UNNOTCHED; (B) NOTCHED. A = STRESS AMPLITUDE/MEAN STRESS, OR R = (1 - A)/(1 + A). SOURCE: REF 6 

Fracture Toughness and SCC Thresholds. Fracture toughness data on martensitic grades are available from various 
tests on specimens of Types 403, 403 modified, 420, 422, and 431. Table 3 summarizes some valid KIc test results for 
Type 420 in air and 3.5% NaCl solution. The specimens tempered at 450 °C (840 °F) had the lowest fracture toughness 
and the lowest KIscc values because of the 450 °C embrittlement. Such embrittlement is caused by formation of fine 
carbide precipitates and Fe3C plates, whereas the low corrosion resistance is caused by chromium depletion through 
precipitation of Cr7C3. For the specimens tempered at 250 °C (480 °F) and 650 °C (1200 °F), those that were quenched in 
oil had the highest fracture toughness and the highest KIscc values. The highest KIscc value was obtained after quenching in 
oil and tempering at 650 °C (1200 °F). During tempering at 650 °C, M23C6 precipitates are formed which reduce the 
hardness but do not cause chromium depletion. 

TABLE 3 FRACTURE TOUGHNESS AND SCC THRESHOLDS OF MARTENSITIC STAINLESS STEEL, TYPE 420 

QUENCHING 
TREATMENT  

TEMPERING 
TEMPERATURE  

AVERAGE 
HARDNESS, 

KIC  KISCC
(A)  



 °C  °F  HV  MPA m   KSI in   MPA m   KSI in   
IN OIL  250  482  465  62.4  56.8  25.8  23.5  
MARTEMPERED IN OIL  250  482  425  35.5  32.3  25.3  23.0  
MARTEMPERED IN AIR  250  482  305  48.1(B)  43.8(B)  23.1  21.0  
IN OIL  450  842  365  49.7  45.2  18.2  16.6  
MARTEMPERED IN OIL  450  842  435  45.1  41.0  17.0  15.5  
MARTEMPERED IN AIR  450  842  402  40.4  36.8  17.0  15.5  
IN OIL  650  1202  267  83.1(B)  75.6(B)  73.4  66.8  
MARTEMPERED IN AIR  650  1202  251  78.5(B)  71.4(B)  66.5  60.5   

(A) KISCC IN 3.5% NACL SOLUTION. 
(B) DID NOT MEET ALL REQUIREMENTS OF ASTM METHOD E399  

Valid KIc data at room temperature for relatively tough materials like martensitic steels require unusually thick specimens. 
For example, fracture toughness test data have been obtained by Logsdon (Ref 7) on three heats of Type 403 modified 
stainless steel using compact specimens from 50 to 200 mm (2 to 8 in.) thick for tests in the temperature range from -196 
to +80 °C (-320 to +175 °F). The thicker specimens were used to obtain valid KIc data at higher temperatures. In a later 
study, (Ref 8), 25-mm (1-in.)-thick compact specimens were tested at temperatures from -18 to +150 °C (0 to 300 °F) 
using the J-integral method. From -18 to +24 °C (0 to 75 °F), the KIc(J) data points were close to the fracture toughness 
curve defined by the KIc data points for the larger specimens from the same heat. At higher temperatures, the KIc(J) data 
points apparently define a plateau in toughness values (Fig. 9). Yield strength and fracture toughness are also compared in 
Fig. 9. 

 

FIG. 9 FRACTURE TOUGHNESS DATA OBTAINED OVER RANGES OF TEMPERATURE AND SPECIMEN THICKNESS 
FOR TYPE 403 MODIFIED STAINLESS STEEL. KIC(J) SPECIMEN WERE 1 IN. THICK. SOURCE: REF 9 

Type 431 Fracture Toughness. Different combinations of yield strength and fracture toughness were obtained by heat 
treating Type 431 specimens cut from rolled bar (Ref 9). One set of specimens was tempered at 635 °C (1175 °F) for two 
hours (HT125) and the other was tempered at 290 °C (550 °F) for two hours, cooled in air, and retempered at 290 °C for 
two hours (HT200). Yield strength and fracture toughness (KIc for 2 in. specimens from T-L orientation) were as follows:  

• 717 MPA (104 KSI) YIELD STRENGTH AND 93 MPA m  (85 KSI in ) FRACTURE TOUGHNESS 
FOR HT125 SPECIMENS  

• 1137 MPA (165 KSI) YIELD STRENGTH AND 75 MPA m  (68 KSI in ) FRACTURE 
TOUGHNESS FOR HT200 SPECIMENS  



The Type 431 specimens were also tested for SCC thresholds. Results of KIscc tests in 20% sodium chloride, for compact 
specimens (T-L) bolt loaded to 95% of the KIc value, were 47 MPa m  (43 ksi in ) for the HT125 condition and 13 
MPa m  (12 ksi in ) for the HT200 condition. 

Corrosion fatigue resistance is dependent on the chromium content. Types 403, 410, and 422 have lower chromium 
content, which thus lowers pitting and fatigue crack initiation resistance in chloride solutions. Corrosion effects on high-
cycle fatigue resistance of Type 410 are shown in Fig. 10 and 11. 

 

FIG. 10 FATIGUE BEHAVIOR OF TYPE 410 MARTENSITIC STAINLESS STEEL IN AIR AND IN A 0.03% NACL 
SOLUTION. SOURCE: REF 2 

 

FIG. 11 EFFECT OF NACL CONCENTRATION ON THE CYCLES TO FAILURE AT AN ALTERNATING STRESS OF 340 
MPA FOR A TYPE 410 MARTENSITIC STAINLESS STEEL. SOURCE: REF 2 

Fatigue crack growth rates of martensitic stainless steels are less sensitive to environmental effects at room temperature. 
For example, Clark (Ref 10) reported nearly identical crack growth rates of modified 403 in air, distilled water, seawater, 
and sulfurous acid (pH 73) at room temperature. In these tests, compact specimens from two heats of Type 403 modified 
were tested in air, distilled water, seawater and sulfurous acid at 24 and 93 °C (75 and 200 °F) and in high-oxygen (40 
ppm) and low-oxygen (1 ppm) steam at 100 °C (212 °F). The specimens had been austenitized at 960 °C (1760 °F), 
quenched in oil, and tempered at 663 °C (1225 °F) for four hours. For these tests, R ratios were from 0 to 0.1 at a testing 



frequency of 30 Hz--except at low ∆K levels, when a testing frequency of 160 Hz was used. At room temperature, 
environmental effects on crack growth were insignificant. 

The fatigue crack growth rate properties in air at room temperature and at 93 °C (200 °F) were also the same. At 93 °C, 
however, distilled water, seawater and sulfurous acid environments increased the rate of fatigue crack growth by factors 
of approximately 2.5, 3, and 5, respectively, over that for the air environment. The oxygen content of the steam did not 
influence the rate of fatigue crack growth. In distilled water at 270 °C (520 °F), a slight increase in crack growth rates was 
also observed for modified Type 403 (Ref 7). 

Somewhat different results were obtained from crack growth testing of Type 403 in water at room temperature (Ref 11). 
Exposure to water at 25 °C resulted in intermediate crack growth rates between those in air and those in water at 100 °C 
(Fig. 12). However, fatigue crack growth rates in 0.01 M sodium chloride at pH 10 and 100 °C were the same as those in 
water at 100 °C. At lower cyclic frequencies, the fatigue crack growth rates were higher than at 40 Hz at ∆K values above 
20 MPa m  (18 ksi in ). For tests in the 1.0 M sodium chloride solution at 100 °C (212 °F), fatigue crack growth rates 
were the same as for water at the same temperature (Fig. 13). At 100 °C (212 °F), fatigue crack growth rates in 1.0 M 
sodium phosphate solution at pH 10 and at 10 and 40 Hz and in 1.0 M sodium silicate at pH 10 and at 10 Hz were 
practically the same as those in air (Fig. 13). 

 

FIG. 12 FATIGUE CRACK GROWTH RATES IN TYPE 403 STAINLESS STEEL IN AIR, WATER, AND A 1 M NACL 
SOLUTION AT 10 HZ AND AN R RATIO OF 0.5. COMPACT SPECIMENS (0.5 IN. THICK) OBTAINED FROM L-T 
ORIENTATION OF PLATE THAT HAD BEEN AUSTENITIZED AT 950 °C (1750 °F), COOLED IN AIR, AND 
TEMPERED AT 650 °C (1200 °F) FOR ONE HOUR TO OBTAIN A YIELD STRENGTH OF 682 MPA (100 KSI). ALL 
FATIGUE CRACK GROWTH RATE TESTS WERE CONDUCTED AT ROOM TEMPERATURE OR AT 100 °C (212 °F), 
AT AN R RATIO OF 0.5 AND AT FREQUENCIES OF 0.1 TO 40 HZ. THE SPECIMENS WERE COMPLETELY 
SUBMERGED IN THE SOLUTIONS DURING TESTING. SOURCE: REF 11 



 

FIG. 13 FATIGUE CRACK GROWTH RATES IN TYPE 403 STAINLESS STEEL IN AIR, WATER, 0.01 M NACL 
SOLUTION, AND 0.01 AND 1.0 M NA2SO4 SOLUTIONS. TESTS IN THE 0.01 M (MOLAR) AND 1.0 M SODIUM 
CHLORIDE SOLUTIONS WERE MADE WITH THE SOLUTIONS AT PH LEVELS OF 2, 7, AND 10 AND WITH AN 
OPEN CIRCUIT. SOURCE: REF 11 
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Martensitic PH Stainless Steels 

Martensitic (maraging) precipitation hardening stainless steels are usually purchased in the solution annealed condition 
with a microstructure of low-carbon martensite. After fabrication, the components are age hardened (maraged) in the 
temperature range from 480 to 590 °C (900 to 1100 °F) and cooled in air. Aging develops the precipitation hardened 



properties in these steels. Heat treatments and corresponding tensile properties are practically the same for Types 15-5PH 
and 17-4PH. On aging, precipitates of submicroscopic copper compounds form in the martensitic matrix, causing 
substantial increases in strength and hardness. The composition of 15-5PH is such that no delta ferrite occurs in this alloy, 
and thus it has good short transverse centerline ductility in wrought products. A small percentage of delta ferrite may be 
observed in microstructures of 17-4PH stainless steel. An aluminum-containing intermetallic compound precipitates in 
the martensitic matrix during aging of PH13-8Mo, while intermetallic compounds of copper and titanium are precipitated 
on aging of Custom 455. 

Plane strain fracture toughness (KIc) data for 15-5PH, 17-4PH, PH13-8Mo and Custom 455 martensitic precipitation 
hardening stainless steels are presented in Tables 4 and 5. For each of these steels, the fracture toughness increases as the 
aging temperature is increased. Of these four steels, Custom 455 has the highest strength in the H900 and H950 
conditions. For forged and rolled bars in the H1000 condition, however, the strength and toughness of Custom 455 are 
comparable to those of PH13-8Mo. For many applications, either the H1000 or the RH1000 condition represents the best 
combination of strength and toughness. 

TABLE 4 FRACTURE TOUGHNESS (KIC) DATA FOR MARTENSITIC PH STAINLESS STEELS 

FRACTURE TOUGHNESS  TESTING 
TEMPERATUR
E  

YIELD 
STRENGTH  

TENSILE 
STRENGT
H  

KIC  
TYPE(A)  CONDITION(B

)  

°C  °F  MPA  KSI  MPA  KSI  

ORIENTATIO
N  

MPA
m   

KSI
in   

H900  RT  RT  1280  185  1380  200  L-T  96  87  
H900  RT  RT  1210  175  1320  192  . . .  81  74  
H900  RT  RT  1180  171  1330  193  T-L  81  74  
H1080  22  72  1030  149  1040  151  RANDOM  115-122  104-111  
H1080  0   32  1044  151  1052  152  RANDOM  96-114  87-104  

15-5PH 
(VAR)  

H1080  -20  -4  1041  151  1054  153  RANDOM  89-101  81-92  
H900  RT  RT  1210  176  1380  200  T-L  48  44  
H975  RT  RT  1160  168  1230  178  L-T  93  85  

17-4PH  

H1100  RT  RT  883  128  972  141  T-L  153(C)  139(C)  
H900  RT  RT  1170  170  1310  190  L-T  53  48  17-4PH 

(AM)  H900  RT  RT  1210  176  1340  195  . . .  57  52  
H950  RT  RT  1360  197  1550  225  T-L  70  64  PH13-

8MO  H1050  RT  RT  1230  178  1320  192  T-L  112  102  
H900  RT  RT  1760  255  . . .  . . .  L-T  51  46  
H950  RT  RT  1700  246  . . .  . . .  L-T  79  72  

CUSTO
M 455 
(VAR)  H1000  RT  RT  1365(D

)  
198(D

)  
. . .  . . .  L-T  110  100  

Source: Ref 9 

(A) HEAT TREATMENTS: 15-5PH AND 17-4PH WERE AUSTENITIZED AT 1040 °C (1900 °F), AC; PH13-8MO WAS 
AUSTENITIZED AT 1000 °C (1825 °F), AC; CUSTOM 455 WAS ANNEALED AT 980 °C (1800 °F), WQ, REHEATED TO 
815 °C (1500 °F), OQ. 

(B) AGING TREATMENTS: H900 AT 480 °C (900 °F), AC; H950 AT 510 °C (950 °F), AC; H975 AT 525 °C (975 °F), AC; 
H1000 AT 540 °C (1000 °F), AC; H1050 AT 565 °C (1050 °F), AC; H1080 AT 580 °C (1080 °F), AC; H1100 AT 595 °C (1100 
°F), AC. 

(C) KIC(J) DATA. 
(D) TYPICAL.  

TABLE 5 FRACTURE TOUGHNESS FOR COMPACT SPECIMENS OF PH13-8MO STAINLESS STEEL 

AVERAGE FRACTURE TOUGHNESS, KIC  YIELD 
STRENGTH 
(L)  

TENSILE 
STRENGTH 
(L)  

L-T 
ORIENTATION  

T-L ORIENTATION  
PRODUCT 
FORM  

CONDITION  

MPA  KSI  MPA  KSI  MPA m   KSI in   MPA m   KSI in   
FORGED BAR  H950  1410  204  1490  216  66  60  63  57  



1500  217  1630  236  68  62  . . .  . . .  ROLLED BAR  RH950  
1510  219  1630  237  64  58  . . .  . . .  
1490  216  1610  233  79  72  . . .  . . .  ROLLED BAR  RH975  
1510  219  1590  231  72  66  . . .  . . .  
1390  201  1460  212  104  95  99  90  
1320  191  1430  208  87  79  89  81  

FORGED BAR  H1000  

1460  212  1510  219  113  103  99  90  
H1000  1430  208  1490  216  96  87  82  75  
WELDED 
JOINT(B)  

. . .  . . .  . . .  . . .  91  83  . . .  . . .  
ROLLED BAR  

WELDED 
JOINT(C)  

. . .  . . .  . . .  . . .  97  88  . . .  . . .  

1480  215  1530  222  122  111  . . .  . . .  ROLLED BAR  RH1000  
1500  218  1560  226  104  95  . . .  . . .  

EXTRUDED 
BAR  

H1000  1480  214  1520  221  74  67  72  66  

Source: Ref 9 

(A) (A)HEAT TREATMENTS: H950 AND H1000--AUSTENITIZED AT 925 °C (1700 °F), AC; RH950, RH975 AND RH1000--
AUSTENITIZED AT 925 °C (1700 °F), AC, COOLED TO -73 °C (-100 °F) FOR 5 H; H950 AND RH950--AGED AT 510 °C 
(950 °F) FOR 4 H; RH975--AGED AT 525 °C (975 °F) FOR 4 H; H1000 AND RH1000--AGED AT 540 °C (1000 °F) FOR 4 
H. 

(B) WELD METAL. 
(C) HEAT-AFFECTED ZONE.  

Results of threshold stress corrosion (KIscc) tests on martensitic precipitation hardening stainless steels are presented in 
Table 6. Sump tank residue water and aqueous sodium chloride solutions may influence the threshold stress-intensity 
factors of specimens obtained in the L-T orientation in these steels depending on the steel condition and the environment, 
but the effect is more noticeable for specimens of the T-L orientation and probably still more damaging for specimens of 
the short transverse orientation. However, no KIscc data were located for specimens of the short transverse orientation. 

TABLE 6 STRESS-CORROSION THRESHOLD FOR MARTENSITIC PH STAINLESS STEELS AT ROOM 
TEMPERATURE 

KIC  KISCC
(A)  TYPE  CONDITION  ENVIRONMENT  

MPA m   KSI in   MPA m   KSI in   
H900  3.5% NACL  81  74  62  56  15-5PH  
H900  20% NACL  79  72  36 (T-L)  33  

17-4PH  H900  3.5% NACL  57  52  57  52  
PH13-8MO  H950  3.5% NACL  81  74  81  74  
CUSTOM 455  H950  3.5% NACL  79  72  79  72  

Source: Ref 9 

(A) L-T ORIENTATION EXCEPT AS NOTED.  

Fatigue crack growth rates for specimens of 15-5PH and 17-4PH (H1050 and H1100) are shown in Fig. 14 for various 
conditions and environments at room temperature. For specimens in the H1050 condition, increasing the R ratio from 0.05 
to 0.67 and incorporating a one-minute holding period at maximum load in each cycle substantially increased the crack 
growth rates at ∆K values over 40 MPa m  (36 ksi in ). For specimens in the H1100 condition, exposure to a salt 
solution environment during tests with a one-minute holding period at maximum load increased the fatigue crack growth 
rates over those of specimens tested in air with one-minute holding time or with continuous cycling (Ref 12). 



 

FIG. 14 FATIGUE CRACK GROWTH RATES IN WOL SPECIMENS OF 15-5 PH AND 17-4 PH STAINLESS STEEL IN 
THE H1050 AND H1100 CONDITIONS IN ROOM-TEMPERATRURE AIR AND IN A 3.5% NACL SOLUTION. 
ADAPTED FROM REF 9 

Fatigue crack growth rate data collected by Crooker, Hasson, and Yoder on specimens of 17-4PH (H1050 and H1150) 
also show the marked increases in fatigue crack growth rates that accompany increases in load ratio over the range from 
0.04 to 0.80 (Ref 13). In comparing fatigue crack growth rates for specimens of 17-4PH stainless steel in a dry argon 
environment and in a 100% humid argon environment, Rack and Kalish (Ref 14) have shown that high humidity increases 
fatigue crack growth rates in the absence of oxygen. The specimens were in the H900, H1000, and H1100 conditions, the 
frequency was 10 Hz, and the R ratio was 0.1. 

Effects of increasing the load ratio, R, on fatigue crack growth rates of PH13-Mo (H1000) in low humidity air (LHA) and 
in sump tank residue water (STW) are shown in Fig. 15 (Ref 15). The highest fatigue crack growth rates in this series 
were obtained on specimens tested at an R ratio of 0.3 in STW. Increasing the load ratio from 0.08 to 0.3 had a marked 
effect on the growth rates at all ∆K values in the range covered by these tests. Specimen orientation also influenced the 
results. Fatigue crack growth rates for PH13-8Mo (H1100) specimens tested in air at 0.17 Hz and a stress ratio of zero 
(Ref 16) are lower at given ∆K values than the rates for corresponding specimens in the H1000 condition (Fig. 15). 



 

FIG. 15 FATIGUE CRACK GROWTH RATES IN COMPACT SPECIMENS OF PH 13-8 MO STAINLESS STEEL IN THE 
H1000 CONDITION FOR ROOM-TEMPERATURE TESTS AT 1 HZ, R RATIOS OF 0.08 AND 0.3, L-T AND T-L 
ORIENTATIONS, IN LOW-HUMIDITY AIR (LHA) OR SUMP TANK WATER (STW). CRACK GROWTH RATES FOR 
H1100 CONDITION AT R = 0 INCLUDED FOR COMPARISON. SOURCE: REF 15 AND 16 

Fatigue life of two maraging steels with comparable tensile strength is given in Fig. 16. Reference 17 provides SN 
curves for several other PH steels at various tensile strengths and stress ratios. 

 

FIG. 16 ROOM-TEMPERATURE AXIAL FATIGUE CURVES OF TWO MARAGING (MARTENSITIC) GRADES OF 
PRECIPITATION HARDENING STAINLESS STEELS WITH COMPARABLE TENSILE STRENGTH. SOLID SYMBOLS 
INDICATE RUNOUT FOR UNNOTCHED (KT = 1) SPECIMENS. BEST-FIT SN CURVES ARE SHOWN FOR NOTCHED 
SPECIMENS (KT = 3) WITH RUNOUTS. (A) PH13-8MO (H1000) FORGED BAR IN LONGITUDINAL AND LONG 
TRANSVERSE DIRECTIONS. (B) 17-4PH (H900) BAR IN LONGITUDINAL DIRECTION. SOURCE: MIL HDBK 5 
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Semi-Austenitic and Austenitic PH Steels 

Semi-Austenitic PH Steels. Only limited fracture toughness data have been published on the semiaustenitic 
precipitation hardening stainless steels. Typical KIc data are presented in Table 7. The highest toughness was obtained for 
specimens of AM355 (SCT1000) at a yield strength of 1170 MPa (170 ksi). Increasing the aging temperature from 455 °C 
(850 °F) to 540 °C (1000 °F) reduced the yield strength only slightly but increased the fracture toughness substantially. 

TABLE 7 FRACTURE TOUGHNESS AND STRESS-CORROSION THRESHOLD FOR SEMIAUSTENITIC PH 
STAINLESS STEELS AT ROOM TEMPERATURE 

FRACTURE TOUGHNESS  YIELD 
STRENGTH  KIC  KISCC  

TYPE  CONDITION(A)  

MPA  KSI  

ORIENTATION  

MPA m   KSI in   MPA m   KSI in   
RH950  1180  171  L-T  35  32  <21(B)  <19(B)  
TH1050  . . .  . . .  L-T  43  39  17.5(B)  16(B)  

17-7PH  

RH1050  1310  190  T-L  52  47  <20(C)  <18(C)  
RH950  1405  204  T-L  34  31  <16(C)  <15(C)  
RH950  1350  196  L-T  35  32  15(B)  14(B)  
RH1050  1345  195  T-L  44  40  <22(C)  <20(C)  
TH1050  1160  168  L-T  37  34  20(B)  18(B)  

PH15-7MO  

TH1080  . . .  . . .  L-T  55  50  . . .  . . .  
SCT850  1240  180  L-T  65  59  35(B)  32(B)  
SCT850  1240  180  T-L  53  48  9(C)  8(C)  

AM355  

SCT1000  1170  170  T-L  115  105  41(C)  37(C)  

Source: Ref 9 

(A) RH HEAT TREATMENTS FOR 17-7PH AND PH15-7MO: SOLUTION ANNEALED AT 1065 °C (1950 °F) AND AIR 



COOLED; CONDITIONED BY HEATING AT 955 °C (1750 °F) FOR 10 MIN, AIR COOLING, SUBZERO COOLING TO -
75 °C (-100 °F) FOR 8 H, AND WARMING IN AIR; THEN AGED AT 510 °C (950 °F) FOR 1 H (RH950) OR AGED AT 565 
°C (1050 °F) FOR 1 H (RH1050). TH HEAT TREATMENTS FOR 17-7PH AND PH15-7MO: SOLUTION ANNEALED 

AT 1065 °C (1950 °F) AND AIR COOLED; CONDITIONED BY HEATING AT 760 °C (1400 °F) FOR 1 1
2

 H, COOLING 

TO 16 °C (60 °F) WITHIN 1 H OF REMOVAL FROM FURNACE, AND HOLDING FOR 30 MIN; THEN AGED AT 565 °C 

(1050 °F) FOR 1 1
2

 H AND AIR COOLED (TH1050) OR AGED AT 580 °C (1080 °F) FOR 1 1
2

 H AND AIR COOLED 

(TH1080). SCT HEAT TREATMENTS FOR AM355: SOLUTION ANNEALED AT 1040 °C (1900 °F), WATER 
QUENCHED, SUBZERO COOLED TO -75 °C (-100 °F), HELD FOR 3 H, REHEATED TO 955 °C (1750 °F), AIR COOLED 
OR WATER QUENCHED, SUBZERO COOLED TO -75 °C (-100 °F), AND HELD FOR 3 H; THEN AGED AT 455 °C (850 
°F) FOR 3 H (SCT850) OR AGED AT 540 °C (1000 °F) FOR 3 H (SCT1000). 

(B) IN 3.5% NACL SOLUTION. 
(C) IN 20% NACL SOLUTION.  

Threshold stress-corrosion cracking (KIscc) data also are presented in Table 7 for these steels. Apparently these steels have 
relatively low resistance to crack growth in aqueous sodium chloride solutions. The highest value for KIscc in this series 
was obtained for the AM355 (SCT1000) specimens. 

Austenitic precipitation hardening stainless steel A-286 is the main representative in this category. It contains 
titanium and small amounts of vanadium and aluminum, which precipitate as intermetallic compounds such as Ni3(Al, Ti) 
and Ni4Mo(Fe, Cr) Ti on aging. Various mill forms of the alloy are usually supplied in the annealed condition--Condition 
A (980 °C, or 1800 °F, for one hour followed by quenching in oil or water). Precipitation hardening occurs on aging in 
the range from 700 to 760 °C (1300 to 1400 °F) for 16 hours. Other combinations of heat treatments may be used 
depending on the application. One variation is to re-solution treat at 900 °C (1650 °F) for two hours, quench in oil or 
water, and age at 700 °C (1300 °F) for 16 hours. This variation results in improved room-temperature properties but less 
desirable stress-rupture properties. 

Because of the high toughness of A-286 stainless steel, even at -269 °C (-452 °F), available fracture toughness data have 
been obtained only by the J-integral method. Results from several sources are presented in Table 8. Results shown for the 
series of tests performed by Reed, Tobler, and Mikesell (Ref 18) are lower than the others at room temperature. For this 
series, the heat treatment and the specimen orientation were not the same as for the others. Results of the JIc tests done by 
Wells et al. (Ref 19) show that toughness increases as the testing temperature is decreased to -269 °C (-452 °F). 



TABLE 8 FRACTURE TOUGHNESS OF A-286 AUSTENITIC PRECIPITATION HARDENING STAINLESS STEEL BASED ON THE J-INTEGRAL 
METHOD 

ROOM-
TEMPERATURE 
YIELD STRENGTH  

SPECIMEN 
THICKNESS  

TESTING 
TEMPERATURE  

JIC  KIC(J)  HEAT TREATMENT  

MPA  KSI  

SPECIMEN 
ORIENTATION  

MM  IN.  °C  °F  KJ/M2  IN.-
LB/IN.2  

MPA m   KSI in   

25  77  133  758  167  152  
430  800  92  524  139  126  980 °C (1800 °F) H, WQ, 720 °C (1325 °F) 

16 H  

769  112  T-L  12.6  0.5  

540  1000  81  463  130  119  
25  77  120  686  159  144  

980 °C (1800 °F) H, WQ, 720 °C (1325 °F) 
16 H  

722  105  . . .  3.05  0.12  
540  1000  99  563  144  131  

STA (SOLUTION TREATED AND AGED)  . . .  . . .  L-T  . . .  . . .  25  77  121  692  159  145  
25  77  75  426  125  114  
-196  -320  67  385  123  112  

900 °C (1650 °F) 2 H, OQ, 730 °C (1350 °F) 
16 H  

607  88  T-S  38  1.5  

-269  -452  61  350  118  107  
24  75  121  692  161  146  900 °C (1650 °F) 5 H, OQ, 718 °C (1325 °F) 

20 H  
822  119  . . .  12.7  0.5  

-269  -452  143  815  180  163  



Fatigue crack growth rate data have been reported by James (Ref 20) for compact specimens from A-286 stainless steel 
flat bar 12.7 mm (0.5 in.) thick and round bar 38 mm (1.5 in.) in diameter which had been annealed at 980 °C (1800 °F), 
quenched in water, and aged at 720 °C (1325 °F) for 16 hours. These specimens were obtained in the L-T, T-L, R-L, and 
R-C orientations and were tested at room temperature and at 316, 427, and 538 °C (600, 800, and 1000 °F) at an R ratio of 
0.05 in air. Testing frequencies were 3 Hz at room temperature and 0.67 Hz at the elevated temperatures. The summary 
curves in Fig. 17 show that fatigue crack growth rates tend to increase as the exposure temperature is increased. 
Variations in the orientation of the specimens from the two product forms had no effect on the fatigue crack growth rates. 
For these specimens of A-286 alloy, the trend of the fatigue crack growth rates at each temperature was similar to that for 
20% cold worked Type 316 stainless steel tested under similar conditions. 

 

FIG. 17 FATIGUE CRACK GROWTH RATES FOR SPECIMENS OF A-286 STAINLESS STEEL AT ROOM 
TEMPERATURE AND ELEVATED TEMPERATURES FOR TESTS IN AIR AT 3 HZ (RT) AND 0.67 HZ (ELEVATED 
TEMPERATURES), AN R RATIO OF 0.05, AND AT L-T, T-L, R-L, AND R-C ORIENTATIONS. SOURCE: REF 9 

Results of fatigue crack growth rate tests on compact and single-edge-notch specimens of A-286 stainless steel also have 
been reported by Gamble and Paris (Ref 21). Tests were made at room temperature and at 482 °C (900 °F) in air at R 
ratios of 0 and -1. At room temperature, variations in load ratio had no effect on fatigue crack growth rates. At 482 °C 
(900 °F), however, growth rates at R = -1 were approximately three times greater than for the corresponding R = 0 data. 
Specimen geometry did not influence the results. Results of the fatigue crack growth rate tests were used in predicting the 
allowable number of service cycles for gas turbine disks subjected to cyclic thermal stresses. 

Fatigue crack growth rates reported by Tobler and Reed (Ref 22) for solution treated and aged A-286 stainless steel 
specimens tested at -196 and -269 °C (-320 and -452 °F) were lower, at each ∆K value, than rates obtained at room 
temperature. In this respect, A-286 is similar to the other stable stainless steels. Fatigue crack growth rate data reported by 
Wells et al. (Ref 19) also showed that crack growth rates at -269 °C (-452 °F) were lower than those at room temperature 
for A-286 in the solution treated and aged condition. 
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Austenitic Stainless Steels 

Fatigue crack growth (FCG) rates of austenitic stainless steels have been extensively studied, given their widespread 
use in high-temperature structural parts with cyclic stressing over a wide range of frequencies and load ratios. As 
previously noted, static fracture mechanics is discussed elsewhere in this Volume. 

The general effect of cold work and annealing on the FCG rates of Types 301 and 304 are summarized in Fig. 18 and 19. 
For annealed Type 301 specimens tested in argon, fatigue crack growth rates at a given ∆K value increased as the 
temperature increased over the testing temperature range (Fig. 18). Fatigue crack growth rates in laboratory air at 20 °C 
(68 °F) were higher than for corresponding conditions in argon, indicating that the humidity and/or oxygen in the air 
influenced the growth rates. The warm worked specimens were reduced 65% at 450 to 500 °C (840 to 930 °F), resulting 
in a substantial increase in strength. Fatigue crack growth rates for the warm worked specimens (see Fig. 18) indicate that 
the fatigue crack propagation properties of the warm worked alloy are different than those of the annealed alloy. This 
effect of warm working has been observed for other austenitic stainless steels. These differences are attributed to the 
extent of the strain-induced transformation at the crack tip. This transformation effect would be most noticeable in Type 
301, because it is less stable than the other alloys in the UNS S3xxxx series. 



 

FIG. 18 FATIGUE CRACK GROWTH RATES FOR TYPE 301 STAINLESS STEEL IN THE ANNEALED AND WARM 
WORKED CONDITIONS, IN AIR AND ARGON ENVIRONMENTS, AND AT TEMPERATURES FROM -30 TO +95 °C (-
22 TO +203 °F). THESE RESULTS WERE OBTAINED ON COMPACT SPECIMENS 7 MM (0.28 IN.) THICK AT A 
CYCLIC FREQUENCY OF 20 HZ WITH A SINUSOIDAL WAVE FORM AT A LOAD RATIO (R) OF 0.01. ALL 
SPECIMENS WERE TESTED IN DRY ARGON EXCEPT ONE SERIES THAT WAS TESTED IN LABORATORY AIR. 
SOURCE: REF 9 



 

FIG. 19 FATIGUE CRACK GROWTH RATES FOR ANNEALED AND COLD WORKED TYPE 304 STAINLESS STEEL AT 
25 AND 427 °C (77 AND 800 °F), 0.17 HZ, AND AN R RATIO OF 0. SOURCE: REF 16 

Type 304 stainless steel is also used in the cold worked condition for improved strength. A comparison of fatigue crack 
growth rate data (Fig. 19) shows that the high-∆K crack growth rates were lower for the cold worked specimens than for 
the annealed specimens. Cold working of Type 316 also reduces crack growth rates at comparable ∆K values (Fig. 20). 



 

FIG. 20 EFFECT OF TESTING TEMPERATURE ON FATIGUE CRACK GROWTH OF TYPE 316. (A) ANNEALED TYPE 



316 STAINLESS STEEL TESTED IN AIR AT 0.17 HZ AND AN R RATIO OF 0. (B) FATIGUE CRACK GROWTH RATES 
OF 20% COLD WORKED TYPE 316 STAINLESS STEEL FOR L-T AND T-L SPECIMENS AT EACH TEMPERATURE IN 
AIR; 3 HZ AT 24 °C, 0.67 HZ AT ELEVATED TEMPERATURES: R = 0.05. 

Because the expected service lives of most components of austenitic stainless steels are many years, an evaluation of the 
effect of long-time aging at service temperatures is important. Results of fatigue crack growth rate tests on specimens that 
were tested in the unaged and aged conditions (5000 hours at 593 °C, or 1100 °F) are shown in Fig. 21 (Ref 23). After 
aging for 5000 hours at this temperature, precipitation of M23C6 carbides is essentially complete. These results indicate 
that at 593 °C (1100 °F) there are no deleterious effects of aging on the crack growth rates of specimens that are 
continuously cycled. When a holding time of 0.1 or 1.0 minute is included in each loading cycle, there tends to be a slight 
increase in the fatigue crack growth rate at a given ∆K level. 



 

FIG. 21 EFFECT OF AGING AND HOLD TIMES ON FCG RATES. (A) EFFECT OF AGING AT 593 °C (1100 °F) FOR 
5000 H, AND HOLD TIMES OF 0.1 AND 1.0 MIN FOR EACH CYCLE, ON FATIGUE CRACK GROWTH RATES OF L-T 
ORIENTED SPECIMENS OF TYPE 304 STAINLESS STEEL TESTED IN AIR AT 0.17 HZ AND AN R RATIO OF 0. (B) 
EFFECT OF EXPOSURE AT 593 °C (1100 °F) FOR 5000 H, AND HOLD TIMES DURING CYCLING, ON FATIGUE 
CRACK GROWTH RATE OF 20% COLD WORKED TYPE 316 STAINLESS STEEL AT 593 °C IN AIR. SOURCE: REF 
23 

Aging of cold worked specimens of Type 304 at 593 °C (1100 °F) for 5000 hours tends to increase slightly the fatigue 
crack growth rates of specimens that are continuously cycled at 593 °C (1100 °F) (Ref 23). With holding times of 0.1 and 



1.0 minute, the fatigue crack growth rates also increased (Ref 23). However, an opposite effect is observed in aged 316 
with hold times (see the section "Aging and Hold Time Effects" ). 

Effect of Stress Ratio on Fatigue Crack Growth Rates. Tests on austenitic stainless steels have shown that FCG 
rates tend to increase as the R ratio increases, when compared at a given ∆K range. For example, Fig. 22 shows fatigue 
crack growth rates of Type 304 at several stress ratios. In austenitic stainless steels such as 304 and especially Type 301, 
martensitic transformation can take place as the fatigue crack propagates. This complicates the effect of R on da/dN 
because the crack opening stress intensity factor relative to the maximum stress intensity factor (Kop/Kmax) increases and, 
consequently, da/dN decelerates with Kmax particularly under the condition that σmax/σy is small. These results are very 
different from those of other materials, and these fatigue crack growth behaviors correspond to the state of the formation 
of martensite at the vicinity of fatigue crack surfaces. 



 



FIG. 22 FATIGUE CRACK GROWTH RATES OF 304 UNDER VARIOUS CONDITIONS. (A) EFFECT OF TESTING 
TEMPERATURE ON FATIGUE CRACK GROWTH RATES FOR ANNEALED TYPE 304 STAINLESS STEEL TESTED IN 
AIR AT 0.066 HZ AND AN R RATION OF 0 TO 0.05. (B) FATIGUE CRACK GROWTH RATES FOR ANNEALED TYPE 
304 AND 304L STAINLESS STEELS AT ROOM AND CRYOGENIC TEMPERATURES, 20 TO 28 HZ, AND AN R RATIO 
OF 0.1. (C) EFFECT OF STRESS RATIO ON TYPE 304. SOURCE: REF 9 AND 24 

The effect of stress ratio variations can be based on the "effective stress intensity factor," Keff, rather than on ∆K, to 
account for the effect of the range of stress ratios. Keff is defined as follows:  

KEFF = KMAX (1 - R)M  (EQ 1) 

where m is determined empirically and R is the load ratio (minimum load/maximum load) on cyclic loading. The crack 
growth rate law then becomes:  

DA/DN = C[KMAX(1 - R)M]N  (EQ 2) 

Results of fatigue crack growth rates tests on Type 301 ( 1
2

 hard) at different R ratios are summarized in Fig. 23 based on 

Keff. This empirical method only applies in the Paris regime (Stage II crack growth rate). 

 

FIG. 23 SCATTER BAND OF FATIGUE CRACK GROWTH RATES FOR 
1
2

-HARD TYPE 301 STAINLESS STEEL, 

TESTED AT 24 °C (75 °F), 10 HZ, AND R RATIOS OF 0.063 TO 0.807 BASED ON EFFECTIVE STRESS-INTENSITY 
FACTOR, KEFF. SOURCE: REF 9 



Another empirical method for stress ratio effects is based on the relation (Ref 25):  

∆KR = ∆KR = 0/V(R)  (EQ 3) 

where V(R) is a correlation function that is derived from empirical data. Figure 24 shows derived values of V(R) for 
various materials including Type 304. 

 

FIG. 24 STRESS RATIO EFFECTS FROM CORRELATION FUNCTION V(R) FROM PUBLISHED FATIGUE CRACK 
GROWTH RATE CURVES FOR (A) QUENCHED AND TEMPERED STEELS AT GROWTH RATES BETWEEN 10-8 AND 
10-7 M/CYCLES AND (B) FOR ALUMINUM ALLOYS, TYPE 304 STAINLESS STEEL, AND A TITANIUM ALLOY. 
SOURCE: REF 25 

Results of fatigue crack growth rate tests also have been reported by James over a range of stress ratios from -0.150 to 
+0.750 for compact specimens of Type 304 stainless steel at 538 °C (1000 °F) and at a frequency of 6.67 Hz. For these 
tests, the parameter Kmax(1 - R)m, or Keff, where m = 0.5 (Eq 1), again provided a much better correlation of results than the 
parameter ∆K (Ref 26). 
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Environmental Effects 

Effect of Temperature and Moisture on FCG Rates. Higher temperatures increase crack growth rates as shown in 
Fig. 24 for various austenitic grades. The curves in Fig. 25 show that, at room temperature, the fatigue crack growth rates 
for Types 304, 316, 321, and 348 all fall in a narrow band. For tests at 593 °C (1100 °F), however, specimens of Type 316 
had the least fatigue crack propagation resistance, whereas specimens of Type 348 had the highest fatigue crack 
propagation resistance, over the ∆K range studied. Results of tests on specimens of Type 304 and 321 were nearly the 
same at 593 °C (1100 °F) in air. 

 

FIG. 25 FATIGUE CRACK GROWTH RATES FOR ANNEALED TYPES 304, 316, 321, AND 348 STAINLESS STEELS 
IN AIR AT ROOM TEMPERATURE AND 593 °C (1100 °F), L-T ORIENTATION, 0.17 HZ, AND AN R RATIO OF 0. 
TESTS WERE MADE ON SINGLE-EDGE-NOTCH CANTILEVER SPECIMENS OF TYPES 321 AND 348 STAINLESS 
STEELS FROM THE L-T ORIENTATION AT 0.17 HZ WITH AN R RATIO OF ZERO AT ROOM TEMPERATURE AND AT 



ELEVATED TEMPERATURES TO 593 °C (1100 °F). 

The presence of moisture and oxygen cause an increase in crack growth rates as shown in Fig. 25 for various grades. 
Fatigue crack growth rate data at 25 °C (77 °F) show that crack growth rates increased slightly with increased humidity 
when oxygen was present but that high humidity in an inert gas had no significant effect. Fatigue crack growth rates in 
room air at room temperature were the same for Types 316 and 321 stainless steels. Furthermore, in tests at 649 °C (1200 
°F) in dry nitrogen, fatigue crack growth rates for Types 316 and 321 also were the same. In air, however, fatigue crack 
growth rates in Type 316 specimens increased by a factor of about 22 over rates in an inert environment at the same 
temperature. The corresponding increase in fatigue crack growth rates for specimens of Type 321 was about 5 times that 
for the inert environment at 649 °C (1200 °F). If components of these stainless steels are exposed to inert environments 
instead of to air or oxygen-containing environments, fatigue crack growth rates will be substantially lower than those 
expected on the basis of tests in air. 

The effects of humid air environments on the room-temperature fatigue crack growth rates of specimens of annealed Type 
304 stainless steel also are shown in Fig. 26 for specimens cycled at 0.17 Hz with an R ratio of zero. At the lower end of 
the ∆K range, fatigue crack growth rates in humid air are substantially greater than crack growth rates in dry air. 
However, fatigue crack growth rates of specimens of Type 304 stainless steel tested in a pressurized water reactor 
environment at 260 to 315 °C (500 to 600 °F) with R ratios of 0.2 and 0.7 were no greater than the fatigue crack growth 
rates in air at the same temperature with an R ratio less than 0.1 (Ref 27). However, variations in R ratios influenced the 
fatigue crack growth rates in the pressurized water reactor environment. 

 

FIG. 26 EFFECT OF ENVIRONMENTS ON FATIGUE CRACK GROWTH RATES. (A) TYPES 316 AND 321 STAINLESS 
STEELS AT 25 AND 649 °C (77 AND 1200 °F). COMPACT SPECIMENS WERE TESTED IN FATIGUE LOADING 
ACCORDING TO A SINE WAVE LOADING PATTERNS AT 5 HZ WITH AN R RATIO OF 0.05 IN ROOM AIR, DRY AIR, 



HUMID AIR, DRY NITROGEN, WET NITROGEN, AND DRY ARGON. (B) EFFECT OF HUMIDITY ON FATIGUE CRACK 
GROWTH RATES FOR TYPE 304 STAINLESS STEEL TESTED AT ROOM TEMPERATURE, 0.17 HZ, AND AN R RATIO 
OF 0. SOURCE: REF 9 

Heat-to-heat variations in high-temperature FCG rates do not appear significant for 304 and 316 stainless steels. From 
FCG tests at 538 °C in air (R = 0.05, 0.00138 Hz) on specimen from various heats (73-85 HRB and 0.024-0.064 wt% C 
variations), results indicate that, for the conditions employed, there is no effect of heat-to-heat variations on fatigue crack 
growth rates for commercially produced Types 304 and 304L stainless steels (Ref 28). Furthermore, there is no apparent 
effect of grain size and crack orientation (L-T vs. T-L) on fatigue crack growth rates at 538 °C (1000 °F) for the 
commercial product in the annealed condition. A similar conclusion was reached for Type 316 (Ref 28). 

Aging and Hold Time Effects. The effect of long-time aging at service temperatures is an important factor for 
austenitic stainless. As previously noted, aging of Type 304 has little or no effect on FCG rates with continuous (zero 
hold time) loading (Fig. 21a) or causes a slight increase in FCG rates of cold worked Type 304. 

Hold times tend to increase FCG rates of aged Type 304 (Fig. 21a), while hold times have a different effect on aged 316 
stainless steel. Fatigue crack growth rates for specimens of Type 316 stainless steel aged at 649 °C (1200 °F) for 6000 
hours and tested at 538 °C (1000 °F) were either lower than, or within the scatterband for, specimens tested at 538 °C 
without aging (Ref 29). Other results are summarized below. 

Cold Worked Type 316. Effects of holding times on cyclic loading of unaged and aged specimens of 20% cold worked 
Type 316 are shown in Fig. 21(b) for tests at 593 °C (1100 °F). The frequency for specimens cycled with zero holding 
time was 0.17 Hz, and the R ratio was zero. Aging was done for 5000 hours at 593 °C (1100 °F), and testing was done in 
air. For the unaged specimens, increasing the holding time significantly increased the fatigue crack growth rates as 
shown. For the aged specimens, holding at maximum load for 0.1 or 1.0 minute for each loading cycle reduced the fatigue 
crack growth rates over those obtained with no holding time. These data indicate that cold working and aging at 593 °C 
(1100 °F) before or during service exposure can lead to improved fatigue crack growth resistance and that short hold 
times at maximum load reduce FCG rates. 

Annealed Type 316. Similar results are obtained for annealed Type 316 after aging (Fig. 27). Long-time exposure 
(5000 hours of aging) at 593 °C (1100 °F) in air on the fatigue crack growth rates of specimens of annealed Type 316 
substantially reduced the fatigue crack growth rates at ∆K levels from 18 to 55 MPa m  (16 to 50 ksi in ) for the 
continuous cycling tests and over the whole testing range for specimens cycled with 0.1- and 1.0-minute holding times for 
each cycle. Fatigue crack growth rates for specimens tested without prior exposure and with holding times of 0.1 and 1.0 
minute for each cycle were higher than those for specimens cycled continuously under the same conditions. However, the 
effect of hold time was less significant for specimens that had been aged at 593 °C (1100 °F) before testing at the same 
temperature. In other work (Ref 30), holding times of up to 8 minutes did not cause significant increases in fatigue crack 
growth rates at 593 °C (1100 °F) in aged specimens. However, holding for 16 minutes caused marked increases in fatigue 
crack growth rates. 



 

FIG. 27 EFFECT OF EXPOSURE IN AIR AT 593 °C (1100 °F) FOR 5000 H, AND HOLD TIMES, ON FATIGUE 
CRACK GROWTH RATES FOR ANNEALED TYPE 316 STAINLESS STEEL AT 593 °C IN AIR 

Annealed Type 321 stainless steel aged at 593 °C (1100 °F) for 5000 hours and then tested at 593 °C has shown that 
long-time exposure at the service temperature does not reduce the fatigue crack propagation resistance in air (Ref 31). 
Aged specimens tested with zero holding time had lower crack growth rates than corresponding specimens that were not 
aged. 

Fatigue Crack Growth in Aqueous Environments. Aggressive environments accelerate crack growth rates of most 
materials including austenitic stainless steels in aqueous solutions (Ref 32, 33, 34, 35, 36, 37, 38). Figures 28 and 29 are 
examples of environmentally sensitive crack growth in oxygenated water and chloride solutions at different stress ratios. 
Figure 28 (Ref 39) illustrates the effect of oxygenated and chloride solutions on crack growth in the near threshold 
regime, while Fig. 29 (Ref 40) compares FCG rates of 304 and 304L with A508 pressure vessel steels in normal boiling 
water reactor (BWR) water. Crack growth rates of 304 are accelerated in BWR environments, but they are not 
significantly different from A508 vessel steel. In contrast, PWR environments have little or no effect on 304 and similar 
austenitic steel FCG. For example, effects of an environment of pressurized reactor water on the fatigue crack growth 
rates of a Type 316N stainless steel forging, of cast 316 stainless steel, and of Type 316 welds at 288 °C (550 °F) were 
evaluated by Bamford (Ref 41). Effects of variations in load ratio, frequency, specimen orientation, and heat-to-heat 
properties for wrought, cast and weld metal in air and in the reactor water were determined. Results of the study showed 
that fatigue crack growth rates in the reactor water were not significantly different from FCG rates in air. This suggests 
the importance of dissolved oxygen in promoting crack growth, as BWR environments have more dissolved oxygen than 
PWR environments. From early studies on aqueous corrosion fatigue crack growth behavior of pressure vessel steels 
(SA533-B plate or SA508 forgings), the three most important variables are the cyclic frequency, the applied R ratio, and 



the temperature. The influence of a BWR or PWR coolant on fatigue crack growth only becomes evident at cyclic 
frequencies below 1.0 Hz, is a maximum at a temperature of 200 °C, and increases with increasing positive R ratio. 

 

FIG. 28 EFFECT OF ENVIRONMENT AND CYCLIC STRESS INTENSITY RANGE ON THE GROWTH RATE OF 
FATIGUE CRACKS IN TYPE 304 STAINLESS STEEL. SOURCE: REF 39 



 

FIG. 29 CORROSION FATIGUE CRACK GROWTH DATA FOR TWO AUSTENITIC STAINLESS STEELS IN NORMAL 
BWR WATER COMPARED WITH A508 STEEL. THE SOLID AND DASHED LINES ARE FROM SECTION 11 OF THE 
ASME BOILER AND PRESSURE VESSEL CODE AND ARE INTENDED TO REPRESENT THE UPPER BOUNDS FOR 
FATIGUE CRACK GROWTH DATA FOR THE CONDITIONS INDICATED. THESE UPPER BOUNDS ARE MODIFIED 
PERIODICALLY AS MORE INFORMATION BECOMES AVAILABLE. SOURCE: REF 40 

Mechanisms of Corrosion Fatigue. Corrosion fatigue involves complex interactions between loading, environmental, 
and metallurgical variables. The influences of potential and solution pH, and the contributions of individual 
micromechanisms to crack growth of austenitic stainless steels are discussed in Ref 42, 43, 44, 45. The mechanisms (i.e., 
anodic dissolution vs. hydrogen embrittlement) for corrosion fatigue of steels in aqueous environments is briefly 
summarized in Ref 43 with some modeling of chemical/electrochemical reaction control of corrosion fatigue crack 
growth from the perspective of hydrogen embrittlement for steels HT70, HY130, 304 stainless, and NiCrMoV. Variables 
that control crack growth are considered in relation to improved design and fracture control procedures. 

To assist in the understanding of micromechanisms for corrosion, fatigue crack growth in metastable austenitic steels, the 
relationships between the crack paths and the underlying microstructure were investigated for annealed and cold-rolled 
(CR) 304 stainless steels that had been tested in a deaerated 3.5% NaCl solution, air, and vacuum (Ref 44). Corrosion 
fatigue in the deleterious environments (3.5% NaCl and air) was brittle. In contrast, fatigue cracking in vacuum was 
ductile, fully transgranular, and noncrystallographic. These results, taken in conjunction with the crack growth and 
electrochemical reaction data, support hydrogen embrittlement as the mechanism for corrosion fatigue crack growth in 
304 stainless steels in 3.5% NaCl solution. Martensitic transformation appears not to be the only responsible factor for 
embrittlement. Other microstructural components, such as twin and grain boundaries, slip bands, and cold work-induced 
lattice defects, may play more important roles in enhancing crack growth rates. 



Load History Effects. Environmentally assisted fatigue crack growth is a complex time-dependent process, which is 
influenced by not only electrochemical factors but also by load history factors such as rise-time, hold-time, unload-time, 
and cyclic frequency. Load history factors are important because they affect the allowable time for exposure of growing 
surface cracks. Therefore, lower frequency loading or increased hold times tend to increase FCG rates. 

For example, fatigue crack growth behavior of weld heat-affected zone of Type 304 stainless steel in high-temperature 
water was examined in Ref 46 to clarify the effects of welding residual stress, cyclic frequency, and thermal aging on 
crack growth rate. A lower crack growth rate of the HAZ than of the base metal was observed in both the high-
temperature water and the ambient air caused by the compressive residual stress. With the effect of the welding residual 
stress evaluated separately from the environmental effect of the high-temperature water, the crack growth rate increased at 
a cyclic frequency of 0.0167 Hz but did not increase at 3 and 5 Hz. The crack growth behavior of the thermally aged HAZ 
at 400 °C for 1800 h was almost the same as that of the unaged material tested at 0.0167 and 5 Hz in the high-temperature 
water. 

In another analysis (Ref 47) fracture-mechanics crack growth tests were conducted on 25.4 mm thick compact tension 
specimen of Types 304L and 316L stainless steel and Incoloy 825 at 93 °C and 1 atm of pressure in a simulated well-
water environment. Crack growth rates were measured under various load conditions: load ratios of R = 0.2 to 1.0 and 

frequencies from 2 × 10-4 to 1 Hz with rise times of 1-5000 s and peak stress intensities of 25-40 MPa . The 
measured crack growth rates are bounded by the predicted rates from the current ASME Section XI correlation for fatigue 
crack growth rates of austenitic stainless steel in air. Environmentally accelerated crack growth was not evident in any of 
the three materials when exposed to the room-temperature simulation of water. This is in contrast with the region of 
accelerated crack growth of these materials (Fig. 30). 

 

FIG. 30 TIME-BASED CRACK GROWTH RATE VS. FREQUENCY OF STAINLESS STEELS IN 93 °C SIMULATED 
WELL WATER. SOURCE: REF 47 

Time-dependent crack growth encompasses several load history factors that affect crack growth rates in either 
corrosive or high-temperature conditions. In general, environmental factors become more significant as the cyclic loading 
frequency decreases. For example, Fig. 31 compares FCG rates at different frequencies for annealed 304 and 316 stainless 
steels at 538 °C (1000 °F). The pattern is different between 304 and 316, but FCG rates for both steels increase with 
decreasing frequency. The effect of hold time is more complicated, as previously discussed. 



 

FIG. 31 EFFECT OF VARIATION IN CYCLIC FREQUENCY ON FATIGUE CRACK GROWTH RATES. (A) ANNEALED 
TYPE 304 STAINLESS STEEL AT 538 °C (1000 °F) FOR AN R RATIO OF 0.05 IN AIR WITH A SAW-TOOTH 
WAVEFORM. (B) ANNEALED TYPE 316 STAINLESS STEEL IN AIR AT 538 °C (1000 °F) AND AN R RATIO OF 0.05. 
SOURCE: REF 9 



Creep-Fatigue Crack Growth. Time-dependent effects become more pronounced when high-temperature creep occurs. 
In recent years, a large number of models describing fatigue crack growth at high temperatures has been developed. In 
general, the process of crack growth is usually divided into two parts, that of fatigue and creep. Creep crack growth at 
hold times may be divided into global and local sections. In the global part, only the continuum damage process is 
considered; no reference is made to the crack tip stress field. The local part of creep growth includes the nucleation as 
well as subsequent crack propagation; this is analogous to the process of pure fatigue. These models are discussed in more 
detail in the article "Elevated-Temperature Crack Growth" in this Volume. References 48 and 49 describe creep-fatigue 
behavior and fractography of austenitic stainless steels in air and vacuum. 

Corrosion Fatigue. Crack growth rate under cyclic loads in a corrosive environment (da/dt) may be expressed as a sum 
of contributions by:  

• STRESS-CORROSION CRACKING, (DA/DT)SCC  
• CORROSION FATIGUE, (DA/DT)CF, REPRESENTING THE ADDITIONAL CRACK GROWTH 

UNDER CYCLIC LOADING DUE TO THE ENVIRONMENT; AND  
• MECHANICAL FATIGUE, (DA/DT)AIR, REPRESENTING THE FATIGUE GROWTH IN AIR  

The net result is  

(DA/DT) = (DA/DT)SCC + (DA/DT)CF + (DA/DT)AIR  (EQ 4) 

The first two terms on the right side of the equation are environment sensitive and depend on loading history variables. In 
oxygenated-water environments, the environment-sensitive terms can contribute significantly to crack growth rates of 
austenitic stainless steels (Ref 36, 37 38, 39 40, 41 42, 43 44, 45 46, 47). Under low-R and high-frequency loading, 
mechanical fatigue dominates. Environmental contributions become more significant as the frequency decreases as 
previously noted in Fig. 29, 30, and 31. Modeling of time-dependent effects on aqueous high-temperature FCG rates is 
still an active area of research. 

Fatigue Crack Growth Rates at Cryogenic Temperatures. Fatigue crack growth rate data were obtained by Tobler 
and Reed (Ref 22) on specimens of Type 304, 316, and 304L stainless steels (annealed) at temperatures in the range from 
room temperature to liquid helium temperature (-269 °C, or -452 °F). The data for Type 304 were scattered over a range 
while for Type 304L the data at room temperature described one curve and the data at the cryogenic temperatures were 
more distinct. These results indicate that cryogenic fatigue crack growth rates for Type 304 do not deviate significantly 
from room-temperature fatigue crack growth rates over the ∆K range studied. Furthermore, if design calculations for Type 
304L are based on room-temperature fatigue crack growth rates, the calculations will be conservative for cryogenic 
exposure. 

Fatigue strength of austenitic stainless steels is well documented in the literature. Austenitic stainless steels have a 
distinct fatigue limit and similar endurance ratio as other unnotched steel specimens of similar tensile strength. However, 
austenitic steels (which are more ductile and resistant to crack growth) appear to be less notch sensitive than other steels 
(see the article "Fracture and Fatigue Properties of Structural Steels" in this Volume). A similar result of less notch 
sensitivity for lower-strength austenitic grades is also observed in early work reported by Sisco (Fig. 32). 



 

FIG. 32 RELATION BETWEEN ENDURANCE LIMIT AND TENSILE STRENGTH FOR POLISHED AND NOTCHED 
STEEL SPECIMENS. SOURCE: F. SISCO, ALLOYS OF IRON AND CARBON, VOL II, PROPERTIES, MCGRAW-HILL, 
1937 

Fatigue properties at elevated temperatures are dependent on several variables including strain range, temperature, cyclic 
frequency, hold times, and the environment. The fatigue design curves in Fig. 33(a) show the simple case of pure fatigue 
(that is, continuous cycles without hold times) for 304 and 316 stainless steel. These design curves (from Code Case N-47 
in the ASME Boiler Code) have a built-in factor of safety and are established by applying a safety factor of 2 with respect 
to strain range or a factor of 20 with respect to the number of cycles, whichever gives the lower value. The creep-life 
fraction is determined by the time-life fraction per cycle using assumed stresses 1.1 times the applied stress and the 
minimum stress-rupture curves incorporated in the code. 

 

FIG. 33 DESIGN FATIGUE-STRAIN RANGE CURVES FOR 304 AND 316 STAINLESS STEEL. (A) DESIGN CURVES 
WITH CONTINUOUS CYCLING (PURE FATIGUE). (B) DESIGN CURVES WITH HOLD TIMES (CREEP-FATIGUE 
INTERACTION) 

The design curves in Fig. 33(a) are based on a strain rate of 1 × 10-3/s. If the strain rate decreases, fatigue life also 
decreases. In Fig. 34, for example, the fatigue lives of several stainless steels are shown for continuous cycling at two 



different strain rates. Fatigue life is reduced with a lower strain rate, while grain size has little effect on fatigue life when 
life is determined from pure fatigue (or continuous cycling). 

 

FIG. 34 EFFECT OF STRAIN RATE AND GRAIN SIZE ON THE FATIGUE LIFE OF VARIOUS STAINLESS STEELS AT 
ELEVATED TEMPERATURES. GRAIN SIZE HAS THE GREATEST INFLUENCE ON FATIGUE LIFE WHEN HOLD TIMES 
ARE INCREASED. TEST CONDITIONS: TOTAL STRAIN RANGE = 1.0%; TEST TEMPERATURE, 593 TO 600 °C 
(1100 TO 1110 °F). SOURCE: REF 50 

When hold times are introduced, a different set of design curves is used (Fig. 33b) to determine the allowable fatigue-life 
fraction (creep-life fraction is determined the same way as for continuous cycling). These allowable fatigue-life curves are 
a more conservative set of curves than those of Fig. 33(a). They incorporate the effect of creep damage by applying a 
fatigue life reduction factor, which includes hold time effects in addition to the factor of safety (2 in strength and 20 in 
cycles, whichever gives the lower value). Figure 35 (Ref 50) compares the 540 to 650 °C (1000 to 1200 °F) design curve 
in Fig. 33(b) with actual fatigue life results from testing 316 stainless at 593 °C (1100 °F) and various hold times. When 
hold times are introduced, the influence of grain size may also be more pronounced (Fig. 34). More detailed information 
on creep-fatigue behavior is in ASM Handbook, Vol 8, 1985, p 346-359. 



 

FIG. 35 INFLUENCE OF TENSILE HOLD TIMES AT PEAK STRAIN ON FAILURE LIFE OF A SINGLE HEAT OF TYPE 
316 STAINLESS STEEL TESTED AT 593 °C (1100 °F). SOURCE: REF 50 
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Introduction 

Austenitic stainless steel alloys are used extensively in heat-resistant structural components in power-generating and 
chemical industries as a result of their metallurgical stability, excellent corrosion resistance, and good creep and ductility 
properties at elevated temperatures. In addition, AISI type 300-series stainless steels are the most widely used structural 
alloys for cryogenic applications, because they exhibit high strength, ductility, and fracture toughness properties as well 
as low thermal expansion and low magnetic permeability. 

Extensive fracture toughness testing of this class of alloys has been conducted to predict the failure conditions for flawed 
components. This article summarizes the fracture toughness behavior of wrought base metals and welds. Minimum 
expected toughness values, based on statistical analyses of literature data, are provided for use in fracture mechanics 
evaluations. 

Elastic-plastic fracture mechanics methods are required to characterize fracture properties for austenitic stainless steels 
due to their ductile response even after high levels of cold work and neutron irradiation. The J-integral resistance (J-R) 
curve approach is generally used to characterize the fracture behavior of ductile materials; however, the standard ASTM 
test methods for determining JIc and J-R curves are not generally applicable to this class of high-ductility, high-toughness 
materials. Modified testing and analysis methods, which are detailed in the next section, have been developed and 
successfully applied to these materials. 
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Fracture Toughness Determination 

The fracture toughness of stainless steels is determined by both single- and multiple-specimen J-R curve techniques, but 
the analysis procedures differ slightly from those described in ASTM E 813 for JIc determination and E 1152 for J-R 
curve determination. ASTM procedures and size requirements are generally not applicable to these alloys due to their 
exceptionally high toughness, ductility, and strain hardening capacity. The primary difference involves the crack-tip 
blunting relationship. The ASTM blunting line is given by:  

J = 2σF(∆A)  (EQ 1) 

where σf is the flow strength, which is equal to the average of the 0.2% offset yield strength and ultimate tensile strength 

[σf = 1
2

 (σYS + UTS)], and ∆a is the crack extension. 

For austenitic stainless steels, Eq 1 significantly overpredicts the apparent crack extension associated with the blunting 
process, which results in nonconservative JIc values. The appropriate blunting line for this class of alloys is (Ref 1):  

J = 4σF(∆A)  (EQ 2) 



The factor of 2 difference in Eq 1 and 2 is related to differences in the constraint factor, m, relating J to crack-tip opening 
displacement, CTOD (Ref 2):  

J = MσYS(CTOD)  (EQ 3) 

The m value for intermediate- to high-strength, low strain hardening materials (i.e., Ramberg-Osgood strain hardening 
exponents, N, greater than 5) is close to unity (Ref 2), whereas low-strength, high-strain-hardening materials exhibit 
values of m on the order of 2 (Ref 1, 3, 4). Because the apparent crack extension associated with blunting is 
approximately one-third the CTOD (Ref 1, 4) and the yield strength is approximately two-thirds the flow strength (i.e., 

σYS ≈
2
3
σf) for this class of materials (Ref 1), the crack-tip blunting relationship is given by:  

  
(EQ 4) 

This equation has been shown to adequately represent the crack-tip blunting behavior for type 304 (Ref 1, 4, 5, 6, 7, 8, 9, 
and 10), 316 (Ref 10, 11, 12, and 13), 321 (Ref 14), and 347 (Ref 13) stainless steels and their welds (Ref 15, 16, 17). 

The J-R curve is constructed by plotting J-integral values against the corresponding crack extension values and fitting the 
J-∆a data with either a linear or power-law regression line (see Fig. 1). The Jc fracture toughness is then determined at the 
intersection of the linear regression line with the blunting line, per ASTM E 813-81, or the intersection of the power-law 
curve with the 0.2 mm offset blunting line, per ASTM E 813-87. (Initiation toughness values are termed Jc, rather than JIc, 
because they do not strictly meet the analysis methods and size requirements of ASTM E 813.) For modest amounts of 
crack extension (∆a < 4 mm), the two regression analyses provide reasonable fits of the data and yield very similar Jc 
values for both welds (Ref 18) and base metals (Ref 19). 

 

FIG. 1 MULTIPLE-SPECIMEN J-R CURVES FOR 2.5T, 1T, AND 0.577T COMPACT TENSION SPECIMENS. THE T 



FACTOR DENOTES THE PLANAR DIMENSION PROPORTIONALLY, RELATIVE TO THE STANDARD SPECIMEN IN 
ASTM E 399. BOTH THE LINEAR AND POWER-LAW J-R CURVES ADEQUATELY REPRESENT THE DATA AND 
PRODUCE COMPARABLE JC VALUES. SOURCE: REF 21 

Austenitic stainless steels typically exhibit tremendous tearing resistance after cracking initiates, as reflected by a steep J-
R curve slope, dJ/da Average dJ/da values reported herein are determined based on the slope of either the linear J-R curve 
or the power-law J-R curve at approximately 2 to 3 mm of crack extension. Values of the tearing modulus (T), which 
represents a dimensionless form of the J-R curve slope, are computed from the following equation (Ref 20):  

  
(EQ 5) 

where E is elastic modulus. 

For modest amounts of crack extension (∆a < 4 mm), conventional J-R curves are relatively independent of specimen size 
(Ref 21, 22, 23). For example, Fig. 1 (Ref 21) shows that the overall fracture behavior is not radically different for the 
different size compact tension, C(T), specimens of type 304, so data for all specimen sizes are combined in the linear and 
power-law regressions to establish Jc. The two regression analyses provide good fits to the data and result in comparable 
Jc and dJ/da values. Figure 1 also shows that Eq 2 accurately predicts the blunting behavior for type 304, regardless of 
specimen size. 
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Fracture Properties at Ambient and Elevated Temperatures 

Extensive fracture toughness testing of type 304 and 316 stainless steels shows that they are extremely resistant to 
fracture. Both types exhibit a ductile fracture response under a wide variety of conditions, but Jc values are highly 
variable, as shown in Fig. 2. It is seen that Jc values range from 169 to 1660 kJ/m2 at room temperature and from 130 to 
1420 kJ/m2 at approximately 400 °C. Some of this scatter is due to the lack of a standard Jc test method, but this effect is 
small in comparison to heat-to-heat variability and orientation effects. For example, common testing and analysis methods 
produced a factor of 4 difference in Jc values for five heats of type 304 (Ref 25) and three heats of type 316 (Ref 52). 
These findings demonstrate that significant heat-to-heat variability is inherent to austenitic stainless steels. 

 

FIG. 2 EFFECT OF TEST TEMPERATURE ON JC FRACTURE TOUGHNESS. JC VALUES FOR THE SAME HEAT ARE 
CONNECTED BY A LINE. SOURCE: REF 5, 6, 7, 8, 9, 10, 22, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 
37, 38, 39, 40, 41, 42, 43, 44, 45, AND 46 (TYPE 304); REF 4, 10, 11, 12, 13, 25, 29, 33, 34, 38, 43, 47, 48, 
49, 50, 51, 52, 53, 54, AND 55 (TYPE 316); REF 13, 56 (TYPE 347); REF 14 (TYPE 321) 

Figure 2 also shows that increasing the test temperature tends to decrease fracture toughness, with the highest toughness 
heats showing the greatest effect. Low toughness heats show only a very small toughness decrease between 24 and 550 
°C. The apparent increase in toughness exhibited by two type 316 heats between room temperature and about 100 °C is 
believed to be associated with data scatter, rather than an inherent temperature effect. In addition, the type 304 heat 
showing a slight increase in Jc between 24 and 443 °C exhibits a factor of 2 reduction in dJ/da, such that the overall 
fracture resistance decreases with increasing temperature, consistent with the trends exhibited by the other heats. The 
decrease in fracture toughness reflects a decrease in both flow strength from 430 to 300 MPa and total elongation from 70 
to 40% as temperature increases from 24 to 538 °C. 

To account for heat-to-heat variability at ambient and elevated temperatures, a statistical analysis of post-1981 literature 
toughness data for types 304 and 316 was performed (Ref 19); results are summarized in Table 1. Both Jc and dJ/da were 
found to be distributed lognormally (i.e., logarithms of Jc and dJ/da were normally distributed) and were independent of 
material type. Although median Jc and dJ/da values are very high at room temperature (672 kJ/m2 and 292 MPa, 



respectively), the large degree of scatter indicates the likelihood that a significant fraction of heats have values that are 
considerably lower. Lower bounds for 90%/95% tolerance limits bracketing 90% of the total population at a 95% 
confidence level are summarized in Table 1. The lower-bound Jc value of 215 kJ/m2 and dJ/da value of 59 MPa, 
corresponding to a tearing modulus of 75, are relatively high, demonstrating that even the lower toughness heats are 
resistant to fracture. 

TABLE 1 SUMMARY OF JC AND DJ/DA VALUES FOR STAINLESS STEEL BASE METALS AND WELDS 

ALLOY  CONDITION  TEMPERATURE, 
°C  

MEAN 
JC, KJ/M2  

90%/95% L.B. 
JC, KJ/M2  

MEAN 
DJ/DA, MPA  

90%/95% L.B. 
DJ/DA, MPA  

304, 316  WROUGHT  20-125  672  215  292  59  
304, 308, 316, 16-8-2  GTA WELD  20-125  492  192  390  139  
304, 308, 316, 16-8-2  SA WELD  20-125  147  67  150  72  
304, 316  WROUGHT  400-550  421  96  263  79  
304, 308, 316, 16-8-2  GTA WELD  400-550  293  180  307  107  

90/95% L.B., lower bound for tolerance limits bracketing 90% of the total population at a 95% confidence level. GTA, gas-tungsten 
arc; SA, submerged arc. 

Source: Ref 19 

While the median Jc value of 421 kJ/m2 at 400 to 550 °C is about 35% lower than the room-temperature value, the median 
dJ/da value of 263 MPa is essentially the same as its room-temperature counterpart. This indicates that the tearing 
resistance is not degraded at elevated temperatures. The 90%/95% lower-bound Jc and dJ/da values at elevated 
temperatures are 96 kJ/m2 and 79 MPa, respectively. The lower-bound J-R curve slope, which corresponds to a tearing 
modulus of 120, indicates that types 304 and 316 retain excellent fracture resistance at temperatures up to 550 °C. 

Figure 2 also provides the Jc response for types 347 and 321 at ambient and elevated temperatures. Toughness values 
range from 150 to 450 kJ/m2 and fall in the lower portion of the toughness interval for types 304 and 316. Nevertheless, 
these toughness values indicate that type 347 has good fracture resistance between 24 and 550 °C. 

Limited fracture toughness testing of other stainless steels has been performed at room temperature, and the results are 
summarized in Fig. 3. The materials represented in this figure are type 310, PCA, and various nitrogen-strengthened high-
manganese alloys. Type 310 exhibits a relatively low Jc value of 158 kJ/m2 (Ref 51). The high-manganese alloys, 
including Nitronic 33 (Fe-18Cr-3Ni-13Mn), Nitronic 40 (Fe-21Cr-6Ni-9Mn), Nitronic 50 (Fe-21Cr-12Ni-5Mn), and 
X5CrMnN18 18, exhibit intermediate to high toughness values, ranging from 230 to 1400 kJ/m2 (Ref 57, 58). PCA, a 
titanium-modified stainless steel (Fe-14Cr-16Ni-2Mo-0.25Ti) that is the most promising candidate austenitic material for 
the first wall component of fusion devices, has a Jc of 670 kJ/m2 (Ref 52). 



 

FIG. 3 JC VALUES FOR VARIOUS STAINLESS STEELS AT ROOM TEMPERATURE. SOURCE: REF 51 (TYPE 310); 
REF 52 (PCA); REF 57, 58 (NITROGEN-STRENGTHENED HIGH-MANGANESE STAINLESS STEELS) 

The reported Jc and dJ/da values demonstrate that stainless steels have exceptionally high fracture resistance at ambient 
and elevated temperatures; failure requires extensive plastic strains and long critical crack lengths. Therefore, fracture 
control via a fracture mechanics approach is generally not an important design requirement. Conventional stress and strain 
design limits, such as those provided in the American Society of Mechanical Engineers (ASME) Boiler and Pressure 
Vessel Code, are sufficient to guard against fracture because they preclude excessive plastic deformation. For applications 
where margins against ductile fracture must be quantified or where components are subjected to large plastic strains, 
elastic-plastic J-integral methods can be used to predict fracture conditions. These methods include the J-estimation 
schemes developed by General Electric/Electric Power Research Institute (Ref 59, 60, 61) and Novetech/Electric Power 
Research Institute (Ref 62), or the Nuclear Regulatory Commission leak-before-break prediction method (Ref 63, 64). 
Calculation of applied J values for cracked components requires knowledge of the strain hardening capacity of the 
material in terms of the Ramberg-Osgood strain hardening relationship:  

  
(EQ 6) 

where is the true stress, is the true strain, YS is the yield strain at the 0.2% offset yield strength value, and C and N are 
the strain hardening coefficient and exponent, respectively. Values of C and N for type 304 and 316 stainless steels and 
their welds are provided in the literature (Ref 17, 25). 

Fracture Mechanisms in Base Metals 

The operative cracking mechanism in stainless steel is typically microvoid coalescence, regardless of test temperature. 
Heat-to-heat variability is associated with differences in both the matrix strength and the density and morphology of 



inclusions that serve as microvoid nucleation sites. Large inclusions fail during the early stages of plastic straining, so a 
high inclusion density drastically reduces the plastic energy required for microvoid coalescence. Typical inclusions 
include MC-type carbides, calcium aluminates, and manganese sulfides. The strength of the matrix generally depends on 
the effectiveness of solution annealing in removing plastic deformation introduced during thermomechanical processing. 
Retention of 1 to 2% cold work is sufficient to restrict plastic deformation during the fracture process. 

Figures 4 and 5 compare the inclusion and dimple morphologies for low- and high-toughness heats of type 304 (Ref 25). 
In the low-toughness heat with a Jc of 178 kJ/m2 (Fig. 4), primary dimples are shallow and confined to the immediate 
vicinity of the crack plane. Inclusion clusters aligned in the primary working direction fail early in the plastic straining 
process, creating a preferred crack path. In addition, the relatively high strength exhibited by this heat ( YS = 206 MPa) 
reduces the plastic energy required for microvoid coalescence. This combination of a relatively high-strength matrix and 
aligned inclusion clusters accounts for both the shallow dimples confined to the primary fracture plane and the low 
fracture toughness. 

 

FIG. 4 MICROSTRUCTURE AND FRACTURE SURFACE MORPHOLOGY FOR A LOW-TOUGHNESS TYPE 304 HEAT 
(JC = 178 KJ/M2). (A) TYPICAL MICROSTRUCTURE WITH MC INCLUSION CLUSTERS. (B) FRACTURE PROFILE 
SHOWING THAT MC-NUCLEATED MICROVOIDS ARE LOCALIZED ALONG THE FRACTURE PLANE. (C) SEM 
FRACTOGRAPH SHOWING SHALLOW DIMPLES NUCLEATED BY MC INCLUSION CLUSTERS. SOURCE: REF 25 



 

FIG. 5 MICROSTRUCTURE AND FRACTURE SURFACE MORPHOLOGY FOR A HIGH-TOUGHNESS TYPE 304 HEAT 
(JC = 751 KJ/M2. (A) UNIFORM DISTRIBUTION OF RELATIVELY SMALL MC INCLUSIONS AND FINE M23C6 
CARBIDES. (B) FRACTURE PROFILE SHOWING EVIDENCE OF GROSS PLASTICITY AND MC-NUCLEATED 
MICROVOIDS AWAY FROM THE FRACTURE PLANE. (C) SEM FRACTOGRAPH SHOWING DUPLEX POPULATION OF 
WELL-DEFINED DIMPLES NUCLEATED BY MC AND M23C6 CARBIDES. SOURCE: REF 25 

In the high-toughness heat with a Jc of 751 kJ/m2 (Fig. 5), the deep primary dimples and large microvoids away from the 
crack plane demonstrate that the fracture process involves gross plasticity. The smaller MC-type inclusions in this heat 
are more resistant to fracture, and the lower-strength matrix (σYS = 148 MPa) promotes increased plastic deformation. 
Because there is no preferred crack path, microvoids are nucleated away from the primary fracture plane. Gross plastic 
deformation is then required for microvoid coalescence, which accounts for the superior fracture toughness. 
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Fracture Toughness of Austenitic Stainless Steels and Their Welds 
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Fracture Toughness of Welds 

Although stainless steel welds are predominantly austenitic, they typically contain a -ferrite phase that has a body-
centered cubic (bcc) structure. This phase is needed to control the weld solidification behavior and inhibit the formation 
of low-melting-point compounds, such as sulfides and phosphides, that promote microfissuring. Because the ferrite phase 
is brittle at low temperatures, stainless steel welds exhibit a ductile-brittle transition temperature phenomenon, as shown 
in Fig. 6 for type 308 welds (Ref 65, 66, 67, 68, and 69). At ambient and elevated temperatures, the ferrite phase behaves 
in a ductile manner, so the welds are resistant to fracture. 

 

FIG. 6 CHARPY IMPACT ENERGY VS. TEST TEMPERATURE FOR TYPE 308 WELDS SHOWING THE DUCTILE-
BRITTLE TRANSITION TEMPERATURE PHENOMENA. SMA, SHIELDED-METAL ARC; SA, SUBMERGED ARC; GTA, 
GAS-TUNGSTEN ARC. HALF-SIZE CHARPY SPECIMENS (5 × 5 × 25.4 MM WITH A 0.76 MM NOTCH) WERE USED 



TO CHARACTERIZE THE GTA WELD. SOURCE: REF 65, 66, 67 (SMA), REF 68 (SA), REF 69 (GTA) 

Ambient Temperature Fracture Toughness 

Figure 7 summarizes the Jc fracture toughness of types 304/308, 316/16-8-2, and 330 welds at 20 to 125 °C. Five welding 
processes are represented, including gas-tungsten arc (GTA), shielded-metal arc (SMA), submerged arc (SA), gas-metal 
arc (GMA), and flux-cored arc (FCA) processes. The fracture toughness is seen to be dependent on weld process, but not 
composition. This is consistent with findings that type 308 and 16-8-2 welds fabricated using the same welding process 
and welding parameters yield identical Jc and dJ/da values, demonstrating that toughness is independent of filler material 
(Ref 17). 

 

FIG. 7 SUMMARY OF JC FRACTURE TOUGHNESS AT 20-125 °C FOR WELDS. THE MEAN JC VALUE FOR TYPES 
304 AND 316 BASE METAL IS SHOWN FOR COMPARISON. GTA, GAS-TUNGSTEN ARC; GMA, GAS-METAL ARC; 
SMA, SHIELDED-METAL ARC; SA, SUBMERGED ARC; FCA, FLUX-CORED ARC. SOURCE: REF 15, 22, 25, 34, 52, 
69, 70, 71, AND 72 (GTA); REF 35, 36 (GMA); REF 34, 73 (SMA); REF 17, 34, 68, 74, 75, AND 76 (SA); REF 77 
(FCA) 

Figure 7 shows that GTA welds consistently exhibit the highest Jc values, while SA welds yield the lowest. The mean Jc 
value for GTA welds is about 25% lower than that for types 304 and 316, represented by the broken line on Fig. 7. The 
mean Jc and dJ/da values for SA welds are about three times lower than their GTA counterpart. Table 1 shows that the 
90%/95% lower-bound Jc and dJ/da values for the GTA and SA welds are 192 versus 67 kJ/m2 and 139 versus 72 MPa, 
respectively. 

The SMA and FCA welds tested at room temperature have low to intermediate toughness values. Cryogenic (Ref 78) and 
high-temperature (Ref 17) data show that the SMA weld process results in tremendous variability, covering the full range 
of toughness values exhibited by SA and GTA welds. The excessive scatter is attributed to the variability associated with 
a manual welding process. For design purposes, it is reasonable to assume that the lower-bound toughness for SMA welds 



is comparable to that for SA welds. Cryogenic results (Ref 78, 79, 80) reveal that FCA welds can exhibit lower toughness 
values than SA welds. 

The two GMA welds tested at room temperature have high Jc values. This is consistent with cryogenic data (Ref 78, 79, 
81, 82, and 83) that show that Jc values for GMA welds are comparable to those for GTA welds. 

Elevated-Temperature Fracture Toughness 

The same ordering of fracture toughness levels for the various weld processes is observed at elevated temperatures, as 
shown in Fig. 8. At 427 to 538 °C, GTA welds consistently possess the highest Jc values (266 to 373 kJ/m2), SMA welds 
have intermediate toughness values (89 to 190 kJ/m2), and both SA welds tested in this regime have a Jc of 76 kJ/m2. 
Table 1 provides mean and lower-bound values of Jc and dJ/da for GTA welds at elevated temperatures. The sparse 
elevated-temperature data base precludes meaningful statistical analysis for SA and SMA welds, so a simple lower-bound 
approach must be used to establish minimum expected toughness values. The lowest observed Jc and dJ/da values at high 
temperatures are 55 kJ/m2 and 62 MPa, which are about 15% less than the lower-bound values for SA welds at room 
temperature. 

 

FIG. 8 EFFECT OF TEST TEMPERATURE ON JC FOR TYPES 304/308 AND 316/16-8-2 WELDS. JC VALUES FOR 
THE SAME WELD ARE CONNECTED BY A LINE. GTA, GAS-TUNGSTEN ARC; SMA, SHIELDED-METAL ARC; SA, 
SUBMERGED ARC. A DASH OR ASTERISK REPRESENTS EITHER ANOTHER WELDING PROCESS OR A WELD 
WHERE THE PROCESS WAS NOT IDENTIFIED. SOURCE: REF 10, 16, 17, 18, 22, 24, 29, 34, 35, 36, 38, 40, 43, 
46, 54, 68, 69, 70, 74, 75, 76, 84, 85, 86, 87, AND 88 (TYPES 304/308); REF 15, 17, 18, 29, 34, 47, 50, 52, 
55, 71, 72, AND 86 (TYPES 316/16-8-2) 

The fracture resistance of electron-beam (EB) welds is high. While no specific fracture toughness values are available, 
Josefsson (Ref 71) reported that Jc values for EB welds are about twice those for GTA welds (550 kJ/m2 at 250 °C and 
330 kJ/m2 at 450 °C). 



The exceptionally high toughness for GTA and EB welds precludes rapid fracture concerns in most engineering 
structures. Although Jc values for SMA and SA welds can be low, their relatively high tearing resistance indicates that 
unstable fracture is unlikely except after significant plastic deformation. Consequently, standard stress and strain design 
limits generally provide adequate protection against failure, and sophisticated elastic-plastic fracture mechanics 
assessments are not routinely needed. 

Fracture Mechanisms in Welds 

Stainless steel welds fail exclusively by a dimple rupture mechanism, where the microvoids nucleate at inclusions and δ-
ferrite particles. Thus, the overall fracture resistance is controlled by the density and morphology of second-phase 
inclusions. Type 304/308 and 316/16-8-2 welds have a duplex austenite-ferrite structure with about 4 to 12% δ-ferrite. 
Because δ-ferrite is ductile at ambient and elevated temperatures, its volume fracture and morphology do not control the 
fracture response. Fracture properties are controlled by the density of inclusions rich in manganese and silicon and 
believed to be manganese silicides and silicates. SA welds have a high density of coarse inclusions (Ref 17, 18, 89) as 
shown in Fig. 9. SMA welds contain a modest amount of coarse inclusions (Ref 17, 18, 55, and 82), while GMA and 
GTA welds have a much lower inclusion density (Ref 17, 82, 90). O'Donnell et al (Ref 55) found that the volume fraction 
of inclusions for an SMA weld is an order of magnitude higher than that in a GTA weld. High silicon contents are generic 
to the SA weld processes due to silicon pickup from the flux. In SA and SMA welds, the deoxidation process produces 
oxides rich in manganese and silicon that are sometimes trapped in the molten pool during solidification, thereby 
accounting for the high density of inclusions. The low density of coarse inclusions in GTA and GMA welds arises from 
the inert shielding gas protecting the molten pool from oxygen and the lack of a flux. GTA welds tend to have a few small 
particles, but they resist fracture and do not adversely affect properties (Ref 17). 

 

FIG. 9 DUPLEX AUSTENITE-FERRITE MICROSTRUCTURE FOR TYPE 308 SUBMERGED ARC WELD SHOWING 
VERY HIGH DENSITY OF INCLUSIONS RICH IN SILICON AND MANGANESE. SOURCE: REF 17 

The fracture surface morphology for GTA welds involves a microvoid coalescence mechanism. Microvoids are nucleated 
by localized failure or decohesion of the ferrite phase and small precipitates, but only after extensive deformation of both 
the ferrite and austenite matrix. The ability of the ferrite phase to accommodate plastic deformation and resist fracture 
accounts for the exceptional fracture toughness displayed by GTA welds. Although ferrite content and morphology have 
little effect on fracture properties at ambient and high temperatures, significant ductility loss can occur at cryogenic 
temperatures or after long-term thermal aging. Under these conditions, the ferrite can degrade the fracture resistance of 
the weld, as discussed later. 

The coarse inclusions in SA and SMA welds cannot accommodate plastic deformation, so high secondary stresses 
develop at the particle-matrix interface. The high stresses cause inclusions to decohere from the matrix at low plastic 
strains, and the resulting microvoids serve as effective dimple nucleation sites. Figure 10 shows that most of the dimples 
in SA welds are nucleated by the spherical inclusions. Relatively little plastic deformation is required to initiate 
microvoids in SA welds, which accounts for their inferior fracture toughness. The modest inclusion density in SMA welds 
produces intermediate toughness values. 



 

FIG. 10 SEM FRACTOGRAPH OF TYPE 16-8-2 SUBMERGED ARC WELD WHERE THE MAJORITY OF DIMPLES 
WERE NUCLEATED BY SPHERICAL INCLUSIONS RICH IN SILICON AND MANGANESE. SOURCE: REF 17 

The superior toughness displayed by EB welds is associated with the absence of coarse inclusions and a refined 
microstructure produced by rapid cooling rates. 
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Fracture Toughness of Welding-Induced Heat-Affected Zones 

Welding of types 304 and 316 produces heat-affected zones where the grain boundaries are often decorated with ferrite or 
chromium-rich M23C6 carbides. Immediately adjacent to the fusion zone, a thin ferrite layer sometimes forms along 
austenite grain boundaries and extends one to two grain diameters into the heat-affected zone. The ferrite is beneficial 
because it restricts grain growth and prevents liquation cracking by limiting impurity element diffusion and inhibiting 
wetting of liquid films (Ref 91, 92). Because the intergranular ferrite is ductile at ambient and elevated temperatures, it 
does not have an adverse effect on fracture resistance. Welding-induced precipitation of M23C6 carbides occurs up to 3 
mm from the fusion boundary, depending on the carbon content of the base metal, weld travel speed, and heat input (Ref 
93). While chromium depletion adjacent to the carbides creates a sensitized structure that is susceptible to corrosion and 
stress-corrosion cracking, the overall fracture resistance remains high because the intergranular precipitates have little 
effect on fracture properties (Ref 94). In Fig. 11, fracture toughness values for type 304 and 316 heat-affected zones (Ref 
22, 34, 36) are compared with their weld and base metal counterparts. The heat-affected zone toughness is superior to the 
weld toughness and generally commensurate with that of the base metal. This behavior is observed for welds made with 
very different heat inputs, including GTA, SMA, and SA welds. In cases where Jc for the heat-affected zone is reduced 
relative to the base metal, values of dJ/da remain exceptionally high, ranging from 135 to 427 MPa. Thus, the limiting 
toughness for welded joints is typically controlled by the weld fusion zone, not the heat-affected zone. 



 

FIG. 11 COMPARISON OF JC VALUES FOR HEAT-AFFECTED ZONE (HAZ), WELD FUSION ZONE (W), AND BASE 
METAL (BM). VALUES OF DJ/DA, IN MPA, ARE PROVIDED BEYOND EACH BAR. CRACKS ARE ORIENTED 
PARALLEL TO THE WELDING DIRECTION. SA, SUBMERGED ARC; GTA, GAS-TUNGSTEN ARC; SMA, SHIELDED-
METAL ARC; GMA, GAS-METAL ARC. SOURCE: REF 22, 34, 36 
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Effect of Crack Orientation on Base Metal and Weld Toughness 

Thermomechanical processing of stainless steels can produce anisotropic microstructures with inclusion stringers aligned 
in the primary working direction. Because these inclusions fail and nucleate microvoids early in the plastic straining 
process, they degrade fracture toughness when aligned in the crack propagation direction. In some heats, δ-ferrite 
stringers are aligned in the primary working direction, but this phase is ductile, so it has no adverse effect on toughness. 
This is supported by the exceptional fracture resistance observed in heats with δ-ferrite stringers, even when the crack is 
parallel to the stringers (Ref 39, 42, 52). 

The effect of crack orientation on Jc for types 304 and 316 and their welds is shown in Fig. 12. Crack orientation is 
defined in accordance with the ASTM E 616 two-letter code (L = longitudinal [i.e., primary working direction], T = 
transverse, S = short transverse, R = radial, and C = circumferential). The first letter designates the direction normal to the 
crack plane and the second is the expected crack propagation direction. 

 

FIG. 12 EFFECT OF CRACK ORIENTATION ON THE FRACTURE TOUGHNESS OF BASE METAL AND WELDS. GMA, 
GAS-METAL ARC WELDED; L, LONGITUDINAL (PRIMARY WORKING DIRECTION); T, TRANSVERSE; C, 
CIRCUMFERENTIAL; S, SHORT TRANSVERSE. FOR THE GMA WELDS, THE WELDING DIRECTION IS PARALLEL 
TO T-L ORIENTED CRACKS AND PERPENDICULAR TO L-T ORIENTED CRACKS. SOURCE: REF 8, 10, 11, 24, 27, 



36, AND 56 

Figure 12 shows that the toughness of the type 304 plate in the T-L orientation is 40% lower than the L-T toughness, 
while the two type 316L plates show little or no difference in toughness in the L-T and T-L orientations. The small 
difference in Jc for the L-T and T-L orientations in some plates arises because plates are often cross-rolled to minimize 
inclusion alignment in any one particular direction. Nevertheless, inclusions in cross-rolled plates are smeared out normal 
to the short-transverse direction, which accounts for the significant reduction in toughness for the S-L orientation. The 
low toughness in this orientation is generally not a concern, because most components are not subjected to significant 
stresses in the through-thickness direction. 

Garwood (Ref 95) characterized the 370 °C fracture toughness of a type 316 plate in six different orientations; the results 
are summarized in Fig. 13. The toughness is characterized in terms of the J value at maximum load (Jmax). For stainless 
steels, Jmax is well above Jc, so it reflects the tearing resistance as well as the initiation toughness. Nevertheless, the trends 
shown in Fig. 13 provide an overview of crack orientation effects. Although the L-S and L-T orientations have a common 
crack plane, the different cracking directions yield a 40% difference in toughness. Cracks with an L-S orientation 
represent a crack-arrester geometry where failed inclusion stringers blunt the crack as it propagates in the through-
thickness direction. Hence, the tremendous plastic energy required to extend the crack accounts for the exceptionally high 
Jmax of 1900 kJ/m2. The L-T orientation represents a crack-divider geometry where the dimples nucleated by inclusions 
also blunt the crack, but not as effectively as the L-S orientation. The T-S and T-L orientations have a common crack 
plane that contains the primary axis of the stringers. Hence, the elongated dimples nucleated by the stringers provide a 
preferred crack path that accounts for the intermediate toughness for both of these orientations. Through-thickness 
loading for the S-T and S-L orientations produces by far the worst fracture properties. Because inclusion clusters are 
parallel to the crack plane, they provide low-energy crack paths, resulting in inferior fracture resistance. 

 

FIG. 13 EFFECT OF CRACK ORIENTATION ON JMAX, WHICH CORRESPONDS TO THE VALUE OF J AT MAXIMUM 
LOAD. L, LONGITUDINAL (PRIMARY WORKING DIRECTION); T, TRANSVERSE; S, SHORT TRANSVERSE. 
SOURCE: REF 95 



Crack orientation effects for piping are summarized in Fig. 12. While the forged pipe has comparable toughness values in 
the C-L and L-C orientations (Ref 27), the other pipes show significant orientation effects with Jc in the C-L orientation, 
being 30 to 70% lower than its L-C counterpart. This orientation effect is attributed to the large stringers aligned in the 
longitudinal direction (Ref 10), as shown in Fig. 14. When these stringers are perpendicular to the cracking direction (L-C 
orientation), they nucleate deep, equiaxed microvoids that blunt the crack tip and enable the adjacent material to undergo 
gross plastic deformation prior to separation (Fig. 14b). In the C-L orientation, stringers aligned in the crack growth 
direction initiate elongated microvoids ahead of the crack (Fig. 14c). Coalescence of these microvoids causes premature 
crack advance without significant plastic deformation and results in a 70% lower Jc and 60% lower tearing modulus (Ref 
10). 

 

FIG. 14 MICROSTRUCTURE OF COMPACT TENSION SPECIMENS FROM TYPE 316 PIPING. (A) STRINGERS 
ALIGNED IN AXIAL DIRECTION. (B) LONGITUDINAL-CIRCUMFERENTIAL (L-C) ORIENTATION. EXTENSIVE 
PLASTIC DEFORMATION AND DEEP MICROVOIDS NUCLEATED BY STRINGERS. (C) CIRCUMFERENTIAL-
LONGITUDINAL (C-L) ORIENTATION. SHALLOW MICROVOIDS AND LIMITED PLASTIC DEFORMATION. SOURCE: 
REF 10 

Figure 12 also shows that the fracture toughness of welds is independent of crack orientation: cracks parallel and normal 
to the welding direction yield equivalent Jc values. Second-phase particles in the weld fusion zone are not preferentially 
aligned, which accounts for the lack of an orientation effect. 
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Fracture Toughness of Cold-Worked Stainless Steels 

While cold work is used to increase the strength of stainless steels, it significantly reduces ductility and fracture 
toughness. Annealed type 316 has yield strengths between 200 and 300 MPa, but after 5 to 30% cold work, yield strength 
levels are typically 400 to 600 MPa. The strength is increased at the expense of ductility; total elongation values are 
reduced from 60-75% in the annealed condition to 20-30% after 20% cold work. The reduced ductility is responsible for 
the decrease in toughness. Figure 15 summarizes the effect of cold-work-induced strengthening on fracture toughness. 
Chipperfield (Ref 49) found that the toughness of type 316 is reduced from 254 kJ/m2 in the annealed condition to 121 
kJ/m2 after 5% cold work and to 70 kJ/m2 after 30% cold work. Pawel (Ref 52) also found that cold work significantly 
reduces the toughness of two type 316 heats and a PCA heat. For the low-toughness type 316 heat (represented by open 
triangles), cold work severely degrades Jc from 233 to 39 kJ/m2. By contrast, the high-toughness heat (represented by 
circles) shows a much smaller effect, and cold-worked PCA shows an intermediate loss in toughness. Strength levels for 
these cold-worked materials are similar (σYS = 675 to 715 MPa, σUTS = 725 to 770 MPa), so strength level does not 
correlate with toughness. The different Jc responses are associated with variability in inclusion density and morphology. 
Low-toughness heats generally contain a high density of inclusions, and cold work exaggerates their alignment in the 
primary working direction. When the inclusion stringers are aligned in the cracking direction, they nucleate elongated 
microvoids ahead of the crack front, thereby providing a low-energy crack path that significantly degrades fracture 
resistance. 



 

FIG. 15 EFFECT OF COLD-WORK-INDUCED STRENGTHENING ON FRACTURE TOUGHNESS. THE PERCENTAGE 
OF COLD WORK IS PROVIDED NEXT TO DATA POINTS. SOURCE: REF 49, 52 
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Effect of Strain Rate on Base Metal and Weld Toughness 

Figure 16 shows that semidynamic and dynamic strain rates do not adversely affect fracture resistance and that in some 
cases, higher loading rates have a beneficial effect. Semidynamic strain rates ( 600 mm/min corresponding to crack 
initiation times of less than 0.5 s) have a small beneficial effect on both Jc and dJ/da (Ref 46, 94). In addition, load-
displacement curves obtained under dynamic conditions (15 m/min) are identical to the semidynamic curves, indicating 



that the beneficial effects are maintained at very high strain rates (Ref 94). One of the two type 304 heats studied by 
Marschall (Ref 96) shows a similar response, with Jc increasing by 15% under semidynamic conditions. The second heat 
shows a much larger effect, with Jc increasing by 65%. Chipperfield (Ref 49) characterized the static and dynamic 
toughness of annealed and cold-worked type 316 and found that in both conditions the toughness response was essentially 
unaffected by loading rate: dynamic Jc values were within 7% of their static counterparts. 

 

FIG. 16 EFFECT OF STRAIN RATE ON JC AND ON DJ/DA (PROVIDED NEXT TO EACH BAR IN MPA). L, 
LONGITUDINAL (PRIMARY WORKING DIRECTION); C, CIRCUMFERENTIAL; CW, COLD WORK; SMA, SHIELDED-
METAL ARC WELDED. SOURCE: REF 46, 49, 94, 96, AND 97 

The toughness of an aged type 308 SMA weld at semidynamic strain rates is also superior to that under static strain rates 
(Ref 94). While Jc values for the two strain rates are similar, the 80% increase in dJ/da under semidynamic conditions 
results in a substantial improvement in overall fracture resistance. Moreover, dynamic testing of this weld produces load-
displacement curves that are identical to the semidynamic curves, here again demonstrating that both the semidynamic 
and dynamic toughness responses are superior to the static response. Marschall (Ref 96) found even more dramatic strain 
rate effects for a type 308 SA weld: semidynamic strain rates cause a 130% increase in Jc and a 40% increase in dJ/da. 
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Effect of Thermal Aging on Base Metal and Weld Toughness 

Aging-Induced Microstructural Changes 

Austenitic stainless steels are commonly used in high-temperature applications where aging-induced microstructural 
changes degrade fracture resistance. High-temperature aging of base materials results in the formation of carbides and 
intermetallics, including sigma FeCr, FeMo, Fe(CrMo), chi (Fe18Cr6Mo5) and Laves (Fe2Mo) phases (Ref 98, 99). 
Between 500 and 650 °C, chromium-rich M23C6 precipitation is dominant occurring successively at grain boundaries, 
twin boundaries, and finally intragranularly. At higher temperatures, M23C6 carbides and σ-phase form in both types 304 
and 316, while molybdenum additions in the latter also result in Laves and χprecipitation. 

The δ-ferrite phase in duplex austenitic-ferritic welds is unstable at elevated temperatures. Long-term aging above 500 °C 
causes the ferrite to transform into austenite, σ-phase, and M23C6 carbides that precipitate along the ferrite-austenite 
interface (Ref 100, 101). At lower temperatures, 885 °F (474 °C) embrittlement, which is common to ferritic steels with 
high chromium (Ref 102), is operative in the δ-ferrite because its composition is similar to that of a ferritic steel. This 
mechanism, also known as α' embrittlement, results from the spinodal decomposition of δ-ferrite into low-chromium (α) 
and high-chromium (α') regions (Ref 103, 104). In addition, low-temperature aging produces a nickel- and titanium-rich 
silicide (G phase: Ti6Ni16Si7) in the ferrite (Ref 101), some carbide precipitation along the ferrite-austenite interface (Ref 
101), and limited M6C in the matrix. 

Fracture Toughness of Aged Base Metal 

The effect of long-term thermal exposure on the fracture toughness of stainless steels is summarized in Fig. 17. Aging at 
450 °C for 50,000 h has no effect on fracture toughness (Ref 55). Aging at 550 and 566 °C causes only a modest 
degradation of fracture resistance, with Jc being reduced by about 20% after 10,000 h (Ref 10, 94) and by 35% after 
50,000 h (Ref 55). The reduction in toughness results from aging-induced M23C6 carbides along grain boundaries that 
initiate a localized intergranular cracking mechanism. Intergranular cracking is confined to a few isolated regions, while 
the dominant fracture mechanism is transgranular dimple rupture nucleated by primary MC carbides (Fig. 18). The 
dominance of the dimple rupture mechanism in both the unaged and aged conditions accounts for the relatively small 
effect of thermal aging on Jc. 



 

FIG. 17 EFFECT OF AGING ON THE FRACTURE TOUGHNESS OF BASE METALS. VALUES OF DJ/DA (IN MPA) ARE 
PROVIDED IN PARENTHESIS. SOURCE: REF 8, 10, 94 

 

FIG. 18 SEM FRACTOGRAPH FOR TYPE 304 AGED AT 566 °C. TRANSGRANULAR DIMPLE RUPTURE IS 
DOMINANT, BUT LIMITED INTERGRANULAR CRACKING (DENOTED BY ARROWS) IS ALSO OBSERVED. SOURCE: 
REF 94 

Figure 17 also indicates that aging under stress accelerates toughness loss. Specifically, aging of WN 1.4948 (similar in 
composition to type 304) for 2000 h at 600 °C while stressed to 65% of the yield strength causes a 40% reduction in Jc 
(Ref 8). The loss of toughness is associated with intergranular and intragranular carbide precipitation and development of 
a stress-induced dislocation substructure characteristic of secondary creep. 



Table 2 summarizes the effect of in-service exposure to 450-550 °C for 51,000 h on the fracture toughness of type 321 
pipe (Ref 14). The service-exposed pipe displayed a modest reduction in toughness, with the degree of degradation being 
dependent on test temperature. At room temperature, aging reduced Jc by 35% but had no effect on dJ/da. At 300 and 500 
°C, aging produced a 5-15% reduction in Jc and 25-30% reduction in dJ/da. 

TABLE 2 FRACTURE TOUGHNESS OF TYPE 321 PIPE BEFORE AND AFTER IN-SERVICE AGING AT 
450 TO 550 °C FOR 51,000 H 

TEST 
TEMPERATURE, °C  

CONDITION  JC, 
KJ/M2  

DJ/DA, 
MPA  

20  UNAGED  162  49  
20  AGED  107  48  
300  UNAGED  152  230  
300  AGED  144  165  
500  UNAGED  152  260  
500  AGED  129  194  

Source: Ref 14 
Fracture Toughness of Aged Welds 

Figure 19 shows considerable variability in the degree of degradation produced by long-term thermal aging of welds. The 
greatest toughness loss occurs in the higher-toughness welds. For example, exposing the low-toughness type 316 SMA 
weld to 550 °C for 50,000 h is seen to have only a modest effect on toughness, as Jc is reduced from 90 to 70 kJ/m2 (Ref 
55). Aging at 566 °C for 10,000 h causes a 14% reduction in Jc for the type 308 SMA weld with intermediate toughness 
(as-welded toughness Jc of 144 kJ/m2) and 21% reduction in Jc for the type 16-8-2 GTA weld with high toughness (as-
welded Jc of 311 kJ/m2) (Ref 10). The fracture-resistant type 308 GTA weld (as-welded Jc of 770 kJ/m2) shows a 60% 
decrease in toughness after aging at 550 °C for 5000 h (Ref 70). It is noteworthy that most of the toughness loss occurs 
within the first 1000 h of aging at 550 °C. 



 

FIG. 19 EFFECT OF AGING ON THE FRACTURE TOUGHNESS OF WELDS. SMA, SHIELDED-METAL ARC; GTA, 
GAS-TUNGSTEN ARC. RANGE OF AGING TEMPERATURES: (A) 550 (REF 55, 70) TO 566 °C (REF 10, 94). (B) 
475 (REF 69, 70) TO 482 °C (REF 10). (C) 400 (REF 15, 70, 86) TO 450 °C (REF 10, 55) 

While fracture surfaces for both the unaged and aged welds are dominated by dimples produced by microvoid 
coalescence, the dimple size is slightly smaller for the welds aged at 550 and 566 °C. The smaller dimples arise from an 
increase in the number of microvoid nucleation sites due to aging-induced M23C6 carbides and -phase, as shown in the 
metallographic-fractographic profiles in Fig. 20 (Ref 94). These profiles are obtained by electropolishing selected areas of 
the fracture surface so that its topography and underlying microstructure can be characterized simultaneously. It is seen 
that microvoids in the unaged weld are nucleated by inclusions and -ferrite particles (Fig. 20a), whereas microvoids in 
the aged weld are nucleated by inclusions, -phase, and M23C6 carbides (Fig. 20b). 



 

FIG. 20 SEM METALLOGRAPHIC/FRACTOGRAPHIC INTERFACE FOR TYPE 308 SHIELDED-METAL ARC WELDS. 
(A) IN THE UNAGED CONDITION, MICROVOIDS ARE NUCLEATED BY δ-FERRITE AND SILICON-RICH 
INCLUSIONS. (B) AFTER AGING δ-FERRITE TRANSFORMATION PRODUCTS, σ-PHASE (WHITE PHASE) AND 
M23C6 CARBIDES (ON PRIOR AUSTENITE-FERRITE BOUNDARIES) PROVIDE ADDITIONAL MICROVOID 
NUCLEATION SITES. SOURCE: REF 94 

The different aging responses exhibited by the various welds are attributed to the relative effectiveness of microvoid 
nucleation sites. While carbides and σ-phase provide additional nucleation sites in SMA welds, their effectiveness in 
nucleating microvoids is less than that associated with the inclusions already present in the as-welded condition. This 
accounts for the modest aging effects for SMA welds. In high-toughness GTA welds, the small inclusions and unaged δ-
ferrite resist failure, so they nucleate microvoids only after extensive plastic deformation. In this case, aging-induced 
carbides and σ-phase have a pronounced effect on toughness because they are more effective microvoid nucleation sites. 
It is noteworthy that even though aging of the GTA welds reduces fracture toughness by up to 60%, Jc values after aging 
(236 and 300 kJ/m2) are still substantially higher than the Jc value of 144 kJ/m2 for the unaged SMA weld. This 
comparison clearly shows that aging-induced carbides and σ-phase are less effective microvoid nucleation sites than the 
inclusions in SMA welds. 

Aging of type 308 (Ref 69) and 16-8-2 (Ref 94) GTA welds at 475 to 482 °C (Fig. 19b) causes about the same degree of 
toughness loss as 550 to 566 °C aging, although the embrittlement mechanisms are different. During long-term exposure 
at temperatures below 500 °C, spinodal decomposition of the δ-ferrite coupled with G-phase and carbide precipitation are 
responsible for the aging effects. Electron micrographs of the 475 °C aged weld (Fig. 21) reveal G-phase within the 
ferrite, M23C6 carbides along the ferrite-austenite interface, and a mottled ferrite appearance indicative of spinodal 
decomposition into α' (Ref 69, 70). Atom probe field ion microscopy of the aged ferrite confirms the spinodal 
decomposition into iron-rich α regions and chromium-rich α' regions with a periodicity of 6.5 nm (Ref 66). The α' 
embrittlement hardens the ferrite, making it an effective microvoid nucleation site that reduces upper-shelf fracture 
energy. The dominant role of the α' embrittlement mechanism was demonstrated using reversion heat treatment 
experiments where the aged weld was heat treated at 550 °C for 1 h (Ref 105). Because 550 °C is above the α+ α' 
miscibility gap and well below the G-phase and M23C6 solvus temperatures, the ferrite is homogenized while the 
precipitates are essentially unaffected. This treatment results in a substantial but not full recovery of the notch toughness, 
demonstrating that the spinodal reaction is responsible for most of the embrittlement while the second-phase precipitates 
play a minor role. 



 

FIG. 21 ELECTRON MICROGRAPHS OF AGED TYPE 308 WELD. (A) AGED AT 475 ° C FOR 1000 H, SHOWING 
MOTTLED STRUCTURE INDICATIVE OF SPINODAL DECOMPOSITION OF THE δ-FERRITE AND EXTENSIVE G-
PHASE PRECIPITATION. (B) AGED AT 475 °C FOR 4950 H, SHOWING M23C6 CARBIDES AT AUSTENITIC-FERRITE 
INTERFACE IN ADDITION TO G-PHASE PRECIPITATES WITHIN THE δ-FERRITE. SOURCE: REF 101 

Embrittlement rates at 400 to 450 °C are relatively slow due to the sluggish kinetics of spinodal decomposition and G-
phase precipitation. In this temperature regime (Fig. 19c), some welds show little or no aging effects after 5000 to 50,000 
h, while others show a modest toughness loss. Type 308 GTA and SMA welds aged for 10,000 h at 427 °C and type 316 
SMA weld aged for 50,000 h at 400 to 450 °C (Ref 55) show essentially no reduction in Jc or tearing modulus. Aging the 
type 308 GTA weld at 400 °C for times up to 5000 h causes only a 10% drop in Jc (from 770 to 700 kJ/m2), whereas 
aging at 475 °C for the same time produces a 60% decrease in toughness (Ref 70). Ould et al. (Ref 86) found that 400 °C 
exposure for 10,000 to 34,000 h has essentially no effect on the low-toughness weld but causes a 50% decrease in Jc for 
an intermediate-toughness weld. Faure et al. (Ref 15) also reported a modest effect of 10,000 h aging at 400 °C for a type 
316 GTA weld: Jc was reduced by 35%. 

Although long-term thermal exposure degrades the toughness of welds, the high post-aging Jc values indicate that 
sufficient toughness is retained to preclude nonductile fracture. Ductile tearing of aged materials occurs only after 
substantial plastic deformation, so fracture control of aged stainless steels is typically not a critical engineering issue. 

Fracture Toughness/Charpy Energy Correlations for Aged Stainless Steels 

A wealth of data (Ref 65, 69, 70, 105, 106, 107, 108, 109, 110, 111, and 112) shows that thermal aging causes up to a 
90% degradation in Charpy V-notch energy for both base metals and welds. For duplex welds, aging not only degrades 
the upper-shelf energy but also increases the ductile-brittle transition temperature. The Charpy energy response for a type 
308 GTA weld aged at 475 and 550 °C is shown in Fig. 22 (Ref 70). At both temperatures, 1000 to 5000 h agings 
decrease the upper-shelf energy by about 50% and increase the transition temperature by almost 100 °C. 



 

FIG. 22 CHARPY V-NOTCH ENERGY AS A FUNCTION OF TEST TEMPERATURE FOR A TYPE 308 GAS-TUNGSTEN 
ARC WELD, AGED AT 475 AND 550 °C. SOURCE: REF 70 

Sikka (Ref 106) developed the Larson-Miller type relationship in Fig. 23 that predicts the reduction in Charpy energy for 
type 316 in terms of exposure time (t in hours) and temperature (T in K) using:  

P = T(5.81 + LOG T) × 10-3  (EQ 7) 

where P is the Larson-Miller parameter. Although this correlation cannot account for the effects of composition, 
orientation, and δ-ferrite content in all heats and welds (Ref 94, 112), it provides satisfactory predictions of the degree of 
embrittlement for many materials. Sikka's observation that equivalent time-temperature combinations per Eq 7 produce 
similar intergranular carbide microstructures suggests that carbide precipitation is responsible for the aging-induced 
toughness degradation in type 316. This is consistent with the fractographic observations in Fig. 18(b), where aging-
induced M23C6 precipitates along grain boundaries reduce toughness by nucleating localized intergranular cracks. 



 

FIG. 23 CHARPY V-NOTCH IMPACT ENERGY RATIO FOR AGED VS. UNAGED MATERIALS AS A FUNCTION OF 
THE LARSON-MILLER TYPE PARAMETER DEVELOPED BY SIKKA (SEE TEXT AND REF 106). SOURCE: REF 106, 
107 (TYPE 316); REF 94 (TYPES 304 AND 308) 

In contrast to the large degradation in Charpy energy, some fracture mechanics studies (Ref 10, 94, 113) reveal that 
thermal aging produces only a modest reduction in Jc and tearing resistance. This behavior is illustrated in Fig. 24 for type 
304 and type 308 SMA weld aged at 566 °C for 10,000 h (Ref 94). The 60% reduction in blunt-notch Charpy impact 
energy for both materials, represented by the solid symbols in Fig. 23, agrees with the Larson-Miller type correlation 
developed by Sikka. In direct contrast to this response, however, precracked Charpy and fracture mechanics specimens 
show a much smaller aging effect. Aging reduces Jc values by about 20% and dJ/da values by 30%. This is consistent 
with the 25 to 35% reduction in precracked Charpy impact energy but is much less than the 60% reduction in Charpy V-
notch impact energy. 



 

FIG. 24 EFFECT OF THERMAL AGING ON THE NORMALIZED CHARPY V-NOTCH IMPACT ENERGY, PRECRACKED 
CHARPY IMPACT ENERGY, AND JC. CHARPY TESTS WERE PERFORMED AT 24 °C; JC TESTS WERE PERFORMED 
AT 538 °C. THE UNAGED TYPE 304 CHARPY V-NOTCH SPECIMEN DID NOT FRACTURE AT A NORMALIZED 
IMPACT ENERGY OF 4000 KJ/M2. SOURCE: REF 94 

Fractographic examinations reveal that the large degradation in Charpy V-notch energy after aging is due to differences in 
the energy required to initiate a crack from a blunt notch (Ref 94). The key fracture surface feature on unaged Charpy V-
notch specimens is a series of tear-arrest markings, where cracks initiate but are quickly arrested by the fracture-resistant 
matrix. The tremendous amount of energy required for crack reinitiation accounts for the high blunt-notch Charpy impact 
energy in the unaged condition. After aging, there is little or no evidence of arrest markings. In the aged base metal, 
intergranular M23C6 carbides render the grain boundaries susceptible to cracking. During the early stages of plastic 
straining, formation of an intergranular crack ahead of the notch serves as a starter crack that drastically reduces fracture 
energy. In the aged weld specimens, the M23C6 carbides and σ-phase provide additional microvoid nucleation sites that 
enhance cracking and thereby preclude formation of tear-arrest markings. These findings demonstrate that the large 
reduction in blunt-notch Charpy energy is due to aging-induced microstructural changes that markedly decrease the 
energy required to initiate a sharp crack. Because conventional Charpy data reflect the energy associated with nucleating 
a crack, rather than extending a pre-existing crack, they do not necessarily correlate with fracture mechanics properties. In 
many cases, blunt-notch Charpy data are an overly pessimistic indicator of thermal aging effects for stainless steel 
components containing cracks or crack-like defects. 

In contrast to this behavior, Alexander (Ref 70) found a good correlation between Charpy V-notch energy and fracture 
toughness for an aged type 308 GTA weld. For this weld, aging-induced microstructural changes appeared to have the 
same effect on the crack propagation energy and energy required to initiate a crack from a blunt notch. Although Charpy 
and fracture mechanics data correlate well for some welds, caution must be exercised when using conventional Charpy 
tests to infer the fracture toughness for this class of materials, because results are dominated by the energy required to 
initiate a sharp crack from a blunt notch, rather than the energy required to propagate a pre-existing crack. 
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Effect of Neutron Irradiation on Base Metal and Weld Toughness 

Irradiation-Induced Microstructure 

Neutron irradiation displaces atoms from normal lattice positions, thereby creating point defects. Although most point 
defects recombine, survivors diffuse and cluster to form an irradiated microstructure consisting of cavities, precipitates, 
and dislocations. Microstructural evolution is dependent on irradiation temperature, neutron fluence, flux, and energy 
spectrum (Ref 114, 115, 116, 117, 118, and 119). 

At temperatures below 350 °C, irradiation produces a very fine defect substructure consisting of small Frank interstitial 
loops and "black spot" damage, corresponding to nanometer-diameter vacancy or interstitial clusters. Between 350 and 



600 °C, the defect structure coarsens. Black spots are replaced by Frank loops, and eventually network dislocations and 
cavities evolve at high neutron exposures. Cavities are three-dimensional clusters of vacancies (voids), gas atoms 
(bubbles), or a combination of the two. Above 400 °C, irradiation induces precipitation of various phases, including G-
phase, Ni3Si, nickel- and silicon-rich M6C, M2P, M3P, and Laves phase (Ref 114, 115, 116, 120, and 121). 

The lattice defect structure and precipitates serve as obstacles to dislocation motion that strengthen the matrix. In addition, 
irradiation damage causes a large ductility loss and greatly diminished strain hardening capacity as the yield strength 
approaches the ultimate strength. The irradiation-produced microstructure also promotes a planar slip mechanism, termed 
dislocation channeling. Specifically, dislocation glide on a narrow band of slip planes sweeps irradiation-produced 
dislocation loops from the band, creating a defect-free channel with highly deformed voids (Ref 122). Because the 
channels offer much less resistance to dislocation motion than the unswept regions, subsequent dislocation activity is 
confined to the dislocation channels. This produces a very heterogeneous deformation mode. The irradiation-induced 
strengthening and enhanced planar slip cause a pronounced degradation in fracture resistance. 

Irradiation at temperatures above 600 °C does not cause significant displacement damage due to removal of lattice defects 
by annealing. Some degree of strengthening arises from second-phase precipitation, while significant reductions in 
ductility and toughness result from helium embrittlement. Helium, which is highly insoluble in metals, results from (n,α) 
transmutation of 10B per the 10B(n,α)7 Li reaction, and the two-step reaction with natural nickel: 58Ni(n,α)59Ni followed by 
59Ni(n,α)56Fe. It causes high-temperature embrittlement, regardless of whether the material is irradiated at high or low 
temperatures. During high-temperature exposure, helium diffuses to grain boundaries, rendering them susceptible to 
intergranular cracking, because helium atoms reduce the grain boundary cohesive strength and helium bubbles serve as 
local crack nuclei (Ref 118, 123). At temperatures above 600 °C, the helium embrittlement mechanism dramatically 
degrades the ductility and fracture toughness, but whenever the temperature falls below 600 °C this mechanism is not 
operative. 

The two parameters used to represent irradiation damage are neutron fluence in neutrons per square centimeter and the 
average number of displacements experienced by each atom, in displacements per atom (dpa). Displacements per atom, 
calculated as the product of total fluence and spectrum-averaged displacement cross section (Ref 124), is preferred 
because it accounts for the effectiveness of neutrons at various energies in damaging the lattice. 

Intermediate Temperature Irradiation of Base Metal 

The effect of intermediate temperature irradiation on the fracture toughness of types 304 and 316 is shown in Fig. 25. It is 
seen that irradiation damage can be separated into three regions: a threshold neutron exposure below which there is no 
loss in toughness, intermediate exposures where toughness decreases rapidly with neutron dose, and a saturation exposure 
above which increasing irradiation damage produces little or no additional reduction in toughness. The threshold neutron 
exposure for toughness degradation appears to be about 1 dpa, which is consistent with the threshold exposure of 1 dpa 
for tensile ductility degradation (Ref 126). Therefore, the tensile and fracture toughness responses for stainless steel 
components subjected to neutron exposures less than 1 dpa are not significantly affected. 



 

FIG. 25 JC AS A FUNCTION OF NEUTRON EXPOSURE FOR BASE METALS IRRADIATED AT INTERMEDIATE 
TEMPERATURES. VALUES OF DJ/DA (IN MPA) ARE PROVIDED IN PARENTHESES. SOURCE: REF 29, 42, 43, 47, 
85, AND 125 

Irradiation exposures between 1 and 10 dpa cause a substantial decrease in fracture resistance, with the largest effects 
occurring in high-toughness heats. At approximately 10 dpa, the degradation in fracture properties saturates at a Jc value 
of about 30 kJ/m2 and at dJ/da values less than 20 MPa, corresponding to tearing moduli less than 10 (Ref 43). The low 
tearing modulus indicates that highly irradiated stainless steels have little resistance to tearing at J-values above Jc. As a 
result of the dramatic decrease in toughness and increase in yield strength, postirradiation failures occur in or near the 
linear-elastic regime. The equivalent critical stress-intensity factor (KJc) computed from the saturation Jc value is 
approximately 70 MPa m , based on the following equation (Ref 127):  

KJC = (EJC)   (EQ 8) 

With this toughness level and postirradiation yield strengths of 600 to 700 MPa, 2 to 3 cm thick components provide 
sufficient constraint to satisfy plane-strain conditions. Under these conditions, acceptable load-crack length relationships 
can be computed using linear-elastic fracture mechanics concepts, based on critical KJc levels calculated from Eq 8. 

Limited postirradiation testing of other stainless steels reveals that they are also susceptible to irradiation embrittlement. 
Irradiation of type 348 to a fluence of 3 × 1022 neutrons/cm2 (E > 1 MeV) results in Jc values ranging from 20 to 24 kJ/m2 
(Ref 128), which is slightly lower than the saturation toughness of 30 kJ/m2 for types 304 and 316. Instrumented impact 
testing of precracked type 321 specimens irradiated at 230 and 400 °C to doses from 20 to 54 dpa reveals that Jmax values 
are reduced to as low as 50 kJ/m2 (Ref 129, 130). For highly irradiated materials, initiation of cracking occurs shortly 
before maximum load, so Jmax values slightly overestimate Jc. 



The degradation in toughness results from irradiation-induced strengthening and ductility loss, coupled with increased 
heterogeneous slip. At high neutron exposures, a fracture mechanism transition from dimple rupture to channel fracture is 
responsible for the dramatic reduction in toughness. The channel fracture mechanism (Ref 131) involves localized 
separation along intense dislocation channels, which produces the crystallographic faceted appearance shown in Fig. 
26(a) (Ref 43). The stepped facets are steeply inclined to the overall crack plane, demonstrating that their formation 
involves a shear process rather than cleavage. When channel fracture becomes the dominant mechanism at about 10 dpa, 
the toughness degradation saturates at about 30 kJ/m2 (Ref 43). The reduced data scatter in the saturation regime reflects a 
tendency of the irradiated alloys to evolve toward a saturation microstructure, where the density of irradiation-produced 
defects saturates with continued exposure. Because the saturation microstructure is independent of the starting condition, 
the variability in postirradiation toughness is greatly diminished. 

 

FIG. 26 SEM FRACTOGRAPHS SHOWING THE STEPPED FACETS INDICATIVE OF CHANNEL FRACTURE. (A) TYPE 
316 IRRADIATED TO 17 DPA. (B) A TYPE 308 SHIELDED-METAL ARC WELD IRRADIATED TO 14 DPA. NOTE THE 
PRESENCE OF MICROVOIDS SUPERIMPOSED ON CRYSTALLOGRAPHIC FACETS IN THE WELD. SOURCE: REF 43 

Intermediate Temperature Irradiation of Welds 

The effect of intermediate temperature irradiation on the toughness of welds is demonstrated in Fig. 27. As with the base 
metal, irradiation effects can be categorized into the threshold, transition, and saturation regimes. Exposures up to 1 dpa 
have no significant effect on fracture resistance. In the transition region beyond 1 dpa, fracture resistance diminishes more 
rapidly than in the base metal because the embrittled δ-ferrite serves as an effective microvoid nucleation site. At 
exposures above 10 dpa, saturation Jc values range from 10 to 30 kJ/m2 and dJ/da values are less than 20 MPa (Ref 43, 
55, 85). Equivalent KJc values range from 40 to 70 MPa m . At these toughness levels, 1 to 2 cm thick welded 
components possess sufficient constraint to induce plane-strain fracture conditions. 



 

FIG. 27 JC AS A FUNCTION OF NEUTRON EXPOSURE FOR WELDS IRRADIATED AT INTERMEDIATE 
TEMPERATURES. VALUES OF DJ/DA (IN MPA) ARE PROVIDED IN PARENTHESES. SOURCE: REF 29, 43, 47, 55, 
85, AND 125 

Fracture surfaces for highly irradiated welds, shown in Fig. 26(b), exhibit channel fracture with small microvoids 
superimposed on the crystallographic facets (Ref 43). The microvoids are nucleated by failure of embrittled -ferrite 
particles, but they cannot develop into dimples due to restricted plastic deformation capabilities after irradiation. These 
small holes act as stress concentrators and prematurely nucleate channel fracture, which causes saturation Jc levels for 
welds to fall below base metal values. 

Low-Temperature Irradiations 

The fracture toughness responses for base metals, heat-affected zones, and welds irradiated at low temperatures are 
summarized in Fig. 28 and 29. Irradiation of types 304, 316, and PCA to 2 or 3 dpa causes a 25 to 60% reduction in Jc and 
less than a 40% reduction in dJ/da. The diminished fracture resistance is due to formation of black spot damage and 
faulted Frank loops that increase the yield strength from 230 to 650 MPa (Ref 52). The overall fracture resistance remains 
high after irradiation, except for the type 316 heat with a postirradiation Jc of 155 kJ/m2 and dJ/da of 30 MPa (Ref 52). 
This air-melted heat contains an unusually high volume of nonmetallic inclusions that promote microvoid coalescence. 
Hence, the inferior postirradiation toughness reflects the poor tearing resistance of this air-melted heat, coupled with a 
90% increase in flow strength after irradiation. The other heats possess good tearing resistance, with postirradiation dJ/da 
values ranging from 90 to 290 MPa. 



 

FIG. 28 JC AS A FUNCTION OF NEUTRON EXPOSURE FOR BASE METALS IRRADIATED AT LOW TEMPERATURES. 
VALUES OF DJ/DA (IN MPA) ARE PROVIDED INSIDE PARENTHESES. SOURCE: REF 35, 52 



 

FIG. 29 JC FRACTURE TOUGHNESS AS A FUNCTION OF NEUTRON EXPOSURE FOR WELDS AND HEAT-AFFECTED 
ZONE IRRADIATED AT LOW TEMPERATURES. VALUES OF DJ/DA (IN MPA) ARE PROVIDED IN PARENTHESES. 
SOURCE: REF 35, 52, 71 

Figure 29 reveals that the heat-affected zone and welds are more sensitive to low-temperature irradiation than the base 
metal, which is consistent with the intermediate-temperature response. Irradiation to 2 or 3 dpa causes a 50 to 60% 
decrease in Jc and a 40 to 60% decrease in dJ/da for type 308 GMA and 316 GTA welds and the type 304 heat-affected 
zone. While the PCA gas-tungsten arc weld shows the greatest irradiation sensitivity, its toughness after irradiation to 3 
dpa remains very high, with a postirradiation Jc of 317 kJ/m2 and dJ/da of 130 MPa. The high postirradiation dJ/da 
values, ranging from 150 to 260 MPa, indicate that the GTA and GMA welds retain good fracture resistance at 
intermediate neutron exposures. Moreover, the postirradiation fracture toughness of the PCA electron beam weld is 
exceptionally high, with a Jc of 882 kJ/m2 and dJ/da of 290 MPa. 

Irradiation of the type 304 heat-affected zone to 2 dpa reduces Jc from 150 to 75 kJ/m2 and dJ/da from 102 to 33 MPa. 
The inferior fracture properties for the irradiated heat-affected zone result from a combination of rather low toughness in 
the nonirradiated condition and a 50% increase in flow strength after irradiation. 

Postirradiation Fracture Toughness of Cold-Worked Material 

Figure 30 shows that intermediate-temperature irradiation of 20% cold-worked type 316 to fluences greater than 10 × 1022 
neutrons/cm2 (E > 0.1 MeV), corresponding to neutron exposures greater than 57 dpa (Ref 132), causes a 50% decrease in 
Jc and an order of magnitude reduction in dJ/da (Ref 133, 134, 135). Postirradiation Jc values are relatively independent 
of test temperature between 24 and 538 °C, ranging from 25 to 45 kJ/m2, but drop to 6 kJ/m2 at 649 °C. Tearing resistance 
is also dependent on test temperature: dJ/da approaches zero at 24 °C and ranges from 10 to 70 MPa at 200 to 538 °C. 



 

FIG. 30 TEMPERATURE DEPENDENCE OF JC FOR NONIRRADIATED AND IRRADIATED 20% COLD-WORKED TYPE 
316. VALUES OF DJ/DA (IN MPA) ARE PROVIDED IN PARENTHESES. SOURCE: REF 133, 134, 135 

While the nonirradiated material exhibits ductile dimple rupture at all test temperatures, operative fracture mechanisms in 
the irradiated condition are dependent on test temperature (Ref 134, 135). Interphase fracture between the austenite (γ) 
matrix and deformation-induced ε(hexagonal close-packed) martensite platelets results in the exceptionally low tearing 
resistance at 24 °C (Ref 135). Channel fracture is the dominant cracking mechanism between 205 and 538 °C, and 
intergranular fracture due to a helium embrittlement mechanism is responsible for the severe toughness loss at 649 °C 
(Ref 134). 

At intermediate neutron exposures, between 3 and 8 dpa, cold-worked type 316 shows less irradiation sensitivity than its 
solution-annealed counterpart. Michel and Gray (Ref 85, 136) report that intermediate temperature irradiation of 20% 
cold-worked type 316 to 8 dpa results in only a 10% reduction in Jc and has no effect on dJ/da, as shown in Fig. 31. Well-
defined microvoid coalescence is observed in both the nonirradiated and irradiated materials, which is consistent with the 
irradiation-insensitive response. Although fracture properties are unaffected by irradiation, the flow strength is increased 
from 585 to 760 MPa. 



 

FIG. 31 EFFECT OF IRRADIATION TO 3 AND 8 DPA ON THE FRACTURE TOUGHNESS OF COLD-WORKED TYPE 
316. SPECIMENS WERE IRRADIATED AND TESTED AT THE SAME TEMPERATURE. VALUES OF DJ/DA (IN MPA) 
ARE PROVIDED IN PARENTHESES. SOURCE: REF 52, 85, 136 

The effect of 90 °C irradiation to 3 dpa on the fracture toughness of two heats of cold-worked type 316 and one heat of 
cold-worked PCA is also shown in Fig. 31 (Ref 52). The cold-worked PCA and high-toughness heat of cold-worked type 
316 show a modest irradiation effect. A more pronounced effect is displayed by the low-toughness heat of cold-worked 
type 316: Jc is reduced from 39 to 21 kJ/m2 and the tearing modulus is zero in both the nonirradiated and irradiated 
conditions. The inferior fracture resistance for this air-melted heat is due to an exceptionally high density of inclusions. 
The abundance of large inclusions aligned in the cracking direction, coupled with the cold-worked matrix, promote 
microvoid nucleation and growth, which causes a low Jc and zero tearing resistance in the nonirradiated condition. 
Irradiation strengthening further restricts plastic deformation capabilities and degrades Jc to 21 kJ/m2, even though the 
neutron exposure is only 3 dpa. 

The lower-bound postirradiation Jc values of 20 to 25 kJ/m2 for cold-worked type 316 tested at temperatures up to 538 °C 
correspond to KJc values of 55 to 65 MPa m . These low toughness levels, coupled with yield strengths on the order of 
800 MPa, indicate that fracture of cold-worked stainless steels in the highly irradiated condition is an important design 
issue and linear-elastic fracture mechanics can be used to predict failure conditions. At 649 °C, helium embrittlement 
degrades Jc to 6 kJ/m2, corresponding to a KJc of only 30 MPa m . This low toughness indicates that brittle fracture of 
highly irradiated stainless steels is an issue at temperatures above 600 °C, where the helium embrittlement mechanism is 
operative. 
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Cryogenic Fracture Toughness 

Base Metals 

Austenitic stainless steels, which are used extensively at cryogenic temperatures, can be separated into two categories: 1) 
metastable alloys (e.g., types 304 and 316 and their welds) that undergo a deformation-induced partial transformation of 
the austenite (face-centered cubic) to ' (bcc) martensite and -martensite, and 2) fully stable alloys (e.g., types 310, 330, 
and the Nitronic series of alloys) that resist phase transformations at cryogenic temperatures as low as -269 °C. (The 
deformation-induced ' martensite transformation occurring at -269 °C is different than the ' embrittlement due to 
spinodal decomposition at approximately 475 °C. Unfortunately, the literature uses the term ' for both phases.) 
Evidence of martensitic phases has been detected in the crack-tip plastic zones of type 304 and 316 specimens tested at -
269 °C (Ref 51, 137, 138, 139, 140, and 141) but not at 24 °C except after high irradiation exposure. 

Nitrogen-strengthened stainless steels, including AISI types 304N, 304LN, 316N, 316LN, and Nitronic alloys, are 
attractive because nitrogen stabilizes the austenite with respect to the martensite transformation and is an effective 
strengthener, particularly at -269 °C. The effect of interstitial carbon plus nitrogen on the yield strength of type 304 at 
temperatures between 22 and -269 °C is shown in Fig. 32 (Ref 142). Increasing the carbon plus nitrogen content from 0.1 
to 0.3 wt% increases strength by 70% at room temperature and by 200% at -269 °C. At room temperature the effects of 
carbon and nitrogen are similar, whereas nitrogen is a more potent strengthener with decreasing temperature. Hence, the 
strength of these alloys can be tailored for demanding cryogenic applications by adjusting the nitrogen concentration. 

 

FIG. 32 EFFECT OF CARBON PLUS NITROGEN CONTENT ON THE YIELD STRENGTH OF TYPE 304. SOURCE: REF 
142 

The vast majority of austenitic stainless steel base metals do not exhibit a ductile-brittle transition temperature 
phenomenon, but their fracture toughness may tend to decrease at cryogenic temperatures due to increased strength and 
reduced ductility. This effect is most pronounced in nitrogen-strengthened alloys where the hardened matrix restricts 



plastic deformation. In extreme cases, such as in Nitronic alloys with low nickel and high nitrogen tested near absolute 
zero, a ductile-brittle transition associated with slip band cracking (see below) can occur. But most austenitic stainless 
steels are inherently ductile alloys and microvoid coalescence is the dominant cracking mechanism at all temperatures 
from -269 to 550 °C. 

Extensive fracture toughness testing of 300-series stainless steels and their welds has revealed that these materials retain 
good fracture resistance at cryogenic temperatures. Figure 33 shows the effect of decreasing temperature on Jc for type 
304N, 316, 310, and Fe-Cr-Ni-Mn-N stainless steels. The alloys with deliberate nitrogen additions show reduced 
toughness with decreasing temperature due to significant strengthening and ductility loss. Decreasing the temperature 
from 24 to -269 °C causes a two- to three-fold increase in yield strength and at least a factor of 2 decrease in elongation. 
The most dramatic temperature effect occurs between -196 and -269 °C, where yield strength increases by about 30 to 
40% and elongation decreases by 10 percentage points. For types 316 and 310 without nitrogen additions, Jc increases 
slightly as temperature is decreased. Their yield strengths at -269 °C (545 and 765 MPa) are less than those for type 304N 
(794-986 MPa) and Fe-Cr-Ni-Mn-N alloys (986-1540 MPa). Thus, the smaller degree of strengthening experienced by 
types 316 and 310 accounts for their improved cryogenic fracture resistance. 

 

FIG. 33 EFFECT OF CRYOGENIC TEMPERATURE ON JC FOR STAINLESS STEELS. SOURCE: REF 51 (TYPE 316); 
REF 140, 141 (TYPE 304N); REF 51 (TYPE 310); REF 51, 57, 143 (FE-CR-NI-MN-N) 

The -269 °C fracture toughness values for types 316 and 310 are plotted in Fig. 34 as a function of yield strength. The 
higher yield strengths are achieved by increasing the nitrogen content. While Jc tends to decrease with increasing strength, 
there is considerable variability at any particular strength level. To account for data scatter, 90%/95% global tolerance 
limits bracketing 90% of the population at a 95% confidence level were developed (Ref 19) assuming that Jc values are 
log-normally distributed. The best-fit regression line and tolerance limits are represented by the solid and dashed lines. 
The order-of-magnitude scatter in Jc, which is consistent with the degree of scatter observed at room temperature (Fig. 2), 
is attributed to differences in inclusion density and morphology, chemistry, and crack orientation. At strength levels 
below 700 MPa, the mean Jc values of 400 to 600 kJ/m2 at -269 °C are somewhat lower than the mean Jc of 672 kJ/m2 at 
room temperature. This indicates that cryogenic temperatures cause a modest toughness degradation in low-strength, low-



nitrogen stainless steels. As nitrogen content and strength increase, mean Jc values are significantly lower because these 
materials show a greater temperature dependence. 

 

FIG. 34 SUMMARY OF -269 °C TOUGHNESS AS A FUNCTION OF YIELD STRENGTH. THE SOLID LINE 
REPRESENTS A LEAST-SQUARES EXPONENTIAL REGRESSION OF THE DATA, AND THE DASHED LINES 
CORRESPOND TO LINEARIZED 90/95% TOLERANCE LIMITS. SOURCE: REF 51, 144 (TYPE 316); REF 145 (TYPE 
316L); REF 146 (TYPE 316N); REF 139, 143, 144, 147, 148, 149, 150, 151, 152, 153, 154, AND 155 (TYPE 
316LN); REF 51, 143 (TYPE 310); REF 138, 156, 157 (TYPE 310S) 

Cryogenic fracture toughness values for type 310 and for 310S, a low-carbon version of type 310, are also represented in 
Fig. 34. Jc values for these high-nickel stainless steels are consistent with the mean toughness of nitrogen-strengthened 
type 316, with a yield strength of approximately 800 MPa. 

The cryogenic fracture toughness for type 304, summarized in Fig. 35, shows the same trends as that for type 316. Both 
alloys exhibit an order-of-magnitude scatter in Jc and comparable reductions in Jc with increasing strength. It is seen that 
mean and lower-bound Jc values for type 304 are about 40% lower than those for type 316. 



 

FIG. 35 SUMMARY OF -269 °C TOUGHNESS AS A FUNCTION OF YIELD STRENGTH. THE SOLID LINE 
REPRESENTS A LEAST-SQUARES EXPONENTIAL REGRESSION OF THE DATA, AND THE DASHED LINES 
CORRESPOND TO LINEARIZED 90/95% TOLERANCE LIMITS. SOURCE: REF 137, 158, 159 (TYPE 304); REF 138, 
145 (TYPE 304L); REF 140, 146, 159 (TYPE 304N); REF 57, 159 (TYPE 304LN) 

Minimum-expected Jc levels exceed 100 kJ/m2 for type 304 at strength levels less than 600 MPa and for types 316 and 
310 at strength levels less than 800 MPa; hence, fracture is not a primary design issue. As strength levels increase, 
however, the decrease in Jc causes increased fracture concerns. In the high-strength regime, conventional stress and strain 
design limits should be supplemented with fracture mechanics analyses to provide adequate protection against fracture for 
critical engineering applications. Minimum expected toughness values at yield strengths of approximately 1000 MPa are 
40 to 60 kJ/m2, corresponding to KJc values of 90 to 110 MPa m . At these toughness levels, 2 to 3 cm thick components 
provide sufficient constraint to induce plane-strain fracture conditions. As a result, a linear-elastic fracture mechanics 
methodology can be used to compute critical flaw sizes for large cryogenic components with yield strengths in excess of 
1000 MPa. 

The difference in fracture toughness behavior between types 304 and 316 is attributed to differences in nickel content. 
Nickel is beneficial to fracture toughness because it stabilizes the austenite and promotes dislocation cross-slip by 
increasing the stacking fault energy. Purtscher and Reed (Ref 160) systematically varied the nickel content in 19Cr-4Mn 
stainless steel and found that increasing it from 9 to 14 wt% more than doubled Jc without sacrificing strength, as shown 
in Fig. 36. Types 304 and 304N contain between 8 and 10.5 wt% Ni, while types 316 and 316N contain 10 to 14 wt% Ni. 
Hence, the lower nominal nickel content in type 304 is responsible for its 40% lower Jc values relative to type 316. In 
addition, nickel content partly accounts for the observed heat-to-heat variability. The type 304 heat falling below the 
lower tolerance limit in Fig. 36 contains 8.0 wt% Ni (Ref 137), the minimum allowable level, and the two points just 
above the tolerance limit represent only 8.3 and 8.7 wt% Ni (Ref 138, 159). 



 

FIG. 36 EFFECT OF NICKEL CONTENT ON JC FOR 19CR-4MN STAINLESS STEEL AT -269 °C. THE YIELD 
STRENGTH FOR EACH HEAT IS PROVIDED IN PARENTHESIS. SOURCE: REF 160 

Manganese and molybdenum additions also improve the overall strength-to-toughness response (Ref 141, 153, 160). The 
beneficial effect of manganese has been clearly demonstrated by systematically varying the manganese and nitrogen 
contents in manganese-modified type 304LN (Ref 141, 160). Figure 37 shows that increasing manganese from 1 to 6 wt% 
doubles Jc while increasing yield strength by 20%. The role of molybdenum is less clear. Purtscher et al. (Ref 153, 160) 
found that molybdenum additions up to 3 wt% significantly increased strength while causing a slight decrease in Jc. The 
overall strength-to-toughness response, however, tends to improve. The beneficial influence of manganese and 
molybdenum, like that of nickel, is believed to be associated with enhanced stability of the austenite and increased 
stacking fault energy (Ref 160). 



 

FIG. 37 EFFECT OF MANGANESE AND NITROGEN CONTENTS ON JC FOR MODIFIED TYPE 304LN AT -269 °C. 
THE YIELD STRENGTH FOR EACH HEAT IS PROVIDED IN PARENTHESES. SOURCE: REF 160 

Figure 37 also shows that increasing the nitrogen from 0.1 to 0.2 wt% increases the yield strength of type 304LN at -269 
°C by 250 to 300 MPa. But unlike nickel and manganese, nitrogen increases strength at the expense of ductility. 
Consequently, nitrogen additions significantly degrade fracture resistance. 

Nitrogen-strengthened stainless steels with high nickel, manganese, and molybdenum have been developed to take 
advantage of the improved fracture resistance and yield strengths up to 1800 MPa. High-manganese and high-nickel 
stainless steels include Nitronic 33, Nitronic 40, Nitronic 50, JN1 (Fe-25Cr-15Ni-4Mn), and others with 13-25 wt% Mn. 
The strength-to-toughness behavior for these alloys is compared with that for types 304 and 316 in Fig. 38. For yield 
strengths up to 1200 MPa, the toughness range for the manganese-modified alloys and type 304N are similar. In addition, 
the rate at which toughness decreases with increasing strength is essentially the same for all materials represented in Fig. 
38, but the manganese additions allow yield strength levels up to 1800 MPa to be achieved. 



 

FIG. 38 JC AS A FUNCTION OF YIELD STRENGTH FOR FE-CR-NI-MN-N STAINLESS STEELS TESTED AT -269 °C. 
THE SCATTER BANDS REPRESENT THE RANGE OF TOUGHNESS-STRENGTH VALUES FOR TYPES 316 AND 304. 
SOURCE: REF 57, 143 (NITRONIC 33); REF 51, 57 (NITRONIC 40); REF 57 (NITRONIC 50); REF 143, 161 
(JN1); REF 162, 163, 164, 165, 166, 167, 168, AND 169 (OTHER FE-CR-NI-MN-N ALLOYS) 

Figure 39 shows the strength-to-toughness relationship for stainless steels with high nickel, manganese, and molybdenum, 
including Kromarc® 58 (23Ni-16Cr-9Mn-2Mo), JK1 (13Ni-2Mo-1.3Mn), JJ1 (12Ni-10Mn-5Mo), and other Fe-Cr-Ni-
Mn-Mo-N stainless steels with 13 wt% Ni, 3 to 7.5 wt% Mo, and 1 to 22 wt% Mn. Where strength levels overlap, 
toughness values for these high-alloy materials correspond to the upper portion of the range for type 316. The lower 
90%/95% tolerance limit for Fe-Cr-Ni-Mn-Mo-N alloys is higher than those for the other alloys, indicating that Fe-Cr-Ni-
Mo-N alloys possess superior fracture resistance. 



 

FIG. 39 JC AS A FUNCTION OF YIELD STRENGTH FOR FE-CR-NI-MN-MO-N STAINLESS STEELS TESTED AT -269 
°C. THE SCATTER BANDS REPRESENT THE RANGE OF TOUGHNESS-STRENGTH VALUES FOR TYPES 316 AND 
304. SOURCE: REF 156 (KROMARC 58); REF 145 (JK1); REF 161 (JJ1); REF 170, 171 (OTHER FE-CR-NI-MN-
MO-N STAINLESS STEELS) 

Microvoid coalescence is the dominant cracking mechanism in most austenitic steels at cryogenic temperatures, but 
nitrogen-strengthened alloys also exhibit slip-band cracking (Ref 137, 162, 163, 168, and 169) where separation along 
planar slip bands results in the crystallographic faceted appearance shown in Fig. 40 (Ref 168). Accumulation of 
dislocation-induced defects along slip bands leads to localized cracking under the influence of resolved tensile stresses. 
Increasing amounts of slip-band cracking are observed in low-toughness, high-strength alloys, at extreme temperatures. In 
certain alloys of the Nitronic steels, slip band cracking is the predominant failure mechanism at -269 °C, so that a ductile-
brittle transition occurs in the extreme cryogenic regime (Ref 168). 

 

FIG. 40 CRYSTALLOGRAPHIC FACETS INDICATIVE OF SLIP-BAND CRACKING IN FE-18CR-3NI-13MN-0.37N 



TESTED AT -269 °C. SOURCE: REF 168 

Stable and metastable stainless steels exhibit serrated load-displacement curves during tensile and fracture toughness 
testing at -269 °C, but not at temperatures above -230 °C. A typical example of a serrated load-displacement curve for 
type 310S is shown in Fig. 41 (Ref 157). The first serrations occur shortly after specimens experience appreciable 
plasticity, but prior to the onset of measurable crack extension. Their magnitude and periodicity are very reproducible. 
These features are not associated with phase transformations because they occur in both stable and metastable alloys. 
Neither are they associated with a fracture mechanism transition, because microvoid coalescence is the dominant fracture 
mechanism. Basinski (Ref 172) and Tobler (Ref 157) proposed that serrations result from an avalanche of dislocation 
motion associated with an adiabatic temperature increase. Adiabatic heating has a much greater impact at -269 °C because 
the specific heats are about 200 to 300 times lower than at room temperature. Typical specific heat values (Ref 173, 174, 
175, and 176) for types 304 and 316 are 450 to 500 J kg-1 K-1 at room temperature, 140 to 280 J kg-1 K-1 at -196 °C, and 2 
to 4 J kg-1 K-1 at -269 °C. Therefore, small amounts of thermal energy at -269 °C create a substantial adiabatic 
temperature rise that causes thermal softening due to the lower strength at higher temperatures. Because thermal 
conductivities are also low at this temperature, the region experiencing higher temperatures is very localized. During the 
load drop, plastic strain rates associated with an avalanche of dislocation motion in the thermally softened region exceed 
applied strain rates. Eventually the plastic strain instability arrests when the deformation process becomes stable due to 
local strain hardening and an increase in specific heat that precludes continued temperature increase. The flow process is 
then stable until the entire specimen cools to -269 °C and additional plastic straining reinitiates this process, thereby 
accounting for the reproducibility of the serrations. 

 

FIG. 41 SERRATED LOAD-DISPLACEMENT CURVE FOR TYPE 310S AT -269 °C. SOURCE: REF 157 

Welds 

At cryogenic temperatures, welds typically exhibit higher strength and lower toughness than their base metal counterparts. 
The inferior toughness is associated with the presence of nonmetallic inclusions and δ-ferrite, which undergoes a ductile-
brittle transition. Under cryogenic conditions, cleavage fracture of the δ-ferrite creates a network of microcracks ahead of 
a crack front. Subsequent cracking of the austenite matrix then causes an overall crack advance. Because cracks 
preferentially seek out the brittle δ-ferrite, the relative amount of cleavage fracture observed on the fracture surface tends 
to be much greater than the percentage of δ-ferrite present in the weld. In addition, as the volume fraction of δ-ferrite 
increases, its interconnected nature provides a low-energy crack path that reduces the overall cracking resistance. For 
optimum toughness, weld compositions are adjusted to produce the minimum amount of δ-ferrite that precludes 



microfissuring. Accordingly, cryogenic grades of filler metal are often specially formulated to produce low ferrite levels 
(i.e., ferrite numbers less than 2) and low-impurity concentrations to minimize the potential for microfissuring. 

Figure 42 summarizes the toughness response of welds at -269 °C. The GTA, EB, laser, GMA, SMA, SA and FCA 
welding processes are represented. The wide variation in toughness is associated with differences in welding process, 
nonmetallic inclusion density, δ-ferrite content, and strength. Although toughness responses for the various filler metals 
overlap, the limited data base indicates that Jc values for type 308 welds tend to be slightly lower than the nominal values 
for type 316 welds. This difference is probably related to variations in nickel content: type 308 welds contain 9 to 11 wt% 
Ni, whereas type 316 welds contain 11 to 14 wt% Ni. There is no systematic difference in Jc among type 316, 310S, and 
330 welds, whereas experimental nitrogen-strengthened welds with high nickel, manganese, and molybdenum typically 
exhibit higher Jc values. 

 

FIG. 42 FRACTURE TOUGHNESS OF WELDS FABRICATED USING DIFFERENT PROCESSES. GTA, GAS-
TUNGSTEN ARC; EB ELECTRON BEAM; L, LASER; GMA, GAS-METAL ARC; SMA, SHIELDED-METAL ARC; SA, 
SUBMERGED ARC; FCA, FLUX-CORED ARC. SOURCE: REF 81, 177 (TYPE 316); REF 78, 79, 80, 81, 83, 89, AND 
177 (TYPE 316L); REF 82, 154 (TYPE 316LN); REF 81 (TYPE 308); REF 73, 79, 81 (TYPE 308L); REF 169 (TYPE 
310S); REF 73 (TYPE 330); REF 90, 166, 170, 178, AND 179 (FE-CR-NI-MN-N); REF 90, 170, 178, 180, AND 
181, (FE-CR-NI-MN-MO-N) 

The trends associated with welding process are consistent with ambient- and elevated-temperature findings. GTA and 
GMA welds consistently show the highest fracture resistance, while SA and FCA welds possess the lowest. Two FCA 
welds were found to be very brittle, with valid KIc levels of 66 and 79 MPa m , corresponding to Jc values of 20 and 25 
kJ/m2 (Ref 79). SMA welds display low to intermediate toughness values, with the lowest values (about 40 kJ/m2) being 
similar to the limiting toughness for SA welds. 



Laser and EB welds generally exhibit high fracture toughness values, comparable to those for GTA and GMA welds. 
Although the type 316 EB and laser welds show only intermediate toughness values of 120 and 100 kJ/m2, these values 
are matched reasonably well to the base metal toughness of 160 kJ/m2 (Ref 154). Because the EB and laser welding 
processes remelt the base metal, use of high-toughness base metal heats is expected to increase the weld toughness. 

The inferior toughness of SA welds and some SMA welds is associated with a high density of nonmetallic inclusions. 
These processes tend to produce significant amounts of silicon and oxygen-rich inclusions that serve as effective 
microvoid nucleation sites, comparable to the behavior at ambient and elevated temperatures. GTA, GMA, EB and laser 
welding processes produce cleaner welds with superior fracture resistance. Although GMA welds are significantly cleaner 
than SMA and FCA welds, oxygen pickup from argon-oxygen shield gas increases the amount of oxide inclusions (Ref 
82, 83). Thus, when high-oxygen shield gases are used to fabricate GMA welds, the fracture toughness is degraded due to 
an increase in inclusion density. The low toughness of the FCA welds is attributed to high nitrogen contents (Ref 79). 
Because this process is self-shielded without an inert shielding gas, it tends to pick up nitrogen from the atmosphere, 
which increases strength but reduces toughness. Based on these observations, optimum cryogenic fracture resistance can 
be achieved by selecting: 1) weld processes that minimize inclusion contents, 2) inert shielding gases that minimize 
oxygen and nitrogen uptake, and 3) filler metal compositions that minimize δ-ferrite while guarding against 
microfissuring. 

In Fig. 43, comparison of the -269 °C toughness-to-strength behavior for type 308 and 316 welds (solid symbols) with the 
base metal response reveals that the weld toughness is often undermatched. At comparable strength levels, Jc values for 
SA welds are consistently below the lower-bound toughness for the base metal, while Jc values for SMA welds straddle 
the lower-bound toughness limit for the base metal. Toughness values for GMA and GTA welds are within the base metal 
scatter band. 

 

FIG. 43 JC VS. YIELD STRENGTH AT -269 °C FOR WELDS. THE SCATTER BAND REPRESENTS THE RANGE OF 
TOUGHNESS AND STRENGTH VALUES FOR BASE METALS. SOLID SYMBOLS REPRESENT TYPES 308 AND 316; 
OPEN SYMBOLS AND ASTERISKS REPRESENT FE-CR-NI-MN-N AND FE-CR-NI-MN-MO-N. GTA, GAS-TUNGSTEN 
ARC; EB, ELECTRON BEAM; GMA, GAS-METAL ARC; SMA, SHIELDED-METAL ARC; SA, SUBMERGED ARC; FCA, 



FLUX-CORED ARC. SOURCE: REF 73, 79, 81 (TYPE 308); REF 78, 79, 80, 81, 82, 83, 89, 154, 177, AND 179 
(TYPE 316); REF 90, 166, 170, 178, AND 179 (FE-CR-NI-MN-N); REF 90, 170, 178, 180, AND 181 (FE-CR-NI-
MN-MO-N) 

The toughness of GTA, GMA, EB, and laser welds, with Jc values typically above 100 kJ/m2 at -269 °C, is sufficiently 
high to avoid fracture concerns for most cryogenic applications. Significant plastic deformation is required to cause rapid 
crack extension, so conventional stress and strain design limits adequately guard against failure. The lower toughness of 
SA and SMA welds, with lower-bound Jc values on the order of 40 kJ/m2, demonstrates that they are more susceptible to 
cracking. Hence, for critical cryogenic applications involving SA and SMA welds, fracture is a design concern and 
fracture mechanics evaluations should be used to demonstrate adequate performance. The 308L FCA welds exhibit a 
brittle fracture response with valid KIc values as low as 66 MPa m . Because this type of weld is susceptible to brittle 
fracture, linear-elastic fracture mechanics analysis should be an integral part of the design to provide protection against 
unstable fracture. 

Microfissure-free and δ-ferrite-free welds with high alloy contents are currently being developed to improve both strength 
and toughness. This includes Fe-Cr-Ni-Mn-N welds with 5 to 20 wt% Ni and 5 to 22 wt% Mn, Fe-Cr-Ni-Mo-N welds 
with 12 to 25 wt% Ni and 2 to 5 wt% Mo, and Fe-Cr-Ni-Mn-Mo welds with 5 to 20 wt% Ni, 4 to 14 wt% Mn, and 1 to 3 
wt% Mo. Strength levels for these welds are typically controlled by nitrogen additions. The high nickel, manganese, and 
molybdenum contents are designed to improve strength and toughness by enhancing austenite stability, increasing 
stacking fault energy, and eliminating -ferrite from the weld fusion zone. As shown in Fig. 43, tensile and fracture 
toughness data for these welds (open symbols and asterisks) show increased strength and significantly improved fracture 
resistance for each welding process. The increase in SA weld toughness is particularly noteworthy. It is seen that fracture 
properties for these developmental welds are closely matched with the base metal toughness. 

Charpy Impact Energy/Fracture Toughness Correlations at -269 °C 

A significant amount of work has been performed to explore the possibility of establishing a correlation between Charpy 
impact energy and Jc at cryogenic temperatures, so that fracture toughness can be estimated from a simple and 
inexpensive Charpy test. While limited success has been made at -196 °C (Ref 73, 80, 143, and 177), there is no general 
correlation between Jc and Charpy impact energy at -269 °C due to adiabatic heating of the specimen during impact 
loading (Ref 143, 182, 183, and 184). As a result of the exceptionally low specific heats at -269 °C, adiabatic heating is 
unavoidable and can cause a large rise in the local temperature. In fact, the actual fracture temperature for Charpy 
specimens with an initial temperature of -269 °C can be above -200 °C. Thus, Charpy impact energy results for base 
metal and welds should not be used to estimate Jc or even infer fracture trends at -269 °C, because such data may they 
significantly overestimate fracture energy and incorrectly rank materials with different temperature sensitivities. 
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Introduction 

WROUGHT DUPLEX STAINLESS STEELS have been used for more than 60 years (Ref 1). Over the years much effort 
has been devoted to production and welding metallurgy, as well as corrosion research of the duplex stainless steels. 
Therefore, duplex stainless steels are today established in a wide product range. In most cases duplex stainless steels are 
selected because they combine high strength and excellent corrosion resistance. 

Typical chemical compositions of wrought duplex stainless steels are given in Table 1 (Ref 2), where a general 
description of the properties of duplex stainless steels is also given. The welding metallurgy of the duplex stainless steels 
is reviewed in Ref 3. During production and use, many different phases can be present in the duplex stainless steels due to 
high levels of chromium, molybdenum, and nitrogen. An overview of the metallurgy of the duplex stainless steels has 
been made in Ref 4. 

TABLE 1 TYPICAL CHEMICAL COMPOSITION OF SOME WROUGHT DUPLEX STAINLESS STEELS 

TYPICAL CHEMICAL COMPOSITION  UNS NUMBER 
W. NUMBER 
AFNOR NUMBER 
SIS NUMBER  

TRADEMARKS  
Cr  Ni  Mo  N  OTHER  

PREN(A)  

MO-FREE GRADES(B)  
UNS S32304 
WNR1.4362 
Z3CN 2304AZ  

SAF 2304 
UR 35 N  

23  4  0.2  0.1  . . .  25  

STANDARD GRADE(C)  
UR45N 
SAF 2205 
AVESTA 2205 
REMANIT 4462  

22  5  2.7  0.14  . . .  33  UNS S31803 
WNR 1.4462 
NFA 36209 
Z3CND2205AZ  

UR 45N+  23  6.2  3.2  0.19     36  
SUPERDUPLEX(D)  
UNS S32760  ZERON 100  25  7  3.6  0.24  0.7 CU, 0.7 W  41  
UNS S32550 
Z3 CNDU 2506  

UR 52 N+ 
FERRALIUM SD40  

25  6.5  3.8  0.26  1.5 CU  41  

UNS S32750  SAF 2507 
URANUS 47N+  

25  7  3.8  0.27     41  

Source: Ref 2 

(A) PITTING RESISTANCE EQUIVALENT NUMBER, CR + 3.3MO + 16N. THE SUPERDUPLEX GRADES ARE 
CHARACTERIZED BY A VALUE OF PREN > 40. 

(B) THE 23CR-4NI-0.10N, MOLYBDENUM-FREE GRADE CAN BE USED TO REPLACE THE AUSTENITIC GRADES AISI 
304 AND/OR 316. 

(C) THE COMPOSITION 22CR-5NI-3MO-0.17N CAN BE CONSIDERED THE STANDARD DUPLEX STAINLESS STEEL. 
ITS NITROGEN CONTENT HAS RECENTLY BEEN INCREASED TO FURTHER IMPROVE ITS CORROSION 
RESISTANCE IN OXIDIZING CHLORIDE-RICH ACID MEDIA (ESSENTIALLY AN INCREASE IN PITTING 
RESISTANCE). ITS CORROSION RESISTANCE LIES BETWEEN THOSE OF THE AUSTENITIC GRADE AISI 316 AND 
THE 4-5% MO SUPER AUSTENITIC ALLOYS (904L). THE CHEMICAL ANALYSIS OF THE GRADE CAN BE 
OPTIMIZED IN ORDER TO OBTAIN A PREN VALUE BETWEEN 33 AND 36. 

(D) THE SUPERDUPLEX GRADE WITH A PITTING INDEX PREN > 40 (WITH OR WITHOUT COPPER AND/OR 
TUNGSTEN ADDITIONS) IS ESPECIALLY DESIGNED FOR MARINE, CHEMICAL, AND OIL ENGINEERING 
APPLICATIONS REQUIRING BOTH HIGH MECHANICAL STRENGTH AND RESISTANCE TO CORROSION IN 
EXTREMELY AGGRESSIVE ENVIRONMENTS (CHLORIDE-CONTAINING ACIDS, ETC.). THE CORROSION 
RESISTANCE IS EQUIVALENT TO THAT OF THE SUPER AUSTENITIC STEELS CONTAINING 5-6% MO.  
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Fatigue Crack Initiation 

Fatigue is usually initiated at inclusions, at surface scratches, or at persistent slip bands emerging at the surface. In a 
corrosive environment the fatigue crack initiation is also influenced by slip bands breaking the thin passive layer at the 
surface and by corrosion pits acting as notches on the surface. 

Crack Initiation from Local Strains. The influence of local strains on the initiation of fatigue cracks in duplex 
stainless steels has been demonstrated by low-cycle fatigue tests (Ref 5, 6, 7). At low strains, below 10-3, the deformation 
in the austenitic phase controls the fatigue properties of the duplex alloy 22Cr-7Ni-2.5Mo-1.7Mn-0.07N, whereas at 
higher strains the deformation in the ferritic phase controls the fatigue properties. Cracks nucleate only in the austenitic 
phase at low strains. Because of the large reversibility of slip in the planar slip mode in the austenitic phase, good fatigue 
resistance of the duplex alloy is observed. Crack nucleation is delayed and takes place in the austenitic phase. At higher 
strains, twinning and pencil glide promote early crack initiation in the ferritic phase and thus reduce the fatigue life of the 
duplex alloy. 

The fatigue crack initiation in duplex stainless steels can thus occur first in either the ferritic phase or the austenitic phase. 
In Ref 8 it is shown on polished specimens of 2205 with 0.11% nitrogen that the crack initiation starts at persistent slip 
bands in the ferrite. The persistent slip bands were generally more numerous in the ferritic grains. Slip markings in the 
austenitic grains were less intensive, and only a few cracks were initiated in the austenite. 

Higher nitrogen content in duplex stainless steels improves fatigue resistance, as highlighted in Ref 9 and 10 for duplex 
2205 with 0.11 and 0.18% nitrogen. Nitrogen is dissolved mostly in the austenite, thus hardening the austenite and 
leading to an increase in the monotonic and cyclic stress-strain response of the steel. As a consequence the fatigue 
strength will be increased with increased nitrogen content. In Fig. 1 there is a comparison with the results from a duplex 
2205 with a nitrogen content of 0.07%, denoted AF7 (Ref 9). The steel with the lowest nitrogen content has the shortest 
strain life at low strains. 



 

FIG. 1 FATIGUE STRENGTH CURVES FOR DUPLEX STAINLESS STEELS AF11 AND AF18, AND MANSON-COFFIN 
CURVE FOR STEEL AF07. SOURCE: REF 9 

Depending on strain levels and nitrogen content, crack initiation takes place in both the ferritic and austenitic phases, or 
only mainly in the ferritic phase. In both tested steels (nitrogen contents of 0.11 and 0.18%) the ferritic phase is the 
softest, while the hardness of the austenitic phase increases with the nitrogen content. The lower strength of the ferritic 
phase can result in a concentration of the deformation to the ferrite. This effect can reduce the positive effect of nitrogen 
at low plastic strains, and the fatigue life might be reduced. 

In Ref 9 it is shown that at a plastic strain t = 0.8 × 10-2, the slip lines and the crack initiation at the surface appear 
mostly in the ferritic phase. At t = 1.4 × 10-2, slip lines appear in the 0.11% nitrogen steel mainly in the ferritic phase, 
but in the 0.18% nitrogen steel only in the ferritic phase. At t = 2 × 10-2, the slip lines in the low-nitrogen steel are 
observed in both ferrite and austenite, while in the higher-nitrogen steel only a few slip lines are observed in the austenite. 
This behavior has been explained by the relative hardness of the two phases (Fig. 2). In both steels the ferritic phase is the 
softest. Depending on stress levels and nitrogen content, ferrite and austenite will to a certain extent take part in the 
deformation. 

 

FIG. 2 SCHEMATIC INTERPRETATION OF THE EFFECT OF NITROGEN ON THE LOW-CYCLE FATIGUE BEHAVIOR 



OF DUPLEX STAINLESS STEEL 

Crack Initiation with Corrosion Fatigue. Corrosion fatigue can on an electrochemical basis be categorized into four 
types (Ref 11):  

• CORROSION FATIGUE IN THE ACTIVE STATE: THIS TYPE IS CHARACTERIZED BY 
CORROSION THROUGHOUT THE ENTIRE FATIGUE LIFE OF THE METAL. MANY CRACKS 
ARE FORMED, WHICH FREQUENTLY START FROM THE BOTTOM OF CORROSION PITS. 
THE FRACTURE SURFACE IS ROUGH AND FULL OF FISSURES, AND THE CRACKS ARE 
FILLED WITH CORROSION PRODUCTS.  

• CORROSION FATIGUE IN THE PASSIVE STATE: THERE ARE NO PITS AND JUST A FEW 
CRACKS, WHICH MAKES THIS TYPE DIFFICULT TO DISTINGUISH FROM CONVENTIONAL 
FATIGUE.  

• CORROSION FATIGUE UNDER UNSTABLE PASSIVITY: THIS TYPE OF CORROSION FATIGUE 
OCCURS WHEN THE METAL IS PASSIVE IN THE BEGINNING AND BECOMES ACTIVATED 
AFTER A CERTAIN NUMBER OF CYCLES BY PROTRUDING GLIDE STEPS OR 
EXTRUSIONS.  

• CORROSION FATIGUE UNDER DISTURBED PASSIVITY: TYPICAL EXAMPLES OF THIS TYPE 
INCLUDE THE SUPERPOSITION OF CORROSION FATIGUE AND STRESS-CORROSION 
CRACKING, PITTING, OR INTERGRANULAR CORROSION.  

A stainless steel, resistant to corrosion fatigue cracking, should therefore have good resistance to different forms of 
localized corrosion such as stress-corrosion cracking, pitting, and intergranular corrosion. Many duplex stainless steels 
have a high resistance to local corrosion and therefore also a high resistance to corrosion fatigue. 

An investigation of the corrosion fatigue mechanisms of a 22Cr-5Ni-3Mo-0.19N duplex stainless steel (Ref 12, 13) 
showed that at high stress levels the crack initiation occurred mainly at persistent slip bands in the austenite or near the 
phase boundaries. At lower stress levels, the cracks initiated mainly at nonmetallic inclusions in the surface region. The 
fatigue limit in air was 240 MPa (34 ksi). When tested in concentrated chloride solutions at 80 °C (175 °F), the fatigue 
limit was decreased only to 200 MPa (29 ksi). Under these stable, passive corrosion conditions the duplex steel had a 
pronounced fatigue limit. When the temperature was raised to 150 °C the corrosion fatigue strength was reduced 
significantly due to superposition of pitting corrosion. 

The corrosion fatigue properties of the duplex alloy in a 3.5% NaCl solution also depends on whether the strain is 
localized to the austenitic phase or to the ferritic phase (Ref 7). At low stresses the austenitic phase is cathodically 
protected by the undeformed ferritic phase, and the risk of corrosion fatigue damage is reduced. At higher strains under a 
free corrosion potential, the anodic dissolution is localized at twins and at ferrite grain boundaries, causing a premature 
fatigue failure. If a cathodic potential is imposed on the specimen, the heterogeneous deformation in the ferritic phase will 
promote hydrogen entry, causing hydrogen embrittlement and consequently reducing the fatigue life even more. The 
presence of strain concentrations encountered as an effect of reversed strains is one reason why corrosion fatigue behavior 
sometimes differs from the stress-corrosion cracking behavior. 

The corrosion fatigue crack initiation and propagation of a duplex stainless steel under different potentials was compared 
to that of an austenitic steel and a ferritic steel (Ref 14). The crack initiation was tested with a smooth specimen under 
rotating bending stresses, and the crack propagation tests were performed on standard precracked compact tension 
specimens. Tests in air were compared to tests in an aerated 3% solution of NaCl at pH = 6. In air, the fatigue limit for the 
duplex 21Cr-7Ni-2.5Mo steel was higher than that for the austenitic type 316 steel and the ferritic 26Cr-1Mo steel tested. 
When tested in sodium chloride, the fatigue limit for the ferritic steel was higher than that of the other two steels because 
of the higher chromium content of the ferritic steel, giving either a tough passive film or at least a passive film that would 
recover its passivity very rapidly if damaged. 

During the corrosion fatigue test, the variation in either specimen potential was measured (Ref 14). The free potential for 
the duplex steel depended on the stress state. In one test it started at -100 mV, then rose to +100 mV before failure, a 
mixed potential as a result of the anodic and cathodic processes taking place during the test. The potential decreased more 



rapidly at higher stresses due to either the increase of the rate of anodic dissolution or the increase of anodic areas. The 
current potential curve for the duplex steel shows that the metal is passive below +100 mV and that pits are not 
repassivated above +100 mV. Corrosion fatigue tests under rotating bending stress and different imposed potentials in 
sodium chloride (Fig. 3) showed that the fatigue limit was drastically reduced when the imposed potential was +200 mV 
(Ref 14). Another result from the test is also shown in Fig. 3, where the fatigue limit at a potential of 0 mV is higher than 
at a free potential. 

 

FIG. 3 ROTATING BENDING FATIGUE STRENGTH OF DUPLEX STAINLESS STEEL IN SALT SOLUTION 

In a corrosion fatigue study for three different stainless steels (Ref 15), the time to initiation of the fatigue crack was 
longer for the duplex steel (22Cr-5Ni-3Mo-0.14N) than for a ferritic or an austenitic stainless steel. The test was 
performed in an aqueous sulfuric acid (0.05M or 2M) at 30 °C (86 °F) in the passive range under potentiostatically 
controlled potential. The main reasons for the longer time to crack initiation in the duplex steel were the thicker passive 
layer and the higher Cr-Fe relation in the passive layer as compared to the other steels tested. 

Suggested Models of Corrosion Fatigue. A survey of suggested mechanisms for corrosion fatigue initiation and 
propagation for steels in general is made by Austen in Ref 16. These suggested mechanisms have in some cases led to the 
formulation of models for corrosion fatigue and computer programs for life prediction. However, the complete modeling 
of corrosion fatigue, all the way from initiation through notches and short cracks to the crack propagation of long cracks, 
still remains to be done. 

One model for crack initiation (Ref 17, 18) is based on the film rupture mechanism (e.g., Ref 19, 20). The model assumes 
slip step dissolution and repassivation, and it incorporates mechanical and electrochemical factors. The model does not 
include general active dissolution, except at slip steps that break through the passive film. Pitting is also neglected. 
Included in the model are the current decay curve, the bare metal corrosion rate, and the critical slip step height. One 
example is shown where the calculated fatigue curves are in good agreement with experimental S-N data for an austenitic 
stainless steel. Duplex stainless steels have so far not been included in the experiments. 

An attempt has been made, however (Ref 18) to express the critical penetration depth at the surface in terms of fracture 
mechanics, which could be used when looking at fatigue mechanisms for duplex steels. The fatigue crack growth 



threshold of small cracks is described by using the K concept. A relation is obtained between the critical penetration 
depth, the critical crack depth, the applied stress, and the fatigue limit of the steel. 
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Fatigue Crack Growth 

Fatigue crack growth is in most investigations measured on compact tension specimens or three-point bend specimens 
according to a standard such as the ASTM standard. One early investigation in Ref 21 showed that at high stress-intensity 
factors (and at R = 0.1), the crack propagation rate in a 3% NaCl solution is higher than in air. When the testing frequency 
was decreased from 20 to 0.5 Hz, the fatigue crack propagation rate increased further (Fig. 4). A similar result was found 
for a ferritic steel, while an austenitic steel was not influenced. The ferritic and the duplex steels have an extremely 
passive film. When this film is destroyed by a fatigue crack, an acceleration of the metal dissolution rate is observed, 
which leads to an increase in the rate of fatigue crack propagation. The austenitic steel, however, has a lower passivity, 
which facilitates the initiation of a corrosion fatigue crack, particularly at corrosion pits. Once a crack has initiated, the 
repassivation of the metal or a low dissolution rate leads to propagation rates close to the rates obtained in air. 



 

FIG. 4 CRACK GROWTH RATES OF AFNOR Z3 CNDU 21-7. SOURCE: REF 21 

The corrosion fatigue crack growth rate was measured in Ref 22 on 25Cr-6Ni-2.4Mo duplex stainless steel at a frequency 
of 0.17 Hz (R = 0.1), with the specimens protected by a cathodic potential in synthetic sea water. The propagation rates in 
the test with the cathodic polarization were much higher than those in the test with natural corrosion potential, because 
hydrogen embrittlement accelerates the propagation. 

In a test program with several participating organizations (Ref 23), duplex stainless steels were tested in air and in ASTM 
synthetic sea water. The crack propagation rate for cast and forged materials from a 25Cr-6Ni-3Mo alloy in synthetic sea 
water (R = 0.6, frequency 10 Hz) were almost identical at 10-5 mm/cycle with K = 10 MPa m . However, the fatigue limit 
under rotating bending stresses in 25 °C synthetic sea water at 30 Hz and 107 cycles was 350 MPa (50 ksi) for the forged 
specimens and roughly 200 MPa (29 ksi) for the cast specimens. 

The fatigue crack growth of a duplex stainless steel is affected by the deformation status and the presence of brittle and 
hard phases. In Ref 24 it is shown that the fatigue crack growth threshold, ∆Kth, increases after 50% cold rolling and even 
more after 50% cold rolling followed by an annealing at 475 °C (885 °F) for 120 h. The fatigue crack growth, da/dN, as a 
function of the stress-intensity amplitude ∆K is shown in Fig. 5. The annealing produces a hardening through spinodal 
decomposition of the ferrite, thus increasing the threshold value. 



 

FIG. 5 DA/DN VS. K FOR THE DIFFERENT CONDITIONS TESTED. (A) HOT-ROLLED, AS-RECEIVED. (B) COLD-
ROLLED (50%). (C) COLD-ROLLED (50%) AND ANNEALED (120 H, 475 °C). SOURCE: REF 24 

One further way of demonstrating the crack propagation rate in duplex stainless steels is to compare the behavior of the 
duplex alloy with its tie-line single-phase ferritic and austenitic alloys, as has been done in Ref 25. The materials tested 
were laboratory melts of the duplex alloy 2205 and its tie-line single-phase alloys. The material was tested in its hot-
rolled/quenched-and-annealed condition and after a tensile deformation of 8%. Fatigue crack growth data are shown in 
Fig. 6 and in Table 2. During fatigue crack growth testing the crack is closed during a part of the loading cycle, causing 
the effective ∆K to be less than the nominal ∆K. The crack closure, Kcl, can be induced by the crack surface roughness, 
oxides, or plasticity. In Table 2, ∆Kth = ∆Kth,eff + Kcl. is a surface roughness parameter measured using quantitative 
fractography (Ref 26). From Fig. 6 and Table 2, it is evident that the threshold values are decreased after the tensile 
prestraining. The crack closure values are decreased for the single-phase alloys but not for the duplex alloy. The fracture 
surface roughness of the ferritic and duplex alloys is not affected by the prestraining. However, there is a smoother fatigue 
crack surface in the austenitic alloy after prestraining. This means that there is no simple relation between the surface 
roughness and the crack closure level for any of the alloys in this investigation. 

TABLE 2 FATIGUE CRACK GROWTH DATA (R = 0) 

GRADE AND 
COMPOSITION  

 ∆KTH, 
MPA m   

∆KTH,EFF, 
MPA m   

KCL, 
MPA m   

, 
M  

0   4.6  3.3  1.3  2.6  DUPLEX (0.018C, 2.21CR, 5.8NI, 3.0MO, 0.17N)  
8%  3.1  1.9  1.2  3.2  
0   4.8  2.4  2.4  5.9  FERRITE (0.005C, 23.3CR, 4.4NI, 3.8MO, 0.005N)  
8%  3.3  2.2  1.1  6.7  
0   4.2  2.5  1.7  5.0  AUSTENITE (0.028C, 21.4CR, 9.1NI, 2.7MO, 0.30N)  
8%  3.2  2.1  1.1  3.3   



 

FIG. 6 DA/DN VS. K FOR DUPLEX, FERRITIC, AND AUSTENITIC STEELS IN UNDEFORMED AND PRESTRAINED 
CONDITIONS. AVERAGE CURVES FOR EACH STATE. SOURCE: REF 25 

The crack growth rate of duplex alloy 2205 at room temperature in air and in a 3% NaCl solution is shown in Fig. 7 from 
Ref 27. In 3% NaCl the crack growth rate was about a factor of 2 greater than the crack growth in air. When the testing 
temperature for the NaCl test was increased to 80 °C (175 °F), no influence on the crack propagation rate was 
experienced (Ref 28). The same was true for the superduplex steel SAF 2507 (Ref 28). It was shown that the threshold 
value for SAF 2507 was higher than for the 2205 duplex steel and several austenitic and super austenitic steels. However, 
when air-cooled material of SAF 2507 was compared to quenched material, the threshold value for the air-cooled material 
was as low as for the other steels tested (Fig. 8). This behavior was claimed to depend on differences in residual stresses. 

 

FIG. 7 CRACK GROWTH RATE FOR 2205 IN AIR, 3% NACL, AND 3% NACL WITH 1 PPM CHLORINE. FREQUENCY 
0.8 HZ IN AIR AND 0.2 HZ IN THE AQUEOUS ENVIRONMENTS, R = 0.5. RESULTS WITH CHLORINE ADDITIONS 
ARE FROM SINGLE TESTS ONLY. SOURCE: REF 27 



 

FIG. 8 FATIGUE CRACK PROPAGATION RESULTS AT 0.8 HZ IN AIR WITH R = 0.5, FOR SAF 2507 IN 
QUENCHED AND AIR-COOLED CONDITIONS. SOURCE: REF 28 

Another superduplex stainless steel, Zeron 100, was embrittled in fatigue by gaseous hydrogen and water (Ref 29). The 
ferrite matrix failed by cyclic cleavage, while the austenite phase remained unaffected. The embrittled zone size was 
controlled by the rate of entry of hydrogen to the crack tip. The fatigue crack propagation rate was increased by a factor of 
8 in hydrogen as compared to that in air (Fig. 9). All duplex steels were embrittled after annealing in the temperature 
range of 400 to 500 °C (750 to 930 °F), as was the superduplex steel investigated in Ref 30. After aging for 1000 h at 400 
°C (750 °F), the superduplex steel underwent a fatigue crack propagation test at temperatures between 30 and 305 °C (86 
and 580 °F). Figure 10 shows that there is an influence of temperature and specimen orientation on the fatigue crack 
growth: the higher the testing temperature, the higher the crack propagation rate. Fatigue crack propagation in the aged 
superduplex steel was increased by initiation of cleavage cracks in the ferrite matrix. Further tests on thermally aged 
Zeron 100 (Ref 31) show that the embrittlement is caused by cleavage in the age-hardened ferrite. A model put forward 
suggests a strong influence of the ferrite volume fraction and predicts that heat-affected zones with large grain sizes are 
sensitive to enhanced fatigue crack propagation rates. 



 

FIG. 9 FATIGUE CRACK GROWTH RATES OF A SUPERDUPLEX STAINLESS STEEL (ZERON 100) IN AIR, ARGON, 
AND HYDROGEN 



 

FIG. 10 EFFECT OF TEMPERATURE AND AGING ON FATIGUE CRACK GROWTH OF A SUPERDUPLEX STAINLESS 
STEEL (ZERON 100). ORIENTATION B IS CRACK GROWTH IN THE TRANSVERSE DIRECTION, AND 
ORIENTATION C IS CRACKING IN THE ROLLING DIRECTION. SOURCE: REF 30 

Fatigue crack propagation rates for different aging times and testing temperatures at different R-values are shown in Fig. 
11. The fatigue crack growth rate in Zeron 100 in air varied with crack orientation in wrought structures, as expected (Ref 
32). The fracture surface roughness showed little variation and was only somewhat affected by the specimen orientation. 
The only parameter that varied with crack orientation and crack growth was the number of austenite-ferrite grain 
boundaries crossed during crack propagation. 



 

FIG. 11 FATIGUE CRACK PROPAGATION RATE AS A FUNCTION OF STRESS-INTENSITY FACTOR RANGE (∆K IN 
ZERON 100 AGED AT 400 °C FOR UP TO 5000 H, TESTED AT ROOM TEMPERATURE (22 °C) AT R = 0.5 AND R = 
0.1. SOURCE: REF 31 

 
References cited in this section 

21. C. AMZALLAG, P. RABBE, AND A. DESESTRET, CORROSION-FATIGUE BEHAVIOR OF SOME 
SPECIAL STAINLESS STEELS, CORROSION-FATIGUE TECHNOLOGY, STP 642, ASTM, 1978, P 
117-132 

22. T. MISAWA, EFFECTS OF CATHODIC PROTECTION POTENTIAL ON CORROSION FATIGUE 
CRACK GROWTH FOR A DUPLEX STAINLESS STEEL IN SYNTHETIC SEAWATER, CORROSION 
ENGINEERING, VOL 38, 1989, P 315-318 

23. DATA ON CORROSION FATIGUE AND STRESS CORROSION OF STEELS UNDER MARINE 
ENVIRONMENT, COMMITTEE ON ENVIRONMENTAL STRENGTH OF STEELS, IRON AND STEEL 
INSTITUTE, JAPAN, SEPT 1986 

24. J. WASÉN, B. KARLSSON, AND M. NYSTRÖM, FATIGUE CRACK GROWTH IN A DUPLEX 
STAINLESS STEEL, FATIGUE '90, P 1167-1172 

25. M. NYSTRÖM, B. KARLSSON, AND J. WASÉN, FATIGUE CRACK GROWTH OF DUPLEX 
STAINLESS STEELS, DUPLEX STAINLESS STEEL '91, LES EDITIONS DE PHYSIQUE, 1991, P 795-
802 

26. B. KARLSSON AND J. WASÉN, IN PROC. ECF 7, EMAS, WARLEY, 1988, P 573 
27. J. LINDER, CORROSION FATIGUE OF AUSTENITIC AND DUPLEX STAINLESS STEELS IN 3% 



NACL, PROC. FATIGUE UNDER SPECTRUM LOADING AND IN CORROSIVE ENVIRONMENTS, 
EMAS, 1993, P 371-385 

28. J. LINDER, CORROSION FATIGUE OF DUPLEX AND AUSTENITIC STAINLESS STEELS IN 3% 
NACL AT 80 °C AND ROOM TEMPERATURE, SWEDISH INSTITUTE FOR METALS RESEARCH, IM-
3212, 1995 

29. T.J. MARROW, J.E. KING, AND J.A. CHARLES, HYDROGEN EFFECTS ON FATIGUE IN A 
DUPLEX STAINLESS STEEL, FATIGUE '90, P 1807-1812 

30. T.J. MARROW AND J.E. KING, TEMPERATURE EFFECTS ON FATIGUE CRACK PROPAGATION 
IN A THERMALLY AGED SUPER DUPLEX STAINLESS STEEL, DUPLEX STAINLESS STEELS '91, 
LES EDITIONS DE PHYSIQUE, 1991, P 169-176 

31. T.J. MARROW AND J.E. KING, FATIGUE CRACK PROPAGATION MECHANISMS IN A 
THERMALLY AGED DUPLEX STEEL, MATERIAL SCIENCE AND ENGINEERING, VOL A183, 1994, 
P 91-101 

32. T.J. MARROW AND J.E. KING, MICROSTRUCTURAL AND ENVIRONMENTAL EFFECTS ON 
FATIGUE CRACK PROPAGATION IN DUPLEX STAINLESS STEELS, FATIGUE FRACT. ENGNG. 
MATER. STRUCT., VOL 17, 1994, P 761-771 

Fatigue and Fracture Properties of Duplex Stainless Steels 

R. Johansson, Avesta Sheffield AB 

 

Fatigue Strength 

Fatigue strength data useful for designing in duplex stainless steels are available in the literature to some extent. The data 
shown in the literature are mainly from tests performed in air at room temperature and in NaCl solutions, but some data 
are related to tests in other specific environments. The literature shows that the fatigue limit in air for the duplex stainless 
steels is very high and almost equal to the yield strength. In corrosive environments, the fatigue strength for the duplex 
steels is reduced but remains high. Fatigue tests also show that welded components of duplex stainless steels can 
withstand high levels of fatigue stresses. The data given in the literature are described as the fatigue limit or the fatigue 
strength at a specified number of cycles to failure. Nothing is said about confidence levels, but as a first approximation 
the data could be interpreted as the mean fatigue strength or the mean fatigue limit with a 50% probability of fracture at a 
low confidence level. 

Fatigue Data for Rotating Bending Stresses. Duplex stainless steels usually have higher yield stress and tensile 
strength than the standard austenitic stainless steels. In Ref 33 and 34, duplex stainless steel of grade 2205 (22Cr-5Ni-
3Mo-N) with tensile strength of 720 to 740 MPa and plate thickness 15 mm was tested in a rotating bending fatigue 
machine at 11, 100, and 200 Hz and was compared with austenitic stainless steels. The testing temperature was 40 °C 
(105 °F). 

The testing frequency had no influence on the fatigue level, but the influence of the environment was significant, as 
shown in Table 3. The fatigue strength for 2205 was higher than the fatigue strength for the austenitic stainless steels. At 
pH = 1, the austenitic steel without molybdenum (304LN) had the lowest fatigue strength, 40 MPa. This steel is in its 
active state in this environment, whereas the duplex steel is in its passive state. There were no signs of pitting corrosion 
on any steel after the different fatigue tests performed. The testing stresses were in all tests lower than the stresses giving 
stress-corrosion cracking in the same environment. Tests performed on welded specimens showed that the fatigue 
strength for the duplex steel was higher than in the austenitic steels investigated, one example being a fatigue strength of 
150 to 210 MPa for the duplex steel in 3% NaCl with pH = 1. 

TABLE 3 FATIGUE STRENGTH UNDER ROTATING BENDING STRESS 

GRADE  ENVIRONMENT  YIELD 
STRENGTH, MPA  

ULTIMATE TENSILE 
STRENGTH, MPA  

FATIGUE 
STRENGTH, MPA  

REF  



2205  AIR  495  730  ±450  33, 34  
2205  3% NACL, PH=7  495  730  ±425  33, 34  
2205  3% NACL, PH=3  495  730  ±325  33, 34  
2205  3% NACL, PH=1  495  730  ±180  33, 34  
329  AIR  538  760  ±490  35  
329  3% NACL  538  760  ±400  35  
2205  AIR  479  744  ±500  35  
2205  3% NACL  479  744  ±400  35  
25,6,3  ASTM SEA WATER  549  705  ±350  36  
2205  AIR, LONGITUDINAL  494  741  ±350  37  
2205  AIR, TRANSVERSAL  520  750  ±325  37  
2205  2M H2SO4  494  741  ±100  37  
3RE60  DISTILLED WATER  . . .  742  ±320  38  
3RE60  SEA WATER(A)  . . .  742  ±305  38  
3RE60  WHITE WATER  . . .  735  ±265  38  
2205  WHITE WATER  . . .  714  ±265  38   

(A) GERMAN INDUSTRIAL STANDARD  

An extensive study of over 40 types of stainless steels was performed in a rotating bend testing machine (Ref 35). One 
duplex type 329 steel and one duplex type 2205 steel with a yield stress of about 500 MPa reached a fatigue limit at 108 
cycles (70 Hz) of 490 to 500 MPa in air and 400 MPa in 3% NaCl at room temperature. The main conclusion of the 
investigation was that materials that have both high yield strength and a good corrosion resistance also have the highest 
fatigue strength. 

Wrought and Cast Comparison (Ref 36). In a test program with several participating organizations, duplex stainless 
steels were tested in air and in ASTM synthetic sea water (Ref 36). The fatigue limit under rotating bending stresses in 25 
°C synthetic sea water at 30 Hz and 107 cycles was 350 MPa for the forged specimens and roughly 200 MPa for the cast 
specimens. 

Transverse and Longitudinal Specimens in Sulfuric Acid (Ref 37). Rotating bending fatigue of 2205 was 
investigated under various conditions. At a testing frequency of 50 Hz, the fatigue limit at 107 cycles was ±350 MPa for 
longitudinal specimens and ±325 MPa for transverse specimens when tested in air. Specimens with a stress concentration 
factor of k = 4.9 showed a reduced fatigue limit of 170 MPa (24.5 ksi) for longitudinal specimens and 145 MPa (21 ksi) 
for transverse specimens. Testing in 2M sulfuric acid lowered the fatigue strength to 100 MPa (14.5 ksi) or lower at 107 
cycles. The lower values were found for transverse specimens and for the lower testing frequency of 6.5 Hz, as compared 
to 50 Hz in the main testing program. Stress concentrations can further reduce the fatigue strength to 50 MPa (7.25 ksi). 

Fatigue Strength in Water (Ref 38). Fatigue testing was performed in different corrosive environments. The tested 
material (transverse specimens) were cut out of hot-rolled plates, 15 to 85 mm thick. A four-point rotating bending 
machine was used at a testing frequency of 25 Hz. The environments examined were distilled water, synthetic sea water 

(DIN 50905:4), and synthetic white water (pH = 3.5, Cl- = 400 ppm, = 250 ppm). The fatigue strength for 3RE60 
at 107 cycles decreased with increased severity of the environment, from 320 to 265 MPa. 

Reversed Bending Fatigue. Fatigue strength under reversed bending stresses in air or in 3% NaCl is summarized in 
Table 4 from three sources. In a low-frequency test (0.5 Hz) in a 3% NaCl solution the fatigue behavior of DP 3 (25Cr-
6Ni-3Mo-0.3W) was investigated (Ref 39). The fatigue limit in reversed bending at 107 cycles was not decreased in the 
solution as compared to the result in air. This fatigue limit was ±340 MPa (±49 ksi) for specimens with a yield stress of 
610 MPa (88.5 ksi). In the low-cycle range, however, the duplex steel showed a shorter fatigue life in salt water than in 
air. This behavior could be related to the finding that the crack propagation rate in salt water is larger than that in air. In 
the tested environment the fatigue limit for stainless steels is increased with increased tensile strength, in contrast to the 
behavior of carbon and low-alloy steels. 

TABLE 4 FATIGUE STRENGTH UNDER REVERSED BENDING STRESSES 

GRADE  ENVIRONMENT  YIELD 
STRENGTH, MPA  

ULTIMATE TENSILE 
STRENGTH, MPA  

FATIGUE 
STRENGTH, MPA  

REF  



DP3  3% NACL  610  815  ±340  39  
2304  AIR  460  695  ±445  40  
2304  3% NACL  460  695  ±360  40  
18-4-3-3  AIR  548  821  ±410  41   

The duplex stainless steel SAF 2304 (23Cr-4Ni-N) was fatigue tested under reversed bending stresses (Ref 40). In air the 
fatigue strength at 2 × 106 cycles and 20 Hz was ±445 MPa (64.5 ksi) for specimens with a yield strength of 460 MPa 
(66.7 ksi). The fatigue strength was decreased to ±360 MPa (52 ksi) when the test was performed in 3% NaCl. 

A new high-strength duplex stainless steel intended for railway cars (Ref 41) is 18Cr-4Ni-3Si-3Mn-1Cu with a 
yield strength above 500 MPa (72.5 ksi) and a fatigue limit in bending fatigue of ±410 MPa (59 ksi) at 107 cycles in air. 
The fatigue limit for gas metal arc weldments is reduced to ±375 MPa (54 ksi). 

Fatigue strength under pulsating tensile stresses in air or in 3% NaCl solution is summarized in Table 5 (Ref 42, 
43, 44, 45, 46, 47, 48, and 49). An investigation of the corrosion fatigue mechanisms of a 22Cr-5Ni-3Mo duplex stainless 
steel showed that at high stress levels the crack initiation occurred mainly at persistent slip bands in the austenite or near 
the phase boundaries (Ref 42, 43). At lower stress levels, the cracks initiated mainly at nonmetallic inclusions in the 
surface region. The fatigue limit in air was 240 MPa (mean stress 250 MPa, 2 × 107 cycles, 50 Hz) (Table 5). When 
testing was done in concentrated chloride solutions at 80 °C (175 °F), the fatigue limit was decreased only to 200 MPa 
(29 ksi). Under these stable passive corrosion conditions the duplex steel had a pronounced fatigue limit (Fig. 12). When 
the temperature was raised to 150 °C (300 °F), the corrosion fatigue strength was reduced significantly (to 70 MPa, or 10 
ksi) due to superposition of pitting corrosion. 

TABLE 5 FATIGUE STRENGTH UNDER PULSATING TENSILE STRESSES 

GRADE  ENVIRONMENT  YIELD 
STRENGTH, MPA  

ULTIMATE TENSILE 
STRENGTH, MPA  

FATIGUE 
STRENGTH, MPA  

REF  

2205  AIR  470  700  250 ± 240  42, 43  
2205  22% NACL, 80 °C  . . .  . . .  250±200  42, 43  
2205  22% NACL, 150 °C  359 (150 °C)  645 (150 °C)  250±70  42, 43  
26-4-6-2  AIR  . . .  . . .  275±275  44  
26-4-6-2  4N NACL, 80 °C, PH=7  . . .  . . .  250±250  44  
26-4-6-2  4N NACL, 80 °C, PH=2  . . .  . . .  160±160  44  
2205  AIR  489  . . .  268±219  45  
2205  3% NACL, 45 °C  . . .  . . .  244±200  45  
2205  3% NACL, 80 °C  430 (80 °C)  . . .  232±190  45  
2507  AIR  558  . . .  295±240  45  
2507  3% NACL, 80 °C  515 (80 °C)  . . .  270±220  45  
2507  3% NACL, 90 °C  515 (80 °C)  . . .  222±181  45  
3RE60  AIR  448  720  284±234  38, 46  
2205  AIR  483  714  260±210  38, 46  
2205  AIR  519  750  275±225  38, 46  
2507  AIR  565  800  303±248  38, 46  
2205  AIR  578  722  245±245  47, 48  
2205  3% NACL  578  722  190±190  47, 48  
DP9  AIR  436  752  180±180  49  
DP9  3N HNO3, BOILING  436  752  80±80  49   



 

FIG. 12 AIR AND CORROSION FATIGUE BEHAVIOR OF DUPLEX STAINLESS STEEL 22CR-5NI-3MO. 250 MPA 
MEAN STRESS AT 50 HZ. SOURCE: REF 43 

Duplex stainless steel 26Cr-3.5Ni-5.6Mn-2.2Mo-0.3N was tested in air in a neutral chloride solution (pH = 7) and 
in an acid solution (pH = 2) (Ref 44). The fatigue strength at 80 °C (60 Hz, 108 cycles, R = 0) in the neutral chloride 
solution is 250 MPa (36 ksi), which is not much lower than in air. However, there is a significant decrease when the pH is 
lowered to 2 (see Table 5 and Fig. 13). Experiments on stress corrosion in the same media did not show any tendency to 
stress-corrosion cracking. In a pitting test, however, there was an increase in corrosion current of one order of magnitude 
when the pH decreased from values between 9 and 4 down to a value of 2. The decrease in fatigue strength with increased 
acidity was attributed to a decreased stability of the passive film and not to an increased tendency to pitting. 

 

FIG. 13 NUMBER OF CYCLES TO CRACK INITIATION FOR X4 CRMNNIMON2664 IN NACL SOLUTION, PH 7 AND 
PH 2. SOURCE: REF 44 



Alloys 2205, SAF 2507, and 3RE60. The fatigue strength of other duplex stainless steels (Ref 45) was tested in air 
and in a 3% NaCl solution at 45, 80, and 90 °C (110, 175, and 195 °F). The pulsating tensile fatigue strength at 2 × 106 
cycles for grade 2205 was 487 MPa (70 ksi) (max at R = 0.1) in air at 20 °C, 444 MPa (64.4 ksi) in the NaCl solution at 
45 °C, and 422 MPa (61 ksi) in the NaCl solution at 80 °C. The test frequency in air was 20 Hz and in the NaCl solution 5 
Hz. The decrease in fatigue strength with increasing temperature could be explained by the same decrease in the yield 
strength. The initiation of fatigue cracks occurred mainly at surface scratches. Only in a few specimens fractured at 80 °C 
did the initiation of fatigue cracks start at corrosion pits, despite the fact that the fatigue test was performed at a 
temperature well above the critical pitting temperature. 

In the same project some tests were also performed on SAF 2507 (25Cr-7Ni-4Mo-N) in air at 20 °C (68 °F) and in a 3% 
NaCl solution at 80 and 90 °C (175 and 195 °F). The pulsating fatigue strength in air was 535 MPa (77.5 ksi) and 490 
MPa (71 ksi) in the NaCl solution at 80 °C. This decrease could also be referred to the decrease in yield strength with 
increasing temperature, and there was no evidence of corrosion pits in the specimens after the fatigue test. 

Table 5 also lists data from fatigue testing in air at 20 Hz for 3RE60, 2205, and 2507 (Ref 38, 46). Fatigue strength at 2 × 
106 cycles was 518 MPa (75 ksi) for 3RE60, 470-500 MPa (68-72.5 ksi) for 2205, and 551 MPa (80 ksi) for 2507. 

The fatigue limit in air for alloy 2205 under cyclic tensile load at 25 Hz and 107 cycles was 490 MPa, and it was 380 MPa 
in 3% NaCl. Different stress concentration factors lowered these figures, for example from 490 to 285 MPa (71 to 41 ksi) 
in air for a stress concentration factor of 3.9, and from 380 to 240 MPa (55 to 35 ksi) for the same stress concentration 
factor in 3% NaCl. Values of the fatigue strength under tension-compression loads were also given, ±175 MPa (25 ksi) in 
air at 107 cycles for smooth specimens (Ref 47, 48). 

The duplex stainless steel DP 9 (23Cr-11Ni-3.3Si) was tested in air and in boiling 3N HNO3 (Ref 49). The axial 
fatigue strength was 180 MPa (26 ksi) in air (max amplitude) and 80 MPa (11.6 ksi) in the boiling acid (104 °C) at 106 
cycles. The crack propagation rate was somewhat higher in the boiling acid than in air. 

Influence of Cold Work. The effect of cold working on the fatigue properties of the duplex steel A905 (26Cr-6Mn-4Ni-
2.5Mo-0.15N) has been investigated (Ref 50). In a pulsating tensile test at 10 Hz in air, the fatigue limit at 5 × 107 cycles 
increased from 520 to 750 MPa (75 to 109 ksi) after 8% cold work (specimens from cold-drawn rods), whereas in 4N 
NaCl at 80 °C and pH = 5, the corrosion fatigue strength increased from 500 to 700 MPa (72.5 to 101.5 ksi) after 8% cold 
work. The tensile strength increased from 890 to 1000 MPa (129 to 145 ksi) due to the 8% cold work. 

Environmental Effects and Influence of Testing Frequency. Tests performed in air and in NaCl in the laboratory 
are today more or less standard, while tests performed in real process environments are more rare. Rotating bending 
fatigue tests were performed at 50 Hz in geothermal steam from different geothermal fields (Ref 51). For notched 
specimens of alloy 2205 the fatigue limit in air was ±250 MPa (36 ksi) at 5 × 106 cycles. The fatigue strength was reduced 
to 200 MPa (29 ksi) in one geothermal environment and to 120 MPa (17 ksi) in another environment. The differences in 
fatigue strength were related to different contents of hydrogen and chlorides. Alloy 2205 was more influenced by the 
geothermal environments than the austenitic 316 steel. 

In the literature cited above on fatigue data, some authors have claimed that there is no influence of the testing frequency 
on the fatigue limit. This can of course be true for tests performed in rather mild environments and tests that last for 
shorter time periods. Depending on the type of environment, and whether the steel is in its passive or active corrosion 
state, there will be an influence of the testing frequency. One example (Ref 38, 52) is duplex steels tested under rotating 
bending stresses in synthetic white water at test frequencies of 25 and 5 Hz. The reduction in testing frequency decreases 
the fatigue strength at 107 cycles from ±250 to ±210 MPa (±36 to ±30 ksi) due to the longer exposure times in the 
corrosion solution (Fig. 14). 



 

FIG. 14 FATIGUE TESTING OF 2205 SRG PLUS IN SYNTHETIC WHITE WATER AT 5 AND 25 HZ, 50% 
PROBABILITY OF FRACTURE 

Welds and Weldment Geometries. Usually, when welds are tested, the test specimens are cut out transversal to a 
weld, and the specimens are then machined and polished before the testing. If the welding has been performed according 
to the state of the art, there should not be any decrease in fatigue strength for the weld as compared to that of the base 
material. For example, in Ref 52 the base material of 2205 has roughly the same fatigue strength at 107 cycles as the 
submerged arc weld and the electroslag weld. 

Fatigue tests carried out in air on joints of a duplex steel (23Cr-4Ni) in the as-welded condition examined joint geometries 
of butt welds and plates with longitudinal fillet-welded gussets on both sides (Ref 53). Fatigue test results were compared 
with International Institute of Welding design recommendations and results from the literature. The fatigue strengths of 
the joint geometries analyzed were as good as those of identical joints in structural steel. The very limited data for duplex 
stainless steel welded joints indicate fatigue performance comparable to that of C-Mn steel joints (Ref 54). Therefore, the 
current design S-N curves for C-Mn steels may be used for duplex joints. 
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Fracture Toughness 

The fracture toughness of duplex stainless steels has been evaluated through impact testing and fracture mechanic testing 
methods such as crack-tip opening displacement (CTOD), KIc, and JIc. The fracture toughness as measured by the 
standard testing methods for KIc and JIc often give very high values, but the requirement for plane strain is not fulfilled. 
Nevertheless, it is often claimed that the figures given could be interpreted as representative for the plate thickness that 
has been tested. 

Fracture Modes. In the solution-annealed condition, fracture surfaces of duplex stainless steels have a ductile 
appearance with dimples (Ref 55). After aging alloy 2205 at 800 °C (1470 °F), the fracture surface contains numerous 
delaminations and microvoids, where the latter are much smaller than in the solution-annealed specimens (Ref 55). Aging 
alloy 2205 at 475 °C for 100 h will lead to unstable crack propagation and a fracture surface of quasicleavage type (Ref 
56). Depending on the specimen orientation in a fracture toughness test, crack growth behavior can be evaluated along the 
rolling direction or perpendicular to it. Parallel to the rolling direction, voids nucleate preferentially in the ferrite phase or 
at ferrite-austenite phase boundaries (Ref 57). The crack growth perpendicular to the rolling direction takes place across 
ferrite and austenite grains with some cracking branching at the crack tip (Ref 57). 

Base Material in the Solution-Annealed Condition. For solution-annealed materials, JIc values range from 200 to 
800 kJ/m2 (Ref 55, 56, 57, 58, 59, and 60). In Ref 55, for example, JIc values of 0.4 to 0.5 MJ/m2 for single-edge notched 
bending (SENB) specimens and 0.7 MJ/m2 for single-edged notched tension (SENT) specimens have been obtained. The 
duplex steel (solution-annealed 10 mm plate, 18Cr-5Ni-2.7Mo) was tested according to ASTM E 813. The initial value 
was low in comparison with the resistance to subsequent crack propagation. Other tests on solution-annealed 2205 (Ref 
59) show JIc = 300 kJ/m2. 

In the solution-annealed condition, the standard duplex steels have a very high toughness as tested at room temperature. 
The duplex steels are rather insensitive to variations in solution annealing temperature. In one study, solution annealing at 
1050, 1175, or 1300 °C for 1 h respectively and subsequent water quenching did not affect the crack resistance properties 
of the steel when it was tested at room temperature (Ref 55). The minor change in the relative amounts of ferrite and 
austenite phases did not in this case have any greater impact on the fracture toughness. However, when the relation 



between the two phases is varied over a wider range (0 to 100% of ferrite), there is a marked influence on the elongation 
values and on the impact toughness. In Ref 61, the alloy with the highest ferrite content had the lowest values. The 
microstructure in the duplex stainless steels is usually elongated in the rolling direction. This of course has an influence 
on the fracture toughness, which is higher for test specimens with a crack extension transverse to the rolling direction 
(Ref 60). 

Influence of Brittle Phases and Precipitations. The toughness behavior of duplex stainless steels can be summarized 
in time-temperature embrittlement diagrams of the type shown in Fig. 15 (Ref 62). There is a marked decrease in ductility 
for many of the duplex steels in the interval between 600 and 900 °C (1110 and 1650 °F) and also at 475 °C (885 °F) or in 
the range of 450 to 500 °C (840 to 930 °F). Cold-rolled duplex steels will get an even lower impact toughness after aging 
at 475 °C (Ref 63). When using the duplex steels in applications exposed to elevated temperatures during longer periods, 
the behavior at temperatures as low as 300 °C (570 °F) must be examined. 

 

FIG. 15 TIME-TEMPERATURE EMBRITTLEMENT CURVES FOR SOME DUPLEX STAINLESS STEELS. THE CURVES 
REPRESENT THE 27 J TRANSITION AT ROOM TEMPERATURE FOR STANDARD CHARPY V-NOTCH SPECIMENS. 
SOURCE: REF 62 

An example of aging treatment and resulting impact toughness is shown in Fig. 16 (Ref 62) for the standard duplex steel 
2205. At longer times at 325 °C (615 °F), the impact toughness will decrease, thus limiting the application temperature to 
300 °C. The maximum temperature for long-term use of superduplex grades is limited to 280 °C (535 °F) while 
molybdenum-free duplex grades may be considered for applications up to 325 °C (615 °F) (Ref 64). A summary of all the 
embrittling phases and precipitations found in duplex and superduplex steels are given in Ref 65 and 66. 

 



FIG. 16 CHARPY V-NOTCH IMPACT CURVES FOR QUENCH-ANNEALED SAF 2205 AGED AT 325 °C. SOURCE: 
REF 62 

Fracture toughness data for duplex steels decrease after different heat treatments in the temperature range between 475 
and 1200 °C (885 and 2190 °F), the decrease being most pronounced after heating in the interval 475 to 900 °C (885 to 
1650 °F) (Ref 67). The decrease at 675 to 900 °C follows 2 h of heat treatment, while at 475 °C the decrease in toughness 
is slower and reaches the lower values after 24 h of heat treatment. The JIc value is decreased from 500 to below 100 
kJ/m2 after only 1 h of heat treatment at 800 °C (Ref 55). Aging of the duplex steel 2205 at 475 °C for 100 h decreased 
the J-value from 800 to 200 kJ/m2 (Ref 56). 

Samples of 2205 were sensitized for 2 and 24 h at 675 and 825 °C (Ref 68). Regeneration treatment for 0.5 to 6 h at 1050 
°C almost recovered the toughness properties as measured by CTOD, while the stress-corrosion properties were fully 
recovered only for specimens which were sensitized for the shorter period (2 h). 

The fracture toughness is also influenced to some extent by the volume fraction of inclusions and precipitations and the 
distances between them (Ref 56, 69). 

Welds. The precipitation of brittle phases influences the ductility of welds. Short-time aging to simulate heat-affected 
zones has been carried out on grade 2205 (Ref 58, 59). Aging times of 15 min at 875 °C are long enough to have an 
embrittlement effect, given as a JIc value. However, the embrittlement effect after 1 h at 475 °C seems to be rather limited. 

The influence of 60 to 85% ferrite on welds in duplex steel 2205 was measured (Ref 70). An increase in ferrite content 
decreased the fracture toughness values, measured as CTOD. 

Weld metals for grade 2205 typically contain 9% Ni. Embrittlement occurs more rapidly in the weld metal than in the 
base metal. The impact toughness will decrease below the acceptance value of 27 J after 3 to 4 min at 850 to 950 °C (Ref 
71). 

The heat-affected zone in the superduplex steel UNS 32760 has been simulated (Ref 72, 73). Charpy V-notch values 
remained at a high level except in tests with very long cooling times. The superduplex steel UNS 32750 was submerged 
arc welded with different heat inputs and then impact tested (Ref 74). The impact toughness values were acceptable if the 
heat input was maximized to 2.5 kJ/mm and if the interpass temperature was maximized to 150 °C (300 °F). 
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Stress-Corrosion Cracking 

Duplex stainless steels are used in environments that may produce anodic or cathodic stress-corrosion cracking (SCC). 
The behavior of duplex stainless steels under SCC conditions is summarized in Ref 75. As in the case of austenitic 
stainless steels, the duplex stainless steels have a high protection potential in concentrated chloride solutions. -phase 
formation lowers the resistance against anodic SCC. Welding may also impair the SCC resistance when the cooling rate 
between 1200 and 800 °C (2190 and 1470 °F) is too high. Builtup weld seams or repair welds may be susceptible to SCC 
because of the high cooling rate involved that suppresses the reformation of austenite from high-temperature -ferrite. 



The SCC mechanism is closely coupled to mechanical and electrochemical phenomena. In the ferrite, depassivation is 
essentially determined by mechanical twinning, whereas slip on the ferrite surfaces is insufficient to cause localized 
depassivation. At lower stress levels, the SCC of the duplex steels seems to be determined by local depassivation of the 
austenite, while at higher stresses the twinning in the ferrite is responsible for the cracking. At lower stresses the ferrite 
may in some duplex steels be less deformed than the austenite and may cathodically protect the plastically deformed 
austenite. At higher stresses, when twinning occurs in the ferrite, the ferrite will depassivate and localized corrosion and 
cracking will take place. 

Stress-corrosion cracking of duplex stainless steels occurs in concentrated chloride solutions such as boiling magnesium 
chloride, as well as in sour gas environments that contain chloride and hydrogen sulfide (Ref 76). Threshold stresses for 
SCC of duplex stainless steels in chlorides are generally higher than those of austenitic stainless steels (Fig. 17), although 
this does depend in part on the test methods used in evaluation (see the next section, "Evaluating SCC Test Data." ). 
There are also significant variations in chloride SCC resistance among the different commercial grades (Fig. 18) (Ref 77). 
The data of Fig. 18 suggest that increasing the total chromium, nickel, molybdenum, and nitrogen contents results in 
increased chloride SCC resistance. These data do not differentiate between effects due to individual alloying elements. In 
fracture mechanics tests (Ref 78) using precracked fatigue specimens in a 22% NaCl solution at 105 °C (220 °F), two 
variants of type 329 duplex stainless steel were found to be resistant to chloride SCC at stress-intensity levels of 60 
MPa m  ( 55 ksi in ). 

 

FIG. 17 EFFECT OF APPLIED STRESS ON THE TIMES TO FAILURE OF VARIOUS STAINLESS STEELS IN A 
MAGNESIUM CHLORIDE SOLUTION. SOURCE: REF 75 



 

FIG. 18 RESULTS OF AUTOCLAVE TESTS IN AERATED NEUTRAL CHLORIDE ION SOLUTIONS FOR VARIOUS 
STAINLESS STEELS. SOURCE: REF 77, 83 

Evaluating SCC Test Data. Relative SCC rankings of steels depend on both the testing environment and the test 
method used. For example, data for chloride-induced SCC (Ref 79) were determined for three commercial alloys (type 
2304, 2205, and 2507) and some tie-line alloys with 2 to 100% ferrite (Table 6). The results from the stress-corrosion 
testing are shown in Table 7. The relative ranking of the steel types depends on both the testing environment and the test 
method used. In the U-bend test, 2205 has a higher susceptibility to cracking than the leaner alloy 2304 in both 
magnesium chloride and in calcium chloride, while in lithium chloride 2304 is more prone to cracking than 2205. 

TABLE 6 COMPOSITIONS OF THE ALLOYS INVESTIGATED FOR CHLORIDE-INDUCED STRESS-
CORROSION CRACKING 

COMPOSITION, %  STEEL  AUSTENITE, 
%  C  Si  Mn  P  S  Cr  Ni  Mo  N  

2304  44  0.013  0.39  1.41  0.022  0.005  22.54  4.64  0.24  0.083  
2205  51  0.016  0.30  1.48  0.022  0.001  21.73  5.50  2.95  0.150  
2507  52  0.017  0.37  0.64  0.018  0.002  24.90  7.30  4.00  0.260  
F  0   0.015  0.35  1.30  0.011  0.003  24.50  4.15  3.77  0.029  
FA  30  0.007  0.49  1.48  0.004  0.003  22.39  5.22  3.19  0.070  
AF  64  0.017  0.44  1.63  0.004  0.003  21.43  6.27  2.74  0.203  
A  98  0.023  0.40  1.86  0.004  0.003  20.47  9.09  2.29  0.196  

F, ferritic; FA, Ferritic-austenitic; AF, austenitic-ferritic; A, austenitic 

TABLE 7 STRESS-CORROSION CRACKING TEST RESULTS ON DUPLEX STEELS IN CHLORIDE ENVIRONMENTS 

SLOW STRAIN RATE TESTING(B) AT:  ALLOY  TEST TEMPERATURE, 
°C  

HOURS TO FAILURE IN 
U-BEND TEST(A)  4 × 10-6 · S-1  2 × 10-6 · S-1  1 × 10-6 · S-1  

43.5% MGCL2  
2304  150  8.4  12 (7)  . . .  . . .  
2205  150  1.8  12 (19)  . . .  . . .  
50% LICL  
2304  150  4.8  12 (13)(C)  . . .  8(11)  
2205  150  56  15 (60)(C)  . . .  7(30)  
63% CACL2  
2304  150  22  . . .  7 (12)  . . .  
2205  150  2.2  . . .  12 (20)  . . .  



40% MGCL2  
2304  100  . . .  59 (44)  . . .  . . .  
2205  100  . . .  33 (48)  . . .  . . .  
2507  100  . . .  . . .  . . .  . . .  
50% LICL (DEAERATED)  
2304  100  . . .  74 (66)(C)  62  . . .  
2205  100  . . .  68 (64)(C)  37 (59)  . . .  
2507  100  . . .  59 (49)(C)  30 (53)  . . .  
40% CACL2  
2304  100  . . .  51 (44)(C)  33 (34)(C)  . . .  
2205  100  . . .  72 (88)(C)  45 (59)(C)  . . .  
2507  100  . . .  62 (111)  84 (88)  . . .   

(A) FOR U-BEND TESTING THE TIME TO FAILURE IS TAKEN AS THE TIME AT WHICH THE FIRST CRACKS WERE 
OBSERVED AND IS THE AVERAGE OF FOUR SPECIMENS. 

(B) FOR SLOW STRAIN RATE TESTING TWO EVALUATION PARAMETERS ARE GIVEN: THE NORMALIZED PLASTIC 
ELONGATION TO FAILURE AND, IN PARENTHESES, THE NORMALIZED AREA REDUCTION. 

(C) RESULTS ARE AVERAGES OF AT LEAST TWO TESTS.  

Stress-strain curves (Fig. 19) were recorded as a way to normalize the parameters for the stress-corrosion testing. In Table 
7, the slow strain rate test has been evaluated in two ways: by judging the normalized plastic elongation to failure and by 
judging the normalized area reduction. In the lithium chloride test at 150 °C (300 °F), there was a clear strain rate 
dependence, but it was difficult to separate the different alloys when elongation to failure was used as a failure criterion. 
However, when the area reductions were measured, alloy 2304 had a much lower resistance to SCC in all three 
environments as compared to alloy 2205. In the slow strain rate test at 100 °C (212 °F), the more highly alloyed steel 
2507 had better crack resistance in the calcium chloride environment than the two leaner alloyed steels. However, in 
lithium chloride, 2507 had lower crack resistance. 

 

FIG. 19 STRESS-STRAIN CURVES FOR AUSTENITIC (A) AND FERRITIC (F) ALLOYS AND ALLOY 2205 IN OIL (O) 
AND IN 50% LICL AT 100 °C, ILLUSTRATING THE NECESSITY OF PARAMETER NORMALIZATION FOR STRESS-
CORROSION CRACKING EVALUATION 

The stress-corrosion resistance of the tie-line alloys is also dependent on the test type and the testing environment. In the 
U-bend test in calcium chloride, the ferritic alloy has a much higher resistance to cracking than the austenitic alloy and the 
duplex alloys have by far the lowest resistance (Ref 79). In slow strain rate testing in lithium chloride, there is a poor 
differentiation between the alloys, but there is a tendency for the two-phase alloys to have a somewhat higher crack 
resistance than the others. 

The different rankings of the three duplex alloys cannot be explained by fracture path or electrochemical relations. 
Fracture surfaces from the testing of the tie-line alloys in lithium chloride have been compared at 100 °C. The cracking 
was transgranular in the ferritic alloy and intergranular in the austenitic alloy. In the two-phase alloys, the surfaces 
contained parts with transgranular cracking in the ferrite. The crack in some areas followed the ferrite-austenite phase 
boundaries, revealing entire grains of austenite. In all three duplex alloys, tested in different environments, the fracture 



appearance was transgranular in the ferrite and interphase or intergranular in the austenite. In addition, the corrosion 
potential of the ferritic alloy was in all cases cathodic to that of the austenite, which resulted in cathodic protection of the 
austenite in almost all studied cases. Thus, neither the electrochemical relation between the ferrite and the austenite nor 
the behavior of the crack path could explain the different rankings of the three duplex alloys in the tested environments. 

Another attempt to understand why different test methods give different rankings of duplex and austenitic alloys has been 
reported in Ref 80. The conventional monotonic slow strain rate test was compared to a test where a straining was 
followed by a relaxation period at constant deflection for 23 h. In the first cycle, the steels were strained to 90% of their 
yield stress, and corresponding deflection was held constant during relaxation. In the coming next cycles the stress was 
increased by 15 MPa per cycle. The testing was performed in lithium chloride at 100 °C. The stress-corrosion resistance 
of the 2304 and 2205 duplex steels was superior to that of the standard 316 austenitic stainless steel but inferior to that of 
the super austenitic stainless steel 254 SMO. Both testing methods yielded the same ranking. It was difficult, however, to 
see any clear differences between the two duplex steels. The main difference between the austenitic and duplex steels was 
found in the measurement of the corrosion potential. In the cyclic strain relaxation test, the measured potential for the 
austenitic alloys had a drop for every loading cycle, while the duplex steel had a pronounced drop in potential only just 
before final failure. This finding may to some extent explain the different rankings of stainless steels in different stress-
corrosion tests. The fracture surface of the duplex steels was transgranular in the ferrite and intergranular around the 
austenitic phase, while the austenitic steels had both transgranular and intergranular cracking regions. 

The influence of creep behavior on SCC was reported in Ref 81. The temperature creep dependence of the duplex 
stainless steel 2205 was much lower than that of the austenitic 316 steel in the temperature range tested. This behavior, 
together with the above-mentioned strain relaxation tests, may explain the different ranking of steels in constant-loading 
tests and in slow strain rate tests. 

SCC in Caustic Solutions. A range of duplex and austenitic stainless steels were tested in caustic solutions at 200 °C 
(Ref 82). The solution used in the U-bend test and in the slow strain rate test contained 200 g/L sodium hydroxide and 10 
g/L NaCl. The best behavior was shown by the molybdenum-free 23Cr-4Ni steel, which outperformed both the 22Cr-5Ni-
3Mo and the 25Cr-7Ni-4Mo-N duplex steels and some austenitic stainless steels. 

SCC Comparison of Austenitic and Duplex Stainless Steels. With the development of a database, experimental 
data have been compared for duplex and austenitic stainless steels tested with three different testing methods: the calcium 
chloride test, the autoclave test, and the drop evaporation test (Ref 83). In the calcium chloride test (Table 8), the duplex 
steels were ranked as high as highly alloyed austenitic stainless steels. In the autoclave test (Table 8 and Fig. 18), the 
lower-alloy duplex steels had a better stress-corrosion resistance than standard austenitic steels, but the superduplex steel 
and the highly alloyed austenitic stainless steels were more resistant. In the drop evaporation test (Fig. 20), the duplex 
steels are performing better than standard austenitic stainless steels but were outperformed by the austenitic stainless 
steels S32654 and S31254. It appears, by this author, that tests in autoclaves agree well with actual service conditions and 
that the drop evaporation test is useful in simulating applications where evaporation may occur and cyclic stresses are 
involved. An additional summary of stress-corrosion data for duplex stainless steels can be found in Ref 84. 

TABLE 8 RESULTS OF STRESS-CORROSION TESTS AND MINIMUM YIELD STRESSES 

UNS 
NUMBER  

MATERIAL 
COMPOSITION  

DESIGNATION  CACL2 
TEST(A), 
%  

DET(B), 
%  

CRITICAL 
TEMPERATURE 
AT 0.05% 
CL-(C), °C  

MINIMUM 
0.2% YIELD 
STRENGTH, 
MPA  

AUSTENITIC STAINLESS STEELS  
S32654  24CR-22NI-7MO-0.5N  654 SMO   >90  >100  >300  430  

S31254  20CR-18NI-6MO-0.2N  254 SMO   >90  90  >300  300  

N08028  27CR-31NI-3.5MO-1CU  SANICRO 28  90  . . .  230  220  
N08904  20CR-25NI-4.5MO-

1.5CU  
904L  90  70  183  220  

N08825  22CR-40NI-3MO-2CU  SANICRO 41  90  . . .  . . .  240  
S31050  25CR-22NI-2MO  2RE69  38  . . .  . . .  270  
S31603  17CR-12NI-2.5MO  3R60  35  10  . . .  220  
S31000  25CR-20NI  2RE10  20  . . .  52  210  
S30403  18CR-9NI  3R12  12  10  52  210  



DUPLEX STAINLESS STEELS  
S32750  25CR-7NI-4MO-0.3N  SAF 2057®  90  70  >300  550  
S31803  22CR-5NI-3MO-0.15N  SAF 2205®  90  40  183  450  
S31500  19CR-5NI-2.5MO-0.1N  3RE60  90  . . .  170  450  
S32900  26CR-5NI-1.5MO  10RE51  70(D)  . . .  . . .  485  
S32304  23CR-4NI-0.1N  SAF 2304®  85  40  138  400  

Source: Ref 83 

(A) RATIO BETWEEN THRESHOLD STRESS AND UTS. TIME TO FAILURE IS 500 H UNLESS SPECIFIED. 
(B) RATIO BETWEEN THRESHOLD STRESS AND 0.2% YIELD STRENGTH IN DROP EVAPORATION TESTS. 
(C) CRITICAL TEMPERATURE AT 0.05% CHLORIDE ION CONCENTRATION IN AUTOCLAVE TESTS. 
(D) TIME TO FAILURE IS GREATER THAN 1000 H.  

 

FIG. 20 DEPENDENCE OF THRESHOLD STRESS IN PERCENTAGE OF 0.2% YIELD STRENGTH ON MOLYBDENUM 
EQUIVALENT FOR AUSTENITIC AND DUPLEX STAINLESS STEELS 

Fractography. The fracture behavior of the duplex stainless steels during SCC has been investigated for duplex 25Cr-
6Ni-3.6Mo steel with slow strain rate testing in boiling 8 M lithium chloride plus 0.025 M thiourea (Ref 85). Fracture 
surface specimens revealed two different fracture modes (complex and cleavage-like) in adjacent grains. Like most 
polycrystalline materials, different fracture paths result from different grain orientations, making different cleavage planes 
active in the different grains. Engineering alloys with polycrystalline structure commonly change from cleavage to 
complex type of fracture, which is governed by a combination of grain orientation, local microstructure, and stressing 
conditions. By using the transmission electron microscope, a porous sponge-like film with a thickness of 1000 was 
found between the parent metal and the outer corrosion product. This film was enriched with chromium, nickel, 
molybdenum, and copper. The study suggests that the dealloying of the ferritic phase and the formation of a sponge-like 
region is associated with the SCC of the ferritic phase. 
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Fatigue and Fracture Properties of Duplex Stainless Steels 

R. Johansson, Avesta Sheffield AB 

 

Elevated-Temperature Properties 

Duplex stainless steels are generally used in applications up to 300 °C (570 °F). The steels will embrittle if used in the 
temperature range of 350 to 550 °C (660 to 1020 °F). If long exposure times can be avoided in this region, there are some 
applications at temperatures above 550 °C (1020 °F) where duplex alloys are a better choice than austenitic alloys. 

The thermal cycling properties of a duplex stainless steel, 23Cr-5Ni-1.5Mo, was compared with those of a standard 
austenitic steel of type 316 (Ref 86). Different thermal cycling tests up to 1125 °C (2060 °F) showed remarkable 
acceleration of failures in the duplex steel as compared with the austenitic steel. This is related to the large differences in 
internal stresses between the two phases in the duplex steel and to an extensive grain growth during thermal cycling. 

Thermal cycling of a 24Cr-4Ni-1.3Si duplex steel between room temperature and 900 °C (1650 °F) raised microstresses 
varying from grain to grain (Ref 87). The plastification caused an accumulating change of the shape of the specimen, 
which gave high residual stresses and internal cracks and damage. 

The creep-fatigue behavior of the duplex steel 2205 was studied in a sulfur-containing environment of Ar + 3% 
SO2 at 700 °C (Ref 88). Severe sulfidation attack occurred at the external surface of both 2205 duplex and 316 austenitic 
stainless steel under a combination of creep-fatigue loading and atmosphere. However, the attack on the duplex steel was 
less severe than the attack on the austenitic stainless steel. 
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Introduction 

Though virtually all design and standard specifications require the definition of tensile properties for a material, these data 
are only partly indicative of mechanical resistance to failure in service. Except for those situations where gross yielding or 
highly ductile fracture represents limiting failure conditions, tensile strength and yield strength are usually insufficient 
requirements for design of fracture-resistant structures. Strength by itself may not be sufficient if toughness, resistance to 
corrosion, stress corrosion, or fatigue are reduced too much in achieving high strength. 

The achievement of durable, long-lived structural components from high-strength materials requires consideration of 
severe stress raisers for which possible failure mechanisms are likely to be fatigue, brittle fracture, or fracture from some 
combination of cyclic and static loading in corrosive environments. Good design, attention to structural details, and 
reliable inspection are of primary importance in controlling corrosion-fatigue and fracture. Accordingly, designers have 
traditionally considered the minimization of stress raisers as more important than alloy choice. 

However, proper alloy selection does represent an important means of minimizing premature fracture in engineering 
structures. Obviously, high tensile strength is potentially detrimental in parts containing severe stress raisers for which 
possible failure mechanisms are likely to be fatigue, brittle fracture, or fracture in combination with corrosion, static 
loads, and/or cyclic loading. Likewise, selecting ductile alloys of low enough strength to ensure freedom from unstable 
fracture is limited by economic or technical pressures to increase structural efficiencies. Therefore, optimum alloy 
selection for fracture control requires careful assessment and balance of trade-offs among the mechanical properties and 
corrosion behavior required for a given application. 

In the aluminum industry, significant progress has been achieved in providing "improved" alloys with good combinations 
of strength, fracture toughness, and resistance to stress-corrosion cracking. Optimum selection and use of fatigue-resistant 
aluminum alloys also has become more of a factor for designers and materials engineers for extending fatigue life and/or 
structural efficiency. This emphasis on alloy development and selection is due, in part, to the greatly enhanced 
understanding of fatigue processes from the disciplines of strain control fatigue and fracture mechanics. The strain control 
approach is aimed primarily at fatigue crack initiation and early fatigue crack growth, while fracture mechanics concepts 
address the propagation of an existing crack to failure. This combination of knowledge from cyclic strain testing and 
fracture mechanics provides a basis for understanding of fatigue processes beyond the historical emphasis on crack 
nucleation studies from stress-controlled (stress to number of cycles, or S-N) fatigue testing. In this context, this article 
provides a brief overview on fatigue and fracture resistance of aluminum alloys. 
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Characteristics of Aluminum Alloy Classes 

A wide variety of commercial aluminum alloys and tempers provide specific combinations of strength, toughness, 
corrosion resistance, weld-ability, and fabricability. The relatively high strength-to-weight ratios and availability in a 
variety of forms make aluminum alloys the best choice for many engineering applications. Like other face-centered cubic 
materials, aluminum alloys do not exhibit sudden ductile-to-brittle transition in fracture behavior with lowering of 
temperature (Ref 1, 2). Tensile test results indicate that almost all aluminum alloys are insensitive to strain rates between 
10-5 mm/mm/sec and 1 mm/mm/sec ( 105 MPa/sec) at room and low temperatures (Ref 2). Therefore, aluminum is an 
ideal material for structural applications in a wide range of operating temperatures and loading rates. 

Aluminum alloys are classified in several ways, the most general according to their strengthening mechanisms. Some 
alloys are strengthened primarily by strain hardening (-H) while others are strengthened by solution heat treatment and 
precipitation aging (-T). A second commonly used system of classification is that of the Aluminum Association where the 
principal alloying element is indicated by the first digit of the alloy designation. Grouping of wrought aluminum alloys by 
strengthening method, major alloying element, and relative strength are given in Table 1. Another classification system 
established by the International Standards Organization (ISO) utilizes the alloying element abbreviations and the 
maximum indicated percent of element present (Table 2). This article utilizes the Aluminum Association system, which is 
described in more detail in The Aluminum Association Standards and Data Handbook (Ref 3) and in Volume 2 of the 
ASM Handbook. 

TABLE 1 WROUGHT ALUMINUM AND ALUMINUM ALLOY DESIGNATION SYSTEM 

RANGE OF 
TENSILE 
STRENGTH  

ALUMINUM 
ASSOCIATION 
SERIES  

TYPE OF 
ALLOY 
COMPOSITION  

STRENGTHENING 
METHOD  

MPA  KSI  
1XXX  AL  COLD WORK  70-175  10-25  
2XXX  AL-CU-MG (1-2.5% CU)  HEAT TREAT  170-310  25-45  
2XXX  AL-CU-MG-SI (3-6% 

CU)  
HEAT TREAT  380-520  55-75  

3XXX  AL-MN-MG  COLD WORK  140-280  20-40  
4XXX  AL-SI  COLD WORK (SOME HEAT 

TREAT)  
105-350  15-50  

5XXX  AL-MG (1-2.5% MG)  COLD WORK  140-280  20-40  
5XXX  AL-MG-MN (3-6% MG)  COLD WORK  280-380  40-55  
6XXX  AL-MG-SI  HEAT TREAT  150-380  22-55  
7XXX  AL-ZN-MG  HEAT TREAT  380-520  55-75  
7XXX  AL-ZN-MG-CU  HEAT TREAT  520-620  75-90  
8XXX  AL-LI  HEAT TREAT  280-560  40-80   



TABLE 2 ISO EQUIVALENTS OF WROUGHT ALUMINUM ASSOCIATION DESIGNATIONS 

ALUMINUM ASSOCIATION 
INTERNATIONAL DESIGNATION  

ISO DESIGNATION(A)  

1050A  AL99.5  
1060  AL99.6  
1070A  AL99.7  
1080A  AL99.8  
1100  AL99.0 CU  
1200  AL99.0  
1350  E-AL99.5  
. . .  AL99.3  
1370  E-AL99.7  
2011  ALCU6BIPB  
2014  ALCU4SIMG  
2014A  ALCU4SIMG(A)  
2017  ALCU4MGSI  
2017A  ALCU4MGSI(A)  
2024  ALCU4MG1  
2030  ALCU4PBMG  
2117  ALCU2.5MG  
2219  ALCU6MN  
3003  ALMN1CU  
3004  ALMN1MG1  
3005  ALMN1MG0.5  
3103  ALMN1  
3105  ALMN0.5MG0.5  
4043  ALSI5  
4043A  ALSI5(A)  
4047  ALSI12  
4047A  ALSI12(A)  
5005  ALMG1(B)  
5050  ALMG1.5(C)  
5052  ALMG2.5  
5056  ALMG5CR  
5056A  ALMG5  
5083  ALMG4.5MN0.7  
5086  ALMG4  
5154  ALMG3.5  
5154A  ALMG3.5(A)  
5183  ALMG4.5MN0.7(A)  
5251  ALMG2  
5356  ALMG5CR(A)  
5454  ALMG3MN  
5456  ALMG5MN  
5554  ALMG3MN(A)  
5754  ALMG3  
6005  ALSIMG  
6005A  ALSIMG(A)  



6061  ALMG1SICU  
6063  ALMG0.7SI  
6063A  ALMG0.7SI(A)  
6082  ALSI1MGMN  
6101  E-ALMGSI  
6101A  E-ALMGSI(A)  
6181  ALSI1MG0.8  
6262  ALMG1SIPB  
6351  ALSI1MG0.5MN  
7005  ALZN4.5MG1.5MN  
7010  ALZN6MGCU  
7020  ALZN4.5MG1  
7049A  ALZN8MGCU  
7050  ALZN6CUMGZR  
7075  ALZN5.5MGCU  
7178  ALZN7MGCU  
7475  ALZN5.5MGCU(A)  
. . .  ALZN4MG1.5MN  
. . .  ALZN6MGCUMN  

Note: The proposed ISO chemical composition standard for aluminum and its alloys references Aluminum Association equivalents as 
well as its own identification system. The ISO system is based on the systems that have been used by certain European countries. The 
main addition element is distinguished by specifying the required content (middle of range) rounded off to the nearest 0.5. If required, 
the secondary addition elements are distinguished by specifying the required content rounded off to the nearest 0.1, for two elements 

(A) THE CHEMICAL SYMBOLS FOR ADDITION ELEMENTS SHOULD BE LIMITED TO FOUR. IF 
AN ALLOY CANNOT OTHERWISE BE DISTINGUISHED, A SUFFIX IN BRACKETS IS USED: 
6063 = AL MG0.7SI; 6463 = AL MG0.7SI(B); AND INTERNATIONAL ALLOY REGISTRATION, 
6063A = AL MG0.7SI(A). NOTE THAT SUFFIXES (A), (B), AND SO ON SHOULD NOT BE 
CONFUSED WITH SUFFIXES OF THE ALUMINUM ASSOCIATION.  

Commercial aluminum products used in the majority of structural applications are selected from 2XXX, 5XXX, 6XXX, 
and 7XXX alloy groups, which offer medium-to-high strengths. Of these, 5XXX and 6XXX alloys offer medium-to-
relatively high strength, good corrosion resistance, and are generally so tough that fracture toughness is rarely a design 
consideration. The 5XXX alloys provide good resistance to stress corrosion in marine atmospheres and good welding 
characteristics. Notably, this class of alloys has been widely used in low-temperature applications that satisfy the most 
severe requirements of liquefied fuel storage and transportation at cryogenic temperatures (Ref 2, 4, 5). Alloys of the 
6XXX class, with good formability and weldability at medium strengths, see wide use in conventional structural 
applications. The 2XXX and 7XXX alloys generally are used in applications involving highly stressed parts. Certain 
alloys and tempers within these classes are promoted for their high toughness at high strength. Stress-corrosion cracking 
resistance of 2XXX and 7XXX alloys is generally not as great as in other aluminum alloy groups; however, service 
failures are avoided by good engineering practices and proper selection of alloy and temper or a suitable protective 
system. The 2XXX and 7XXX alloys see widespread use in aerospace applications. Certain 2XXX and 7XXX alloys 
provide good welding characteristics at high strength. 

Alloys of the 1XXX class are used primarily in applications where electrical conductivity, formability, ductility, and 
resistance to stress corrosion are more important than strength. The 3XXX alloys, widely used in piping applications, are 
characterized by relatively low strengths and very good toughness, ductility, formability, brazing, and welding 
characteristics. The 4XXX alloys are used mainly for welding wire and brazing applications where it is desired to have a 
lower melting point than in the wire without producing brittleness in the weldment. 

Alloy Selection Concepts. In any design plan, priority must be given to alloy properties. Optimum alloy choice 
involves evaluation and decision based on rating characteristics of a material that quantitatively measure resistance to 
failure by foreseeable failure mechanisms. In some instances, trade-off will be necessary among these material 
characteristics and among other factors, such as cost, fabricability, availability, expected service life, and maintainability. 



Relatively few generalizations can be made that will be valid for all material selection problems; individual problems 
must be treated separately or on the basis of closely related experience. 

An important consideration to the relative ranking of importance of properties to prevent failure is the particular 
application and basic design strategy to which the selected alloy will be applied. It is pertinent to review basic design 
philosophies by which aluminum alloys are selected to resist failure by fracture mechanisms. Later discussion will treat 
alloy selection concepts related to the specific areas of fracture toughness, corrosion, stress-corrosion cracking (SCC), and 
fatigue. 

Design Philosophies. In general, design philosophies for the prevention of fracture-type failures are of two basic types: 
safe life and damage-tolerant (or fail-safe). Neither approach is meant to be used as an extreme, nor is either approach 
meant to replace need for full-scale design verification tests. Many applications require a "fracture-control plan" to arrive 
at rational and cost-effective criteria for design, fabrication, and maintenance of reliable structures. 

Safe Life Design Approach. Traditionally, component life has been expressed as the time (or number of fatigue cycles) 
required for a crack to be initiated and grow large enough to produce catastrophic failure. Prior to development of reliable 
crack detection techniques and fracture mechanics technology, little attempt was made to separate component failure into 
initiation and propagation stages. It was assumed that total life of a part consisted primarily of initiation of a crack, 
generally by fatigue or stress corrosion. Time for a minute crack to grow and produce failure was considered a minor 
portion of the service life. In the safe life approach, which is an outgrowth of this assumption, the designer seeks long, 
safe life by preventing cracks of significant size from occurring during the service life of the structure. In this approach it 
is the incubation period leading to development of a significant crack that is of major concern. 

Small coupon-type specimens, though useful for rating materials and establishing sensitivity of various load and 
fabrication parameters, are not suitable for establishing the life of the part. A safe-life evaluation of a structure requires a 
reasonably accurate experimental simulation of the particular item of hardware. Under this procedure, accurately 
described loads are applied to the structure, life is determined, and a scatter factor is applied to establish the safe life of 
the structure. Structural "hot spots" are retrofitted as necessary. Generally, such elaborate tests prohibit evaluation of a 
large number of candidate materials and structural arrangements, since testing of each option may not be feasible because 
of economic and time constraints. Therefore, design and, consequently, material selection by this approach rely heavily 
on experience to eliminate need for excessive structural maintenance and retrofit. 

Damage-Tolerant (Fail-Safe) Design Approach. Damage tolerance describes features of design that prohibit 
catastrophic loss of structural integrity. Damage tolerance evaluation of structure is intended to ensure that, should serious 
cracking or damage occur, the remaining structure can withstand reasonable loads without excessive structural 
deformation until the damage is detected. Consideration must be given to the probable existence of flaws (cracks) in the 
structure. These flaws could be initiated in service or be present as undetected initial material or fabrication defects. 
Given a crack-like flaw corresponding to the maximum size escaping reliable detection, life of the part is assumed to be 
spent propagating this flaw to the critical size that results in unstable fracture. The general design strategy is to select 
stress levels, configurations, and materials to provide a controlled slow rate of crack propagation with high residual 
strength. The designer thereby seeks to limit the rate of flaw growth so the largest flaw missed at one inspection will not 
cause catastrophic failure before one or more later inspections. Analysis procedures depend heavily on the use of crack 
growth rates and fracture toughness combined with fracture mechanics principles for prediction of crack growth life and 
fracture strength. Moreover, inspection is an integral part of the fracture control plan. Recognition of these principles and 
their implications for the safety, reliability, and durability of engineering structures has resulted in engineering standards 
and codes that impose requirements of fracture mechanics analyses and control of crack behavior. Perhaps the most 
notable of these is the Air Force structural integrity requirement (Ref 6). With this plan, use of fracture toughness and 
stress corrosion testing in material procurement is required to ensure that materials with properties lower than those used 
in design do not appear in the final structure. 
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Fracture Mechanics and Toughness 

Fracture mechanics is concerned with catastrophic failure associated with crack-like flaws, regardless of how the flaw 
originated. Important parameters are crack size, local stress in the absence of the crack, yield strength, and materials 
fracture toughness. Use of these parameters allows prediction of the terminal flaw size in a part. The fracture mechanics 
approach is based on analysis of crack tip stress-strain fields. When stresses are below the yield stress, the critical stress 
concentration for fracture lies in the domain of linear elastic fracture mechanics and is an inherent material property KIc 
(plane-strain fracture toughness). 

The concepts of fracture mechanics are concerned with the basic methods for predicting the load-carrying capabilities of 
structures and components containing cracks. The fracture mechanics approach is based on a mathematical description of 
the characteristic stress field that surrounds any crack in a loaded body. When the region of plastic deformation around a 
crack is small compared to the size of the crack (as is often true for large structures and high-strength materials), the 
magnitude of the stress field around the crack is commonly expressed as the stress intensity factor, K, where:  

K =   
(EQ 1) 

where = remotely applied stress, a = characteristic flaw size dimension, and Y = geometry factor, determined from 
linear elastic stress analysis. The stress-intensity factor, K, thus represents a single parameter that includes both the effect 
of the stress applied to a sample and the effect of a crack of a given size in a sample. The stress-intensity factor can have a 
simple relation to applied stress and crack length, or the relation can involve complex geometry factors for complex 
loading, various configurations of real structural components, or variations in crack shapes. In this way, linear elastic 
analysis of small-scale yielding can be used to define a unique factor, K, that is proportional to the local crack tip stress 
field outside the small crack tip plastic zone. 

These concepts provide a basis for defining a critical stress-intensity factor (Kc) for the onset of crack growth, as a 
material property independent of specimen size and geometry for many conditions of loading and environment. For 
example, if a combination of σ and a were to exceed a critical value Kc, then the crack would be expected to propagate. 

Tests on precracked specimens of a wide variety of materials have shown that the critical K value at the onset of crack 
extension approaches a constant value as specimen thickness increases. Figure 1 shows this effect in tests with 7075 
aluminum alloy specimens over a range of thickness. In general, when the specimen thickness and the inplane dimensions 
near the crack are large enough relative to the size of the plastic zone, then the value of K at which growth begins is a 
constant and generally minimum value called the plane-strain fracture toughness factor, KIc, of the material. The 
parameter KIc is a true material property in the same sense as is the yield strength of a material. The value of KIc 
determined for a given material is unaffected by specimen dimensions or type of loading, provided that the specimen 
dimensions are large enough relative to the plastic zone to ensure plane-strain conditions around the crack tip (strain is 
zero in the through-thickness or z-direction). 



 

FIG. 1 FRACTURE TOUGHNESS OF 7075-T6, T651 SHEET AND PLATE FROM TESTS OF FATIGUE-CRACKED 
CENTER-NOTCHED SPECIMENS (TRANSVERSE). SOURCE: J.G. KAUFMANN IN REVIEW OF DEVELOPMENTS IN 
PLANE STRAIN FRACTURE TOUGHNESS TESTING, ASTM STP 463, 1970, P 7 

Plane-strain fracture toughness, KIc, is also directly related to the energy required for the onset of crack propagation by the 
formula  

  
(EQ 2) 

where E is the elastic modulus (in MPa or psi), ν is Poisson's ratio (dimensionless), and GIc is the critical plane-strain 
energy release rate for crack extension (in kJ/m2 or in.-lb/in.2). In simplified concept, GIc is the critical amount of strain 
energy that is released from the elastic stress field of the specimen per unit area of new cracked surface for the first small 
increment of crack extension. The concepts of KIc and GIc are essentially interchangeable; KIc is generally preferred 
because it is more easily associated with the stress or load applied to a specimen. The value of KIc is measured directly 
using test methods described in ASTM E-399. 

In the plane-strain state, a material is at its lowest point of resistance to unstable fracture. The onset of fracture is abrupt 
and is most clearly observed in thick sections of low-ductility (high-strength) alloys, when the elastic stress state in a 
flawed component is highly constrained to that of plane strain. However, when stresses approach or exceed yield values, 
the elastic stress field surrounding the crack departs from that of plane strain (from the development of an enlarged crack 
tip plastic zone which generally enhances fracture toughness). With increasing load, slow stable crack extension (tearing) 
may accompany the increasing plastic zone size. Onset of rapid fracture occurs when increase in crack tip stress field, 
measured by K (increase in K due to increased nominal stress and crack length), equals or exceeds resistance to crack 
extension (due to an increase in plastic zone size, crack tip blunting, and change from flat to slant fracture). This behavior 
is most clearly seen in fracture of relatively tough thin plate and sheet alloys. Unstable fracture under these conditions 
cannot be described as a material property since events leading to rapid fracture are specimen configuration and size 
dependent. One standardized method for describing elastic-plastic fracture involves the resistance-curve or R-curve 
concept described in ASTM E561. Briefly, the resistance-curve concept involves measurement of the K values at which 
various amounts of crack growth occur in a thin-plate laboratory specimen. Then a plotted curve of K versus crack growth 
from the laboratory specimen can be used to predict crack-growth behavior in a structural component of the same 



material. Limitations of the method are that the component must have the same thickness as the laboratory specimen and 
that K relations must be known for both component and specimen. However, once a resistance curve is obtained for a 
given material and thickness, it can be used to predict the crack-growth and crack-instability behavior of other 
components of the same material. 

J-Integral Method. Another concept for use in the analysis of elastic-plastic fracture is the J-integral concept, where J is 
a nonlinear generalization of G (the elastic strain energy release rate). J can be thought of as the amount of elastic-plastic 
strain energy per unit area of crack growth which is applied toward extending the crack in a specimen under load. A 
critical value of J, called JIc, is the value required for the start of crack extension from a pre-existing crack. For material 
having a sufficiently high yield strength or for specimens of sufficient size, elastic stresses control the crack extension, 
and JIc is equal to GIc. 

An important advantage of the JIc test method is that it can accommodate a significant amount of crack-tip blunting and 
general plastic deformation in the specimen. If the amount of plastic deformation is small enough, JIc will be identical to 
GIc, and thus JIc can be converted to an approximately equivalent measure of KIc (see Eq 2). For large amounts of plastic 
deformation, a size requirement limits the size of the specimen and, indirectly, the amount of plastic deformation which 
can be allowed. The specimen size requirement allows a significantly smaller specimen, often ten times smaller, to be 
tested with the JIc procedure than with the KIc procedure. So, although the JIc test is relatively time consuming due to 
multiple tests, it can be used over a wider range of material properties and specimen sizes than the KIc test. In addition, 
single-specimen JIc test procedures, such as incremental unloading methods, can reduce both testing time and the number 
of specimens required to obtain JIc test data. Another advantage of the JIc approach is that it makes possible the prediction 
of the failure load of cracked high-toughness, medium-strength alloys (with more tendency toward plastic deformation) 
for fracture-critical applications. 
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Alloy Selection for Fracture Toughness 

Plane-strain fracture toughness, KIc, is particularly pertinent in materials selection because, unlike other measures of 
toughness, it is independent of specimen configuration. For comparison, the notch toughness of a material, which is most 
commonly measured by Charpy testing, does depend on the configuration of the specimen. Changes in the size of the 
specimen or in the root radius of the notch will affect the amount of energy absorbed in a Charpy test. The main reason 
for this is that the total energy required for initiation of the crack from the notch, for propagation of the crack across the 
specimen, and for complete fracture of the specimen is measured in a Charpy test. In contrast, a KIc test measures only the 
critical load required for a small extension of a pre-existing crack. Even though KIc is more difficult to measure than notch 
toughness, because of the requirements of a pre-existing crack and a specimen large enough for plane-strain conditions, it 
is a constant material property and can be more generally applied to materials selection. 

In selection of structural materials, the single most important characteristic of KIc for nearly all materials is that it varies 
inversely with yield strength for a given alloy. Table 3 is a summary of plane-strain fracture toughness values for a wide 
variety of aluminum alloys--including 2024 and 7075, which have been used for components which do not require a high 
level of fracture toughness. Typical data for a lot of one high-toughness aluminum alloy (7475-T7351) are shown in Table 
4. 

TABLE 3 TYPICAL ROOM-TEMPERATURE YIELD STRENGTH AND PLANE-STRAIN FRACTURE TOUGHNESS 
VALUES FOR SEVERAL HIGH-STRENGTH ALUMINUM ALLOYS 

PLANE-STRAIN FRACTURE TOUGHNESS, KIC  YIELD 
STRENGTH(A

)  
L-T  T-L  S-L  

PRODUCT  ALLO
Y  

TEMPE
R  

MPA  KSI  MPA
m   

KSI
in   

MPA
m   

KSI
in   

MPA
m   

KSI
in   



2014  T651  440  64  24  22  22  20  19  17  
2024  T351  325  47  36  33  33  30  26  24  
2024  T851  455  66  24  22  23  21  18  16  
2124  T851  440  64  32  29  25  23  24  22  
2219  T851  435  63  39  35  36  33  . . .  . . .  
7050  T73651  455  66  35  32  30  27  29  26  
7075  T651  505  73  29  26  25  23  20  18  
7075  T7651  470  68  30  27  24  22  20  18  
7075  T7351  435  63  32  29  29  26  21  19  
7475  T651  495  72  43  39  37  34  32  29  
7475  T7651  460  67  47  43  39  35  31  28  

PLATE  

7475  T7351  430  62  53  48  42  38  35  32  
7050  T736  455  66  36(B)  33(B)  25(C)  23(C)  25(C)  23(C)  
7149  T73  460  67  34(B)  31(B)  24(C)  22(C)  24(C)  22(C)  

DIE 
FORGINGS  

7175  T736  490  71  33(B)  30(B)  29(C)  26(C)  29(C)  26(C)  
2024  T852  430  62  29  26  21  19  18  16  
7050  T73652  455  66  36  33  23  21  22  20  
7075  T7352  365  53  37  34  29  26  23  21  
7079  T652  440  64  29  26  25  23  20  18  

HAND 
FORGINGS  

7175  T736  470  68  37  34  30  27  26  24  
7050  T7651X  495  72  31  28  26  24  21  19  
7050  T7351X  459  65  45  41  32  29  26  24  
7075  T651X  490  71  31  28  26  24  21  19  

EXTRUSION
S  

7075  T7351X  435  63  35  32  29  26  22  20  

Source: R. Bucci, Engr. Fracture Mech., Vol 12, 1979, p 407-441 

(A) AT 0.2% OFFSET (LONGITUDINAL). 
(B) PARALLEL TO GRAIN FLOW. 
(C) NONPARALLEL TO GRAIN FLOW.  

TABLE 4 TYPICAL FRACTURE TOUGHNESSES MEASURED ON THE SAME LOT OF A HIGH-
TOUGHNESS 7475-T7351 ALUMINUM ALLOY PLATE 

TYPICAL L-T TOUGHNESS(A)  SPECIFIED TEST METHOD  
MPA m   KSI in   

ASTM E 399, KIC  55  50  
ASTM E 561, R CURVE        

5% SECANT  45-65  40-60  
25% SECANT  75-110  70-100  
CENTER-CRACKED PANEL 150 MM (6 IN.) WIDE  130  120  
CENTER-CRACKED PANEL 400 MM (16 IN.) WIDE  200  180  

Note: Test sample thicknesses are those typically specified. Data are approximate and are presented to contrast different test results, 
not for use for design purposes. R-curve testing also requires tensile data for test validity checks, and these should be provided to the 
testing laboratory. 

(A) TEST SAMPLE ORIENTATION CODE IS DESCRIBED IN ASTM E 399 (REF 43). THE FIRST 
LETTER REPRESENTS THE DIRECTION OF APPLIED TENSILE STRESS: THE SECOND LETTER 
IS THE DIRECTION OF CRACK GROWTH. L, LONGITUDINAL; T, TRANSVERSE; S, 
THICKNESS DIRECTION  

Tough aluminum alloys such as those from the 1XXX, 3XXX, 4XXX, 5XXX, and most 6XXX series do not normally 
exhibit elastic unstable fracture, either in test panels or in real structures. These alloys are so tough that fracture toughness 
is rarely a design criterion. Because of this consideration and the relative difficulty of measuring toughness in a design-
oriented manner by current methods, fracture toughness information for these alloys is rather limited. Much of the data 
available for these alloys (Fig. 2) has been developed by extrapolation of correlations from simpler tests such as the 
simple tear specimen of the design shown in Fig. 3, where the resistance of a material to crack growth in a nonuniform 



stress field is evaluated by measurement of appropriate areas under autographic load deformation records. A relative 
ranking of thin-section fracture toughness by tear tests is shown in Fig. 2 for a number of aluminum sheet alloys and 
tempers. Particularly, the unit propagation energy (UPE) has been found to be correlated with resistance to stable crack 
growth in thin sections, measured as KIc from wide-panel tests (Ref 1). These alloys are excluded from further 
consideration in this section. 

 

FIG. 2 RATINGS OF 1.6 MM (0.063 IN.) ALUMINUM SHEET BASED ON UNIT PROPAGATION ENERGY (1 IN. · 
LB/IN.2 = 0.175 KJ/M2) 



 

FIG. 3 TEAR-TEST SPECIMEN AND REPRESENTATIVE TEAR TEST CURVES 

Alloys for which fracture toughness is a meaningful design-related parameter fall into two categories:  

• CONTROLLED-TOUGHNESS, HIGH-STRENGTH ALLOYS (I.E., THOSE ALLOYS DEVELOPED 
PRIMARILY FOR THEIR HIGH FRACTURE TOUGHNESS AT HIGH STRENGTH)  

• CONVENTIONAL HIGH-STRENGTH ALLOYS, TEMPERS, AND PRODUCTS FOR WHICH 
FRACTURE TOUGHNESS IS A MEANINGFUL DESIGN PARAMETER, BUT WHICH ARE NOT 
PROMOTED OR USED FOR FRACTURE-CRITICAL COMPONENTS  

The above categories are composed primarily of 2XXX and 7XXX alloys. Controlled-toughness, high-strength 
commercial products include 2124-T3 and T8-type sheet and plate; 2419-T6 and T8-type sheet, plate, extrusion, and 
forgings; 7050-T7-type plate, forgings, and extrusions; 7149-T7-type forgings; 7175-T6 and T7-type extrusions and 
forgings; and 7475-T6 and T7-type sheet and plate. 

Recognized conventional high-strength alloys that are not produced to minimum toughness include 2014, 2024, 2219, 
7075, 7079, and 7178. Typical strength and fracture toughness properties of several high-strength aluminum products are 
presented in Table 5. Evaluations have shown (Ref 7) that the fracture toughness of high-strength, precipitation-hardened 
2XXX and 7XXX alloys is not adversely affected by high strain rate or moderate temperature reduction. 

TABLE 5 TYPICAL ROOM-TEMPERATURE YIELD STRENGTH AND PLANE-STRAIN FRACTURE TOUGHNESS 
VALUES OF SEVERAL HIGH-STRENGTH ALUMINUM ALLOYS 

PRODUCT  ALLO TEMPE YIELD PLANE-STRAIN FRACTURE TOUGHNESS, KIC  



(LONGITUDINA
L)  

   

MPA  KSI  MPA
m   

KSI
in   

MPA
m   

KSI
in   

MPA
m   

KSI
in   

2014  T651  440  64  24  22  22  20  19  17  
2024  T351  325  47  36  33  33  30  26  24  
2024  T851  455  66  24  22  23  21  18  16  
2124  T851  440  64  32  29  25  23  24  22  
2219  T851  435  63  39  35  36  33  . . .  . . .  
7050  T73651  455  66  35  32  30  27  29  26  
7075  T651  505  73  29  26  25  23  20  18  
7075  T7651  470  68  30  27  24  22  20  18  
7075  T7351  435  63  32  29  29  26  21  19  
7475  T651  495  72  43  39  37  34  32  29  
7475  T7651  460  67  47  43  39  35  31  28  

PLATE  

7475  T7351  430  62  53  48  42  38  35  32  
7050  T736  455  66  36  33(A)  25  23(B)  25  23(B)  
7149  T73  460  67  34  31(A)  24  22(B)  24  22(B)  

DIE 
FORGINGS  

7175  T736  490  71  33  30  29  26  29  26  
2024  T852  430  62  29  26  21  19  18  16  
7050  T73652  455  66  36  33  23  21  22  20  
7075  T7352  365  53  37  34  29  26  23  21  
7079  T652  440  64  29  26  25  23  20  18  

HAND 
FORGINGS  

7175  T736  470  68  37  34  30  27  26  24  
7050  T7651X  495  72  31  28  26  24  21  19  
7050  T7351X  459  65  45  41  32  29  26  24  
7075  T651X  490  71  31  28  26  24  21  19  

EXTRUSION
S  

7075  T7351X  435  63  35  32  29  26  22  20   
(A) PARALLEL TO GRAIN FLOW. 
(B) NONPARALLEL TO GRAIN FLOW  

In general, fracture toughness decreases with increasing yield strength, as indicated by scatter bands of notched yield 
strength ratio (NYR) and UPE established for a wide variety of commercial 2XXX and 7XXX products. To develop high 
toughness, the microstructure must accommodate significant plastic deformation, and yet a microstructure that resists 
plastic deformation is needed for high strength. As indicated by Fig. 4(a) and 4(b), 7XXX alloys have the highest 
combination of strength and toughness of any family of aluminum alloys. In 7XXX alloys, highest strength is associated 
with the T6 peak aged temper. Decreasing strength to acceptable levels by overaging provides a way to increase 
toughness (Fig. 5) as well as resistance to exfoliation, SCC, and fatigue crack growth in some 7XXX alloys. Alloys of the 
2XXX class are used in both the naturally aged and artificially aged conditions. Commercial naturally aged 2XXX alloys 
(viz. T3- and T4-type tempers) provide good combinations of toughness and strength. Artificial aging to precipitation-
hardened T8 tempers produces higher strength with some reduction in toughness, but in addition offers greater stability of 
mechanical properties at high temperatures and higher resistance to exfoliation and SCC. 



 

FIG. 4 COMPARISON OF 2XXX AND 7XXX COMMERCIAL ALUMINUM ALLOYS (A) NOTCH TOUGHNESS VS. YIELD 



STRENGTH. (B) UNIT PROPAGATION ENERGY VS. YIELD STRENGTH 

 

FIG. 5 RELATIONSHIPS OF PLANE-STRAIN FRACTURE TOUGHNESS TO YIELD STRENGTH FOR THE 2XXX AND 
7XXX SERIES OF ALUMINUM ALLOYS. SOURCE: R. DEVELAY, METALS AND MATERIALS, VOL 6, 1972, P 404 

The strength-fracture toughness interaction has been postulated to be the consequence of void link-up created by slip-
induced breakdown of submicron strengthening particles, which occurs more readily at high strength levels (Ref 8). If the 
strengthening (matrix) precipitates are shearable they may promote strain localization which leads to premature crack 
nucleation and low fracture toughness. Whether or not the strengthening precipitates are sheared or looped and bypassed 
by dislocations depends on alloy composition and aging treatment. During aging, heterogeneous precipitation usually 
occurs at grain and subgrain boundaries resulting in soft, solute-denuded PFZ's in the matrix adjacent to the boundaries. 
The combination of these soft zones, that can localize strain, and grain boundary precipitates, that can aid in microvoid 
nucleation, also has an adverse effect on fracture toughness. Though this hypothesis remains unproven, it has been clearly 
demonstrated that the amounts, distribution, and morphology of alloy phases and second-phase particles in alloy 
microstructure have a large influence on toughness (Ref 9, 10, 11). Developed understanding of the interrelationships of 
alloy microstructure and fracture mechanisms has led to design of new commercial aluminum alloys offering optimum 
high strength and high toughness. Primarily, the alloy improvements have evolved through microstructural control 
obtained by increased purity, modified compositions, and better homogenization, fabrication, and heat treatment practices 
(Ref 10, 11, 12, 13, 14, 15). 

The balance between strength and toughness is greatly affected by a variety of processing parameters, including solution 
heat treatment, quenching efficiency, deformation prior to aging (for 2XXX alloys) and aging treatment. The solution heat 
treatment determines the amount of solute in solid solution and the vacancy content, which affects subsequent aging 
kinetics. Quenching affects both the microstructure and properties by determining the amount of solute that precipitates 
during cooling and that which is available for subsequent age hardening. It also affects the level of residual stresses which 
can influence manufacturing costs, fatigue and corrosion behavior. After quenching, methods to obtain a balance of 
properties include cold working before aging, when practical (T8 temper), and selecting aging times and temperatures to 
minimize grain boundary precipitates and precipitate-free zones (PFZ). The deformation prior to aging aids in the 
nucleation and growth of the matrix precipitates which decreases the time to reach peak strength. This, along with low-
temperature aging, minimizes the amount of grain boundary precipitates and PFZ's (which adversely affect fracture 
toughness) at the desired strength level. 

Alloy 2124 was the first 2XXX alloy developed to have high fracture toughness. The principal contribution to high 
toughness was increased purity (low iron and silicon), which minimizes formation of relatively large insoluble 
constituents (>1 m). The detrimental effect of large constituent phases on the fracture toughness of aluminum alloys has 
been documented by many investigators. Constituent particles participate in the fracture process through void formation 
at particle/matrix interfaces or by fracturing during primary processing. Their volume fraction can be minimized by 
reducing impurity elements, e.g., iron and silicon, and excess solute. The detrimental effect of dispersoids also depends on 



their size and the details of their interface with the matrix. For example, the strength-toughness relationships in Fig. 6(b) 
were determined for 7075 variants containing different dispersoid-forming elements. Because Zr particles are small and 
coherent with the matrix (strong interface), they are usually not involved in the fracture process. 

 

FIG. 6 UNIT CRACK PROPAGATION ENERGIES (UPE), (A) COMMERCIAL 7XXX ALUMINUM ALLOY PLATE IN PEAK 
STRENGTH AND OVERAGED TEMPERS (SOURCE: REF 10) AND (B) EFFECTS OF DISPERSOID TYPE ON 
TOUGHNESS OF 75 MM (3 IN.) 7075 PLATE (SOURCE: J. STALEY IN ASTM STP 605) 

Resultant improvement for production materials is shown in Fig. 7 (Ref 14). Minimization of insoluble constituents by 
process control was used to develop 2419 and 2214 as higher-toughness versions of 2219 and 2014, respectively. Biggest 
gains in fracture toughness of 2XXX alloys by process control have been to the precipitation-hardened T8 tempers which 
are widely used in applications requiring good resistance to exfoliation corrosion and SCC. The effect of impurity on 
toughness of other alloys is shown in Table 6. 



TABLE 6 EFFECT OF PURITY ON THE FRACTURE TOUGHNESS OF SOME HIGH-STRENGTH 
WROUGHT ALUMINUM ALLOYS 

FRACTURE TOUGHNESS, MPA m   ALLOY 
AND 
TEMPER  

MAX 
FE, %  

MAX 
SI, %  

0.2% PROOF 
STRESS, 
MPA  

TENSILE 
STRENGTH, 
MPA  

LONGITUDINAL  SHORT 
TRANSVERSE  

2024-T8  0.50  0.50  450  480  22-27  18-22  
2124-T8  0.30  0.20  440  490  31  25  
2048-T8  0.20  0.15  420  460  37  28  
7075-T6  0.50  0.40  500  570  26-29  17-22  
7075-T73  0.50  0.40  430  500  31-33  20-23  
7175-T736  0.20  0.15  470  540  33-38  21-29  
7050-T736  0.15  0.12  510  550  33-39  21-29  

Source: M.O. Speidel, Met. Trans., Vol 6A, 1975, p 631 

 

FIG. 7 ALUMINUM ALLOYS 2124 AND 7475 ARE TOUGHER VERSIONS OF ALLOYS 2024 AND 7075. HIGH-
PURITY METAL (LOW IRON AND SILICON) AND SPECIAL PROCESSING TECHNIQUES ARE NEEDED TO OPTIMIZE 
TOUGHNESS IN THESE MATERIALS. SOURCE: REF 14 

Grain size and degree of recrystallization can have a significant effect on fracture toughness. The desired degree of 
recrystallization depends on product thickness, i.e., whether the part is under plane stress or plane strain. In thin products 
under plane stress, fracture is controlled by plasticity and a small recrystallized grain size is preferable. If the grain size is 
small enough, plasticity will be enhanced without detrimental, low energy, intergranular fracture. However, for thick 
products under plane strain, fracture is usually controlled by coarse particles and an unrecrystallized grain structure is 
preferable. 

Alloy 7475 represents one of the most successful applications of alloy design techniques. Its composition and properties 
are modified from those of alloy 7075 by  

• REDUCING IRON AND SILICON CONTENTS  



• OPTIMIZING DISPERSOIDS  
• ALTERING PRECIPITATES  
• CONTROLLING QUENCHING RATE  
• CONTROLLING GRAIN SIZE  

These modifications result in the toughest aluminum alloy available commercially at high strength levels. For designers 
this influence is shown most clearly by information on crack lengths for unstable crack growth at specific design stresses, 
such as that shown in Fig. 8. The crack tolerance of the 7475-T761 alloy sheet is almost three times greater than that of 
conventional 7075-T6. Similar effects have been noted for plate. 

 

FIG. 8 GROSS SECTION STRESS AT INITIATION OF UNSTABLE CRACK PROPAGATION VS. CRACK LENGTH FOR 
WIDE SHEET PANELS OF FOUR ALUMINUM ALLOY/TEMPER COMBINATIONS. SOURCE: REF 13 

Alloy 7475 represents the highest strength-toughness combinations available in a commercial aluminum alloy. However, 
patented process controls (in addition to controlling the purity of iron and silicon) are necessary to achieve highest 
toughness levels in 7475. In comparison to conventional high-strength alloys, the effectiveness of alloy 7475 in 
developing high toughness at high strength is shown by plane-strain fracture toughness (KIc) data (Fig. 9), plane-stress 
fracture toughness (Kc) data from wide center crack panel tests (Fig. 10), and crack resistance curves (Fig. 11). This 
advantage is demonstrated by the critical stress-flaw size relationships in Fig. 8. The effect of heat treatment on crack 
propagation energy is shown in Fig. 6. Controls on production processes for high-toughness alloys 2124 and 7475 should 
also improve fatigue crack growth resistance. 



 

FIG. 9 FRACTURE TOUGHNESS VS. YIELD STRENGTH FOR HIGH-STRENGTH ALUMINUM ALLOY PLATE (L-T 
ORIENTATION) 



 

FIG. 10 CRITICAL STRESS INTENSITY FACTOR, KC, VS. TENSILE YIELD STRENGTH FOR 1.0 TO 4.7 MM (0.040 
TO 0.188 IN.) ALUMINUM ALLOY SHEET. IMPROVED ALLOY 7475 IS COMPARED TO OTHER COMMERCIAL 
ALLOYS. SOURCE: REF 10 



 

FIG. 11 CRACK RESISTANCE CURVES FOR ALUMINUM ALLOY 7475 SHEET 

7150-T77 Plate. In response to a need for improved corrosion resistance, another temper was developed for 7150. Alloy 
7150-T77 plate develops the same mechanical properties as does 7150-T6 with significantly improved resistances to both 
exfoliation corrosion and SCC. The first application was on the C17 cargo transport. This saved a considerable amount of 
weight because corrosion performance of 7150-T6 and T61 was deemed to be inadequate by the Air Force for this 
application, and strength of 7050-T76 is considerably lower. The combination of strength and corrosion characteristics of 
7150-T77 is attributed to proprietary processing. This processing promotes the development of a precipitate structure 
which effectively resists the passage of dislocations equivalent to that provided by the T6 temper and simultaneously 
minimizes the electrochemical differences between the matrix and grain boundaries. Extruded products in T77 do not 
develop the 70 MPa strength advantage. 

7055-T77 Plate. The implementation of the T77 temper for 7150 was followed by development of a proprietary 
material for compressively loaded structures. Alloy 7055-T77 plate offers a strength increase of about 10% relative to that 
of 7150-T6 (almost 30% higher than that of 7075-T76). It also provides a high resistance to exfoliation corrosion similar 
to that of 7075-T76 with fracture toughness and resistance to the growth of fatigue cracks similar to that of 7150-T6. In 
contrast to the usual loss in toughness of 7XXX products at low temperatures, fracture toughness of 7055-T77 at -65 °F 
(220 K) is similar to that at room temperature. Resistance to SCC is intermediate to those of 7075-T6 and 7150-T77. The 
attractive combination of properties of 7055-T77 is attributed to its high ratios of Zn/Mg and Cu/Mg. When aged by the 
proprietary T77 process this composition provides a microstructure at and near grain boundaries that is resistant to 
intergranular fracture and to intergranular corrosion. The matrix microstructure resists strain localization while 
maintaining a high resistance to the passage of dislocations. The extruded products in T77 do not develop the 70 MPa 
strength advantage. 



Low-Temperature Toughness. Aluminum alloys represent a very important class of structural metals for subzero-
temperature applications. Aluminum and aluminum alloys have face-centered-cubic (fcc) crystal structures. Most fcc 
metals retain good ductility at subzero temperatures. Aluminum can be strengthened by alloying and heat treatment while 
still retaining good ductility along with adequate toughness at subzero temperatures. Nominal compositions of aluminum 
alloys that are most often considered for subzero service are presented in Table 7. 

TABLE 7 NOMINAL COMPOSITIONS OF ALUMINUM ALLOYS USED IN LOW-TEMPERATURE 
SERVICE 

NOMINAL COMPOSITION, %  ALLOY DESIGNATION  
Si  Cu  Mn  Mg  Cr  Zn  Ti  Zr  OTHERS  

WROUGHT ALLOYS  
1100  . . .  0.12  . . .  . . .  . . .  . . .  . . .  . . .  . . .  
2014  0.8  4.4  0.8  0.5  . . .  . . .  . . .  . . .  . . .  
2024  . . .  4.4  0.6  1.5  . . .  . . .  . . .  . . .  . . .  
2219  . . .  6.3  0.3  . . .  . . .  . . .  0.06  0.18  0.1V  
3003  . . .  0.12  1.2  . . .  . . .  . . .  . . .  . . .  . . .  
5083  . . .  . . .  0.7  4.4  0.15  . . .  . . .  . . .  . . .  
5456  . . .  . . .  0.8  5.1  0.12  . . .  . . .  . . .  . . .  
6061  0.6  0.28  . . .  1.0  0.20  . . .  . . .  . . .  . . .  
7005  . . .  . . .  0.45  1.4  0.13  4.5  0.04  0.14  . . .  
7039  0.1  0.05  0.25  2.8  0.20  3.0  0.05  . . .  0.2FE  
7075  . . .  1.6  . . .  2.5  0.23  5.6  . . .  . . .  . . .  
CAST ALLOYS  
355  5.0  1.2  . . .  0.5  . . .  . . .  . . .  . . .  . . .  
C355  5.0  1.3  . . .  0.5  . . .  . . .  . . .  . . .  . . .  
356  7.0  . . .  . . .  0.3  . . .  . . .  . . .  . . .  . . .  
A356  7.0  . . .  . . .  0.3  . . .  . . .  . . .  . . .  . . .   

Data on fracture toughness of several aluminum alloys at room and subzero temperatures are summarized in Table 8. The 
room-temperature yield strengths for the alloys in this table range from 142 to 536 MPa (20.6 to 77.7 ksi), and room-
temperature plane-strain fracture toughness values for both bend and compact tension specimens range from 22.3 to 39.9 
MPa m  (20.3 to 36.3 in ). This range in numerical values is not as impressive as actual service performances. 

TABLE 8 FRACTURE TOUGHNESS OF ALUMINUM ALLOY PLATE 

FRACTURE TOUGHNESS, KIC OR KIC(J) AT:  ROOM-
TEMPERAT
URE 
YIELD 
STRENGTH  

24 °C (75 °F)  -196 °C (-320 
°F)  

-253 °C (-423 
°F)  

-269 °C (-452 
°F)  

ALLOY 
AND 
CONDIT
ION  

MPA  KSI  

SPECI
MEN 
DESIG
N  

ORIENTA
TION  

MPA
m   

KSI
in   

MPA
m   

KSI
in   

MPA
m   

KSI
in   

MPA
m   

KSI
in   

2014-
T651  

432  62.7  BEND  T-L  23.2  21.2  28.5  26.1  . . .  . . .  . . .  . . .  

2024-
T851  

444  64.4  BEND  T-L  22.3  20.3  24.4  22.2  . . .  . . .  . . .  . . .  

455  66.0  CT  T-L  26.9  24.5  32.0  29.1  . . .  . . .  . . .  . . .  
435  63.1  CT  L-T  29.2  26.6  35.0  31.9  . . .  . . .  . . .  . . .  

2124-
T851(A)  

420  60.9  CT  S-L  22.7  20.7  24.3  22.1  . . .  . . .  . . .  . . .  
BEND  T-S  39.9  36.3  46.5  42.4  52.5  48.0  . . .  . . .  382  55.4  
CT  T-S  28.8  26.2  34.5  31.4  37.2  34.0  . . .  . . .  

2219-T87  

412  59.6  CT  T-L  30.8  28.1  38.9  32.7  . . .  . . .  . . .  . . .  



5083-O  142  20.6  CT  T-L  27.0(B)  24.6(B

)  
43.4(B)  39.5(B

)  
. . .  . . .  48.0(B)  43.7(B

)  
6061-
T651  

289  41.9  BEND  T-L  29.1  26.5  41.6  37.9  . . .  . . .  . . .  . . .  

7039-T6  381  55.3  BEND  T-L  32.3  29.4  33.5  30.5  . . .  . . .  . . .  . . .  
7075-
T651  

536  77.7  BEND  T-L  22.5  20.5  27.6  25.1  . . .  . . .  . . .  . . .  

7075-
T7351  

403  58.5  BEND  T-L  35.9  32.7  32.1  29.2  . . .  . . .  . . .  . . .  

7075-
T7351  

392  56.8  BEND  T-L  31.0  28.2  30.9  28.1  . . .  . . .  . . .  . . .  

Source: Metals Handbook, 9th ed., Vol 3, American Society for Metals, 1980, p 746, compiled from several references 

(A) 2124 IS SIMILAR TO 2024, BUT WITH HIGHER-PURITY BASE AND SPECIAL PROCESSING TO IMPROVE 
FRACTURE TOUGHNESS. 

(B) KIC(J).  

Of the alloys listed in Table 8, 5083-O has substantially greater toughness than the others. Because this alloy is too tough 
to obtain valid KIc data, the values shown for 5083-O were converted from JIc data. The fracture toughness of this alloy 
increases as exposure temperature decreases. Of the other alloys, which were evaluated in various heat-treated conditions, 
2219-T87 has the best combination of strength and fracture toughness, both at room temperature and at -196 °C (-320 °F); 
this alloy can be readily welded. 

Alloy 6061-T651 is another weldable alloy. It has good fracture toughness at room temperature and at -196 °C (-320 °F), 
but its yield strength is lower than that of alloy 2219-T87. Alloy 7039 also is weldable and has a good combination of 
strength and fracture toughness at room temperature and at -196 °C (-320 °F). Alloy 2124 is similar to 2024 but with a 
higher-purity base and special processing for improved fracture toughness. Tensile properties of 2124-T851 at subzero 
temperatures can be expected to be similar to those for 2024-T851. 

Several other aluminum alloys, including 2214, 2419, 7050, and 7475, have been developed in order to obtain room-
temperature fracture toughness superior to that of other 2000 and 7000 series alloys. Information on subzero properties of 
these alloys is limited, but it is expected that these alloys would have improved fracture toughness at subzero 
temperatures as well as at room temperature. 

 
References cited in this section 

1. J.G. KAUFMAN AND M. HOLT, "FRACTURE CHARACTERISTICS OF ALUMINUM ALLOYS," 
TECHNICAL PAPER 18, ALCOA RESEARCH LABORATORIES, 1965 

7. H.P. VAN LEEUWEN AND L. SCHRA, "RATE EFFECTS ON RESIDUAL STRENGTH OF FLAWED 
STRUCTURES AND MATERIALS," NLR-TR76004U, NATIONAL AEROSPACE LABORATORY, 
NLR, THE NETHERLANDS, 1975 

8. G.T. HAHN AND A.R. ROSENFIELD, "RELATIONS BETWEEN MICROSTRUCTURE AND THE 
FRACTURE TOUGHNESS OF METALS," PLENERY LECTURE III-211, THIRD INTERNATIONAL 
CONF. ON FRACTURE (MUNICH), 1973 

9. G.T. HAHN AND A.R. ROSENFIELD, METALLURGICAL FACTORS AFFECTING TOUGHNESS OF 
ALUMINUM ALLOYS, MET. TRANS., VOL 6A, 1975, P 653-668 

10. J.T. STALEY, "MICROSTRUCTURE AND TOUGHNESS OF HIGHER STRENGTH ALUMINUM 
ALLOYS," STP 605, ASTM, 1976, P 71-103 

11. M.V. HYATT, NEW ALUMINUM AIRCRAFT ALLOYS FOR THE 1980S, MET., VOL 46 (NO. 2), 
1977 

12. J.T. STALEY, "UPDATE ON ALUMINUM ALLOY AND PROCESS DEVELOPMENTS FOR THE 
AEROSPACE INDUSTRY," PAPER PRESENTED AT THE WESTERN METAL AND TOOL 
EXPOSITION AND CONFERENCE (WESTEC) (LOS ANGELES, CA), 1975 

13. J.G. KAUFMAN, "DESIGN OF ALUMINUM ALLOYS FOR HIGH TOUGHNESS AND HIGH 



FATIGUE STRENGTH," PAPER PRESENTED AT THE CONFERENCE ON ALLOY DESIGN FOR 
FATIGUE AND FRACTURE RESISTANCE (BRUSSELS, BELGIUM), 1975 

14. R.R. SENZ AND E.H. SPUHLER, FRACTURE MECHANICS IMPACT ON SPECIFICATIONS AND 
SUPPLY, METALS PROGRESS, 1975, P 64-66 

15. D.O. SPROWLS AND E.H. SPAHLER, AVOIDING SCC IN HIGH STRENGTH ALUMINUM 
ALLOYS, ALCOA GREEN LETTER GL188, REV 1982-01 

43. T.H. SANDERS, R.R. SAWTELL, J.T. STALEY, R.J. BUCCI, AND A.B. THAKKER, "EFFECT OF 
MICROSTRUCTURE ON FATIGUE CRACK GROWTH OF 7XXX ALUMINUM ALLOYS UNDER 
CONSTANT AMPLITUDE AND SPECTRUM LOADING," FINAL REPORT, CONTRACT N00019-76-
C-0482, NAVAL AIR SYSTEMS COMMAND, 1978 

Selecting Aluminum Alloys to Resist Failure by Fracture Mechanisms 

R.J. Bucci, ALCOA Technical Center, G. Nordmark (retired); E.A. Starke, Jr., University of Virginia, Department of Materials Science 
and Engineering 

Stress-Corrosion Cracking of Aluminum Alloys 

 

Stress-corrosion cracking (SCC) is a complex synergistic interaction of corrosive environment and sustained tensile stress 
at an exposed surface of metal resulting in cracking and premature failure at stresses below yield. In high-strength 
aluminum alloys, SCC is known to occur in ordinary atmospheres and aqueous environments. Both initiation and crack 
propagation may be accelerated by chlorides, temperature, and certain other chemical species. Susceptibility to SCC 
places a limitation on use of high-strength materials in certain applications. However, proper alloy/temper selection, good 
design and assembly practices, and environmental protection, combined with regular inspections, have proved to be 
highly successful techniques for the prevention of SCC failure in high-strength parts (Ref 15, 16). 

The exact mechanisms responsible for SCC of a susceptible aluminum alloy in a particular environment remains 
controversial. However, most proposed mechanisms are variations of two basic theories: crack advance by anodic 
dissolution or hydrogen embrittlement. The controlling factors in these two SCC models are as follows: 

Anodic dissolution is characterized by:  

• GRAIN BOUNDARY PRECIPITATE SIZE, SPACING, AND/OR VOLUME FRACTION  
• GRAIN BOUNDARY PFZ WIDTH, SOLUTE PROFILE OR DEFORMATION MODE  
• MATRIX PRECIPITATE SIZE/DISTRIBUTION AND DEFORMATION MODE  
• OXIDE RUPTURE AND REPASSIVATION KINETICS,  

while hydrogen embrittlement is characterized by:  

• HYDROGEN ABSORPTION LEADING TO GRAIN BOUNDARY OR TRANSGRANULAR 
DECOHESION  

• INTERNAL VOID FORMATION VIA GAS PRESSURIZATION  
• ENHANCED PLASTICITY (ADSORPTION AND ABSORPTION ARGUMENTS EXIST)  

An important fact to remember is that pure aluminum does not stress corrode, and for any given system, susceptibility 
usually increases with solute content. This fact, coupled with data and the controlling factors of the two models, suggests 
that microstructural alterations may influence SCC behavior for a given composition. 

It is possible that hydrogen may contribute in the SCC of certain alloys and tempers of aluminum, although a detailed 
mechanistic understanding of SCC in aluminum alloys still requires more research (Ref 17). Recent literature surveys 
indicate considerable dispute as to how much, if at all, high-strength Al alloys are embrittled by hydrogen (Ref 18, 19, 



20). There has not been enough evidence of hydrogen embrittlement to restrict commercialization of high-strength Al 
alloys (Ref 21). 
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SCC Resistance Ratings 

An important step in controlling SCC by proper alloy selection is the SCC ranking of candidate materials. To establish 
performance that can be expected in service, it is necessary to compare candidate materials with other materials for which 
either long-term service experience or appropriate laboratory test data are available. Such comparisons, however, can be 
influenced significantly by test procedures (Ref 22, 23, 24). Laboratory stress-corrosion tests are generally of two types: 
constant deflection tests of smooth tensile bars or C-ring specimens loaded in aggressive environments, or crack 
propagation tests of precracked fracture mechanics specimens in aggressive environments. Commonly used criteria for 
SCC resistance from these tests include:  

• STRESS THRESHOLD ( TH) BELOW WHICH LABORATORY SPECIMENS DO NOT FAIL IN 
AGGRESSIVE ENVIRONMENTS  

• STRESS INTENSITY THRESHOLD (KTH) BELOW WHICH CRACK PROPAGATION DOES NOT 
OCCUR IN PRECRACKED SPECIMENS  

• CRACK VELOCITY MEASUREMENTS (DA/DT) VERSUS STRESS INTENSITY IN 
AGGRESSIVE ENVIRONMENTS  

There presently are no foolproof stress-corrosion test methods that are free of special limitations on test conditions and 
free of problems on interpretation of test results. However, a system of ratings of resistance to SCC for high-strength 



aluminum alloy products based on σth of smooth test specimens has been developed by a joint task group of ASTM and 
the Aluminum Association to assist alloy and temper selection, and it has been incorporated into ASTM G64 (Ref 25). 
Definitions of these ratings, which range from A (highest resistance) to D (lowest resistance), are as follows (adapted 
from G64-91):  

• A: VERY HIGH. NO RECORD OF SERVICE PROBLEMS; SCC IS NOT ANTICIPATED IN 
GENERAL APPLICATIONS.  

• B: HIGH. NO RECORD OF SERVICE PROBLEMS; SCC IS NOT ANTICIPATED AT STRESSES 
OF THE MAGNITUDE CAUSED BY SOLUTION HEAT TREATMENT. PRECAUTIONS MUST 
BE TAKEN TO AVOID HIGH SUSTAINED TENSILE STRESSES (EXCEEDING 50% OF THE 
MINIMUM SPECIFIED YIELD STRENGTH) PRODUCED BY ANY COMBINATION OF 
SOURCES INCLUDING HEAT TREATMENT, STRAIGHTENING, FORMING, FIT-UP, AND 
SUSTAINED SERVICE LOADING.  

• C: INTERMEDIATE. STRESS-CORROSION CRACKING IS NOT ANTICIPATED IF TOTAL 
SUSTAINED TENSILE STRESS IS MAINTAINED BELOW 25% OF MINIMUM SPECIFIED 
YIELD STRENGTH. THIS RATING IS DESIGNATED FOR THE SHORT-TRANSVERSE 
DIRECTION IN PRODUCTS USED PRIMARILY FOR HIGH RESISTANCE TO EXFOLIATION 
CORROSION IN RELATIVELY THIN STRUCTURES, WHERE APPRECIABLE STRESSES IN 
THE SHORT-TRANSVERSE DIRECTION ARE UNLIKELY.  

• D: LOW. FAILURE DUE TO SCC IS ANTICIPATED IN ANY APPLICATION INVOLVING 
SUSTAINED TENSILE STRESS IN THE DESIGNATED TEST DIRECTION. THIS RATING IS 
CURRENTLY DESIGNATED ONLY FOR THE SHORT-TRANSVERSE DIRECTION IN CERTAIN 
PRODUCTS.  

Ratings are based on service experience, if available, or on standard SCC tests (ASTM G47, Ref 26) as required by many 
materials specifications. This exposure represents a severe control environment commonly used in alloy development and 
quality control. To rate a new material and test direction, according to G47, tests are performed on at least ten random lots 
and the test results must have 90% compliance at a 95% level of confidence for one of the following stress levels:  

• A: UP TO AND INCLUDING 75% OF THE SPECIFIED MINIMUM YIELD STRENGTH  
• B: UP TO AND INCLUDING 50% OF THE SPECIFIED MINIMUM YIELD STRENGTH  
• C: UP TO AND INCLUDING 25% OF THE SPECIFIED MINIMUM YIELD STRENGTH  
• D: FAILS TO MEET THE CRITERION FOR RATING C  

It is cautioned, however, that these generalized SCC ratings may involve an oversimplification in regard to the 
performance in unusual chemical environments. In this rating system, a quantitative (numerical) ranking was avoided 
because current SCC test methods do not justify finite values. Table 9 contains a tabulation of alloys and tempers, product 
forms, and stressing directions, with the classification of each into one of four categories from ASTM G64-91. 

TABLE 9 RELATIVE STRESS-CORROSION CRACKING RATINGS FOR HIGH-STRENGTH WROUGHT 
ALUMINUM PRODUCTS 

The associated stress levels for ranking A, B, C, D (see text) are not to be interpreted as threshold stresses and are not recommended 
for design. Documents such as MIL-HANDBOOK-5, MIL-STD-1568, NASC SD-24, and MSFC-SPEC-552A should be consulted 
for design recommendations. Resistance ratings are as follows: A, very high; B, high; C, intermediate; D, low (see text) 

ALLOY AND 
TEMPER(A)  

TEST 
DIRECTION(B)  

ROLLED 
PLATE  

ROD AND 
BAR(C)  

EXTRUDED, 
SHAPES  

FORGINGS  

L  (D)  B  (D)  (D)  
LT  (D)  D  (D)  (D)  

2011-T3,-T4  

ST  (D)  D  (D)  (D)  
2011-T8  L  (D)  A  (D)  (D)  



LT  (D)  A  (D)  (D)   
ST  (D)  A  (D)  (D)  
L  A  A  A  B  
LT  B(E)  D  B(E)  B(E)  

2014-T6  

ST  D  D  D  D  
L  A  A  A  (D)  
LT  B(E)  D  B(E)  (D)  

2024-T3,-T4  

ST  D  D  D  (D)  
L  (D)  A  (D)  A  
LT  (D)  B  (D)  A(E)  

2024-T6  

ST  (D)  B  (D)  D  
L  A  A  A  A  
LT  A  A  A  A  

2024-T8  

ST  B  A  B  C  
L  A  (D)  (D)  (D)  
LT  A  (D)  (D)  (D)  

2048-T851  

ST  B  (D)  (D)  (D)  
L  A  (D)  (D)  (D)  
LT  A  (D)  (D)  (D)  

2124-T851  

ST  B  (D)  (D)  (D)  
L  A  (D)  A  (D)  
LT  B  (D)  B  (D)  

2219-T3,-T37  

ST  D  (D)  D  (D)  
L  (D)  (D)  (D)  A  
LT  (D)  (D)  (D)  A  

2219-T6  

ST  (D)  (D)  (D)  A  
L  A  A  A  A  
LT  A  A  A  A  

2219-T87,-T8  

ST  A  A  A  A  
L  A  A  A  A  
LT  A  A  A  A  

6061-T6  

ST  A  A  A  A  
L  (D)  (D)  A  A  
LT  (D)  (D)  A(E)  A(E)  

7005-T53,-T63  

ST  (D)  (D)  D  D  
L  A  (D)  A  (D)  
LT  A(E)  (E)  A(E)  (D)  

7039-T63,-T64  

ST  D  (D)  D  (D)  
L  A  (D)  A  A  
LT  A  (D)  A  A  

7049-T73  

ST  A  (D)  B  A  
L  (D)  (D)  A  (D)  
LT  (D)  (D)  A  (D)  

7049-T76  

ST  (D)  (D)  C  (D)  
L  (D)  (D)  A  A  
LT  (D)  (D)  A  A  

7149-T73  

ST  (D)  (D)  B  A  
L  A  (D)  A  A  
LT  A  (D)  A  A  

7050-T74  

ST  B  (D)  B  B  
7050-T76  L  A  A  A  (D)  



LT  A  B  A  (D)   
ST  C  B  C  (D)  
L  A  A  A  A  
LT  B(E)  D  B(E)  B(E)  

7075-T6  

ST  D  D  D  D  
L  A  A  A  A  
LT  A  A  A  A  

7075-T73  

ST  A  A  A  A  
L  (D)  (D)  (D)  A  
LT  (D)  (D)  (D)  A  

7075-T74  

ST  (D)  (D)  (D)  B  
L  A  (D)  A  (D)  
LT  A  (D)  A  (D)  

7075-T76  

ST  C  (D)  C  (D)  
L  (D)  (D)  (D)  A  
LT  (D)  (D)  (D)  A  

7175-T74  

ST  (D)  (D)  (D)  B  
L  A  (D)  (D)  (D)  
LT  B(E)  (D)  (D)  (D)  

7475-T6  

ST  D  (D)  (D)  (D)  
L  A  (D)  (D)  (D)  
LT  A  (D)  (D)  (D)  

7475-T73  

ST  A  (D)  (D)  (D)  
L  A  (D)  (D)  (D)  
LT  A  (D)  (D)  (D)  

7475-T76  

ST  C  (D)  (D)  (D)  
L  A  (D)  A  (D)  
LT  B(E)  (D)  B(E)  (D)  

7178-T6  

ST  D  (D)  D  (D)  
L  A  (D)  A  (D)  
LT  A  (D)  A  (D)  

7178-T76  

ST  C  (D)  C  (D)  
L  A  (D)  A  A  
LT  B(E)  (D)  B(E)  B(E)  

7079-T6  

ST  D  (D)  D  D   
(A) RATINGS APPLY TO STANDARD MILL PRODUCTS IN THE TYPES OF TEMPERS INDICATED 

AND ALSO IN TX5X AND TX5XX (STRESS-RELIEVED) TEMPERS. THEY MAY BE 
INVALIDATED IN SOME CASES BY USE OF NONSTANDARD THERMAL TREATMENTS, OR 
MECHANICAL DEFORMATION AT ROOM TEMPERATURE, BY THE USER. 

(B) TEST DIRECTION REFERS TO ORIENTATION OF DIRECTION IN WHICH STRESS IS APPLIED 
RELATIVE TO THE DIRECTIONAL GRAIN STRUCTURE TYPICAL OF WROUGHT ALLOYS, 
WHICH FOR EXTRUSIONS AND FORGINGS MAY NOT BE PREDICTABLE ON THE BASIS OF 
THE CROSS-SECTIONAL SHAPE OF THE PRODUCT: L, LONGITUDINAL; LT, LONG 
TRANSVERSE; ST, SHORT TRANSVERSE. 

(C) SECTIONS WITH WIDTH-TO-THICKNESS RATIOS EQUAL TO OR LESS THAN TWO, FOR 
WHICH THERE IS NO DISTINCTION BETWEEN LT AND ST PROPERTIES. 

(D) RATING NOT ESTABLISHED BECAUSE PRODUCT NOT OFFERED COMMERCIALLY. 
(E) RATING IS ONE CLASS LOWER FOR THICKER SECTIONS; EXTRUSIONS, 25 MM (1 IN.) AND 

THICKER; PLATE AND FORGINGS, 38 MM (1.5 IN.) AND THICKER  



Precracked specimens and linear elastic fracture mechanics (LEFM) methods of analysis have also been widely used 
for SCC testing in recent years. It was anticipated that this new technique would provide a more quantitative measure of 
the resistance to the propagation of SCC of an alloy in the presence of a flaw. The test results are generally presented in a 
graph of the crack velocity versus the crack driving force in terms of a stress-intensity factor, K. Although the full 
diagram is required to describe the performance of an alloy, numbers derived from the diagram such as the "plateau 
velocity" and the "threshold stress intensity" (Kth or KIscc) can be used to compare materials. Effective use of the 
precracked specimen testing procedures, however, have proven very difficult to standardize, and there currently is no 
commonly accepted rating system for rating the resistance to SCC based on these descriptors. It is noteworthy that 
ranking of alloys by these criteria corresponds well with the ratings obtained with smooth specimens in ASTM G64. 
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Selecting Aluminum Alloys to Resist Failure by Fracture Mechanisms 

R.J. Bucci, ALCOA Technical Center, G. Nordmark (retired); E.A. Starke, Jr., University of Virginia, Department of Materials Science 
and Engineering 

 

Alloy Selection for SCC Resistance 

In general, high-purity aluminum and low-strength aluminum alloys are not susceptible to SCC. Occurrence of SCC is 
chiefly confined to higher-strength alloy classes, such as 2XXX and 7XXX alloys and 5XXX Al-Mg alloys containing 
3% or more Mg, particularly when loaded in the short-transverse orientation. Historically, in higher-strength alloys (e.g., 
aircraft structures) most service failures involving SCC of aluminum alloys have resulted from assembly or residual 
stresses acting in a short-transverse direction relative to the grain flow of the product (Ref 15, 18, 21). This is generally 
more troublesome for parts machined from relatively thick sections of rolled plate, extrusions, or forgings of complex 
shape where short-transverse grain orientation may be exposed. The specific alloy/temper combinations 7079-T6 (now 
obsolete), 7075-T6, and 2024-T3 have contributed to 90% of all service SCC failures of aluminum alloy products. 

Within the high-strength alloy classes (2XXX, 7XXX, 5XXX), broad generalizations that relate susceptibility to SCC and 
strength or fracture toughness do not appear possible (Fig. 12). However, for certain alloys useful correlations of these 
properties with SCC resistance may be made over restricted ranges of the alloy's strength capability. For example, 
progressively overaging 7075 products from the T6 peak strength temper to T76 and T73 lowers strength but increases 
SCC resistance. However, "underaging" 7075 plate to T76 and T73 strength levels does not improve resistance to SCC. 



 

FIG. 12 RELATIONSHIP BETWEEN ESTIMATED STRESS-CORROSION CRACKING "THRESHOLD STRESSES" AND 
THE TENSILE YIELD STRENGTH (A) AND FRACTURE TOUGHNESS (B) OF A WIDE VARIETY OF ALUMINUM 
ALLOYS AND TEMPERS. DATA SHOW THAT THERE IS NO GENERAL CORRELATION. SOURCE: REF 16 

Controls on alloy processing and heat treatment are key to assurance of high resistance to SCC without appreciable loss in 
mechanical properties and great accomplishments have been made. General developments are discussed below in several 
alloy classes. 

2XXX Alloys (Ref 28). Thick-section products of 2XXX alloys in the naturally aged T3 and T4 tempers have low 
ratings of resistance to SCC in the short-transverse direction. Ratings of such products in other directions are higher, as 
are ratings of thin-section products in all directions. These differences are related to the effects of quenching rate (largely 
determined by section thickness) on the amount of precipitation that occurs during quenching. If 2XXX alloys in T3 and 
T4 tempers are heated for short periods in the temperature range used for artificial aging, selective precipitation along 
grain or subgrain boundaries may further impair their resistance. 

Artificial aging of 2XXX alloys to precipitation-hardened T8 tempers provides relatively high resistance to exfoliation, 
SCC, and superior elevated-temperature characteristics with modest strength increase over their naturally aged 
counterparts (Ref 27). Longer heating, as specified for T6 and T8 tempers, produces more general precipitation and 
significant improvements in resistance to SCC. Precipitates are formed within grains at a greater number of nucleation 
sites during treatment to T8 tempers. These tempers require stretching, or cold working by other means, after quenching 
from the solution heat treatment temperature and before artificial aging. These tempers provide the highest resistance for 
SCC and the highest strength in 2XXX alloys. This significant progress in improving fracture toughness of 2XXX alloys 
in T8 tempers is demonstrated by alloy 2124-T851 (also known as Alcoa 417 Process 2024-T851), which has had over 30 
years of experience in military aircraft with no record of SCC problems. Typical data on 2XXX alloys are shown in Fig. 
13. 



 

FIG. 13 CRACK PROPAGATION RATES IN STRESS CORROSION TESTS USING PRECRACKED SPECIMENS OF 
HIGH-STRENGTH 2XXX SERIES ALUMINUM ALLOYS, 25 MM THICK, DOUBLE CANTILEVER BEAM, TL(S-L) 
ORIENTATION OF PLATE, WET TWICE A DAY WITH AN AQUEOUS SOLUTION OF 3.5% NACL, 23 °C 

Aluminum-Lithium Alloys. Some studies on aluminum-copper-lithium alloys indicate that these alloys have their 
highest resistance to SCC at or near peak-aged tempers. Underaging of these alloys (e.g., 2090) is detrimental; overaging 
decreases resistance only slightly. The susceptibility of the underaged microstructure has been attributed to the 
precipitation of an intermetallic constituent, Al2CuLi, on grain boundaries during the early stages of artificial aging. This 
constituent is believed to be anodic to the copper-rich matrix of an underaged alloy, causing preferential dissolution and 
SCC. As aging time increases, copper-bearing precipitates form in the interior of the grains, thus increasing the anode-
cathode area ratio in the microstructure to a more favorable value that avoids selective grain-boundary attack. Similar 
studies of stress-corrosion behavior are being conducted on aluminum-lithium-copper-magnesium alloys (e.g., 8090). 

Newer Al-Li alloys have been developed that have lower lithium concentrations than 8090, 2090, and 2091. These alloys 
do not appear to suffer from the same technical problems. The first of the newer generation was Weldalite 049 which can 
attain a yield strength as high as 700 MPa and an associated elongation of 10%. A refinement of the original alloy, 2195, 
is being considered for cryogenic tanks for the U.S. Space Shuttle. Alloy 2195 offers many advantages over 2219 for 
cryogenic tanks. Its higher strength coupled with higher modulus and lower density can lead to significant weight savings. 
Alloy 2195 also has good corrosion resistance, excellent fatigue properties, has a higher strength and fracture toughness at 
cryogenic temperatures than at room temperature, can be near-net shaped formed, and can be welded with proper 
precautions. However, further development work is required to identify optimum processing conditions that will ensure 
that the required combination of strength and fracture properties is obtained in the final product. 

Other alloys containing less than 2% Li are being considered. Preliminary work indicates that new Al-Li alloy plate can 
be developed to provide a superior combination of properties for the bulkheads of high-performance aircraft, and analyses 
indicate that new Al-Li alloy flat-rolled products and extrusions would be competitive with polymer matrix composites 
for the horizontal stabilizer of commercial jetliners. 

5XXX Alloys (Ref 28). These strain-hardening alloys do not develop their strength through solution heat treatment; 
rather, they are processed to H3 tempers, which require a final thermal stabilizing treatment to eliminate age softening, or 
to H2 tempers, which require a final partial annealing. The H116 or H117 tempers are also used for high-magnesium 
5XXX alloys and involve special temperature control during fabrication to achieve a microstructural pattern of precipitate 
that increases the resistance of the alloy to intergranular corrosion and SCC. The alloys of the 5XXX series span a wide 



range of magnesium contents, and the tempers that are standard for each alloy are primarily established by the magnesium 
content and the desirability of microstructures highly resistant to SCC and other forms of corrosion. 

Although 5XXX alloys are not heat treatable, they develop good strength through solution hardening by the magnesium 
retained in solid solution, dispersion hardening by precipitates, and strain-hardening effects. Because the solid solutions in 
the higher-magnesium alloys are more highly supersaturated, the excess magnesium tends to precipitate out as Mg2Al3, 
which is anodic to the matrix. Precipitation of the phase with high selectivity along grain boundaries, accompanied by 
little or no precipitation within grains, may result in susceptibility to SCC. 

The probability that a susceptible microstructure will develop in a 5XXX alloy depends on magnesium content, grain 
structure, amount of strain hardening, and subsequent time/temperature history. Alloys with relatively low magnesium 
contents, such as 5052 and 5454 (2.5 and 2.7% Mg, respectively), are only mildly supersaturated; consequently, their 
resistance to SCC is not affected by exposure to elevated temperatures. In contrast, alloys with magnesium contents 
exceeding about 3%, when in strain-hardened tempers, may develop susceptible structures as a result of heating or even 
after very long times at room temperature. For example, the microstructure of alloy 5083-O (4.5% Mg) plate stretched 1% 
is relatively free of precipitate (no continuous second-phase paths), and the material is not susceptible to SCC. Prolonged 
heating below the solvus, however, produces continuous precipitate, which results in susceptibility. 

6XXX Alloys (Ref 28). The service record of 6XXX alloys shows no reported cases of SCC. In laboratory tests, 
however, at high stresses and in aggressive solutions, cracking has been demonstrated in 6XXX alloys of particularly high 
alloy content, containing silicon in excess of the Mg2Si ratio and/or high percentages of copper. 

7XXX Alloys Containing Copper (Ref 28). The 7XXX series alloy that has been used most extensively and for the 
longest period of time is 7075, an aluminum-zinc-magnesium-copper-chromium alloy. Introduced in 1943, this aircraft 
construction alloy was initially used for products with thin sections, principally sheet and extrusions. In these products, 
quenching rate is normally very high, and tensile stresses are not encountered in the short-transverse direction; thus, SCC 
is not a problem for material in the highest-strength (T6) tempers. When 7075 was used in products of greater size and 
thickness, however, it became apparent that such products heat treated to T6 tempers were often unsatisfactory. Parts that 
were extensively machined from large forgings, extrusions, or plate were frequently subjected to continuous stresses, 
arising from interference misfit during assembly or from service loading, that were tensile at exposed surfaces and aligned 
in unfavorable orientations. Under such conditions, SCC was encountered in service with significant frequency (Ref 29). 

The problem resulted in the introduction (in about 1960) of the T73 tempers for thick-section 7075 products. The 
precipitation treatment used to develop these tempers requires two-stage artificial aging, the second stage of which is 
done at a higher temperature than that used to produce T6 tempers. During the preliminary stage, a fine, high-density 
precipitation dispersion is nucleated, producing high strength. The second stage is then used to develop resistance to SCC 
and exfoliation. The additional aging treatment required to produce 7075 in T73 tempers, reduces strength to levels below 
those of 7075 in T6 tempers. Excellent test results for 7075-T73 have been confirmed by extensive service experience in 
various applications. Environmental testing has demonstrated that 7075-T73 resists SCC even when stresses are oriented 
in the least favorable direction, at stress levels up to 300 MPa (44 ksi). Under similar conditions, the maximum stress at 
which 7075-T6 resists cracking is about 50 MPa (7 ksi). 

Utilizing T7-type overaged tempers is a primary way to ensure improved resistance to exfoliation and SCC in 7XXX 
alloys. The T73 temper for alloy 7075 was the first aluminum alloy temper specifically developed to provide high 
resistance to stress-corrosion cracking with acceptable strength reduction from the T6 temper. Favorable evidence of this 
alloy's high resistance covers over 35 years of testing experience and extensive use in critical applications with no 
reported instances of failure in service by stress-corrosion cracking. This experience surpasses that of all other high-
strength aluminum alloys and has become a standard of comparison for rating newer alloys and tempers (Ref 30). 

Several commercial 7XXX alloys (7049-T73 and T76, 7175-T74 and 7050-T73, T74, and T76) offer combinations of 
strength, fracture toughness, and resistance to SCC superior to those combinations provided by conventional high-
strength alloys, such as 7075-T6 and 7079-T6 (Ref 27). Alloys 7x49 and 7x50 were developed specifically for optimum 
combinations of the above properties in thick sections. Increased copper content provided good balance of strength and 
SCC resistance, while restriction of the impurity elements iron and silicon provided high toughness. Of particular note are 
7149-T7451 and 7150-T7451 plate alloys, which offers optimum combinations of toughness, SCC resistance, and 
strength. Certain high-strength 7XXX alloys with lower copper content, such as 7079 and weldable 7005, exhibit 
excessive strength reduction when overaged to a T73-type temper, and a commercial stress-corrosion-resistant temper 
does not exist for these alloys. When using these alloys in existing commercial tempers, appreciable short-transverse 



tensile stresses, about 10 ksi (69 MPa) or above, should be avoided where exposure to an aggressive environment is of 
concern. 

Alloy 7175, a variant of 7075, was developed for forgings. In the T74 temper, 7175 alloy forgings have strength nearly 
comparable to that of 7075-T6 and has better resistance to SCC (Fig. 14). Newer alloys--such as 7049 and 7475, which 
are used in the T73 temper, and 7050, which is used in the T74 temper--couple high strength with very high SCC 
resistance and improved fracture toughness. The superior performance is evident for alloys in the T7 tempers (Fig. 15) 
(Ref 31, 32). 

 

FIG. 14 CRACK PROPAGATION RATES IN STRESS CORROSION TESTS USING 7XXX SERIES ALUMINUM 
ALLOYS, 25 MM THICK, DOUBLE CANTILEVER BEAM, SHORT-TRANSVERSE ORIENTATION OF DIE TRANSVERSE 
ORIENTATION OF DIE FORGINGS AND PLATE, ALTERNATE IMMERSION TESTS, 23 °C. SOURCE: M.O. SPEIDEL, 
MET. TRANS., VOL 6A, 1975, P 631 



 

FIG. 15 SCC PROPAGATION RATES FOR VARIOUS ALUMINUM ALLOY 7050 PRODUCTS. DOUBLE-BEAM 
SPECIMENS (S-L) BOLT-LOADED TO POP-IN AND WETTED THREE TIMES DAILY WITH 3.5% NACL. PLATEAU 
VELOCITY AVERAGED OVER 15 DAYS. THE RIGHT-HAND END OF THE BAND FOR EACH PRODUCT INDICATES 
THE POP-IN STARTING STRESS INTENSITY (KLO) FOR THE TESTS OF THAT MATERIAL. DATA FOR ALLOYS 7075-
T651 AND 7079-T651 ARE FROM REF 31: SOURCE: REF 32 

The T76 tempers, which also require two-stage artificial aging and which are intermediate to the T6 and T73 tempers in 
both strength and resistance to SCC, are developed in copper-containing 7XXX alloys for certain products. Comparative 
ratings of resistance for various products of all these alloys, as well as for products of 7178, are given in Table 9. 



The microstructural differences among the T6, T73, and T76 tempers of these alloys are differences in size and type of 
precipitate, which changes from predominantly Guinier-Preston (GP) zones in T6 tempers to η', the metastable transition 
form of η(MgZn2), in T73 and T76 tempers. None of these differences can be detected by optical metallography. In fact, 
even the resolutions possible in transmission electron microscopy are insufficient for determining whether the 
precipitation reaction has been adequate to ensure the expected level of resistance to SCC. For quality assurance, copper-
containing 7XXX alloys in T73 and T76 tempers are required to have specified minimum values of electrical conductivity 
and, in some cases, tensile yield strengths that fall within specified ranges. The validity of these properties as measures of 
resistance to SCC is based on many correlation studies involving these measurements, laboratory and field stress-
corrosion tests, and service experience. 

T77 Tempers. Until recently, overaging to T76, T74, and T73 tempers increased exfoliation resistance with a 
compromise in strength; strength was sacrificed from 5 to 20% to provide adequate resistance. The T77 temper, however, 
provides resistance to exfoliation with no sacrifice in strength, and resistance to SCC superior to that of 7075-T6 and 
7150-T6. The highest strength aluminum alloy products, 7055 plate and extrusions, are supplied primarily in the T77 
temper. Alloy 2024 products are also resistant to intergranular corrosion in the T8 temper, but fracture toughness and 
resistance to the growth of fatigue cracks suffer relative to 2024-T3. 

New processing for 7150, resulting in 7150-T77, offers a higher strength with the durability and damage tolerance 
characteristics matching or exceeding those of 7050-T76. Extrusions of 7150-T77 have been selected by Boeing as 
fuselage stringers for the upper and lower lobes of the new 777 jetliner because of the superior combination of strength, 
corrosion and SCC characteristics, and fracture toughness. Alloy 7150-T77 plate and extrusions are being used on the 
new C17 cargo transport. Use of this material saved considerable weight because corrosion performance of 7150-T6 was 
deemed to be inadequate. 

The implementation of the T77 temper for 7150 was followed by development of new 7XXX products for compressively 
loaded structures. Alloy 7055-T77 plate and extrusions offer a strength increase of about 10% relative to that of 7150-T6 
(almost 30% higher than that of 7075-T76). They also provide a high resistance to exfoliation corrosion similar to that of 
7075-T76 with fracture toughness and resistance to the growth of fatigue cracks similar to that of 7150-T6. In contrast to 
the usual loss in toughness of 7XXX products at low temperatures, fracture toughness of 7055-T77 at -65 °F (220 K) is 
similar to that at room temperature. Resistance to SCC is intermediate to those of 7075-T6 and 7150-T77 products. The 
attractive combination of properties of 7055-T77 is attributed to its high ratios of Zn/Mg and Cu/Mg. When aged to T77 
this composition provides a microstructure at and near grain boundaries that is resistant to intergranular fracture and to 
intergranular corrosion. 

Copper-free 7XXX Alloys (Ref 28). Wrought alloys of the 7XXX series that do not contain copper are of considerable 
interest because of their good resistance to general corrosion, moderate-to-high strength, and good fracture toughness and 
formability. Alloys 7004 and 7005 have been used in extruded form and, to a lesser extent, in sheet form for structural 
applications. More recently introduced compositions, including 7016, 7021, 7029, and 7146, have been used in 
automobile bumpers formed from extrusions or sheet. 

As a group, copper-free 7XXX alloys are less resistant to SCC than other types of aluminum alloys when tensile stresses 
are developed in the short-transverse direction at exposed surfaces. Resistance in other directions may be good, 
particularly if the product has an unrecrystallized microstructure and has been properly heat treated. Products with 
recrystallized grain structures are generally more susceptible to SCC as a result of residual stress induced by forming or 
mechanical damage after heat treatment. When cold forming is required, subsequent solution heat treatment or 
precipitation heat treatment is recommended. Applications of these alloys must be carefully engineered, and consultation 
among designers, application engineers and product producers, or suppliers is advised in all cases. 

Overaging (T7x tempers) improves the SCC resistance of copper-containing alloys such as 7075, whereas for the low-
copper alloys, like 7079, a considerable amount of overaging is required with severe strength penalty to improve the 
stress-corrosion resistance. In general, increasing the copper content decreases the crack velocity (Fig. 16) (Ref 33). The 
effect can be mainly attributed to the change in the electrochemical activity of the precipitates as a function of their 
copper content. In the 7XXX series alloys the phase is very active and anodic with respect to the film-covered matrix. If 
the alloy contains copper, copper both dissolves in the matrix and enters the phase, making both more noble. As a result, 
the mixed potential at the crack tip shifts to a more noble value. The decrease in the crack velocity can then be attributed 
to the reduced rate of dissolution of the more noble precipitates, or reduced rate of hydrogen ion reduction and hydrogen 
adsorption at the crack tip at the more noble potential. 



 

FIG. 16 EFFECT OF OVERAGING AND COPPER CONTENT ON SCC RESISTANCE OF AN AL-ZN-MG ALLOY IN 
3.5% NACL SOLUTION. SOURCE: REF 33 

Casting Alloys (Ref 28). The resistance of most aluminum casting alloys to SCC is sufficiently high that cracking 
rarely occurs in service. The microstructures of these alloys are usually nearly isotropic; consequently, resistance to SCC 
is unaffected by orientation of tensile stresses. 

Accelerated laboratory tests, natural-environment testing, and service experience indicate that alloys of the aluminum-
silicon 4XX.X series, 3XX.X alloys containing only silicon and magnesium as alloying additions, and 5XX.X alloys with 
magnesium contents of 8% or lower have virtually no susceptibility to SCC. Alloys of the 3XX.X group that contain 
copper are rated as less resistant, although the numbers of castings of these alloys that have failed by SCC have not been 
significant. 

Significant SCC of aluminum alloy castings in service has occurred only in the highest-strength aluminum-zinc-
magnesium 7XX.X alloys and in the aluminum-magnesium alloy 520.0 in the T4 temper. For such alloys, factors that 
require careful consideration include casting design, assembly and service stresses, and anticipated environmental 
exposure. 
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Fatigue Life of Aluminum Alloys 

 

Although high-strength aluminum alloys with high toughness have drastically lowered the probability of catastrophic 
failures in high-performance structures, corrosion fatigue requirements will continue to bear the burden for low-
maintenance, durable, long-life structures. Good design, attention to structural details, and reliable inspection are of 
primary importance to controlling fatigue, and designers have traditionally considered these factors more important than 
alloy choice. However, a primary challenge facing designers and the materials engineer alike is extension of fatigue life 
and/or increased structural efficiency through optimum selection and use of fatigue-resistant alloys. 

Differences in the fatigue performance of engineering materials can be translated into longer life, reduced weight, and 
reduced maintenance costs of present engineering structures. Fatigue improvements in aluminum, titanium, and steel 
alloys have been demonstrated through modifications to alloy composition, fabricating practice, and processing controls. 
Better understanding of fatigue mechanics has led to new hypotheses having the potential to lead to commercialization of 
improved alloys for fatigue. 

Early work at Alcoa on large numbers of smooth and notched specimens demonstrated that wide variations in commercial 
aluminum alloys caused little or no detectable difference in fatigue strengths (Ref 34, 35). When early fatigue crack 
growth experiments categorized fatigue crack growth rates of aluminum alloys into one band, for example Fig. 17, it was 
generalized that fatigue resistance of all aluminum alloys were alike (Ref 36, 37). As a consequence of these early beliefs, 
further efforts to develop fatigue-resistant aluminum alloys were minimized, and though several conceptual 
improvements have been advanced in laboratory experiments (Ref 13), none to date have reached commercial levels. For 
alloys developed to provide improved combinations of properties such as strength, corrosion resistance, and fracture 



toughness, fatigue resistance was determined as a last step before products were offered for sale, only to ensure that 
fatigue resistance was not degraded. 

 

FIG. 17 SCATTER BAND LIMITS FOR FATIGUE CRACK GROWTH RATE BEHAVIOR FOR A RANGE OF ALUMINUM 
ALLOYS. SOURCE: REF 26 

Despite early conclusions from laboratory data, users discovered that certain aluminum alloys performed decidedly better 
than others in service when fluctuating loads were encountered, and therefore any generalization that all aluminum alloys 
are alike in fatigue is not wholly appropriate for design use. For example, alloy 2024-T3 has long been recognized as a 
better fatigue performer in service than alloy 7075-T6. In part, this may be explained by designers using higher design 
stresses on the basis of higher static strength of 7075-T6. However, results of Fig. 18(b) show alloy 7075-T6 to have 
broader scatter for smooth specimens and a lower bound of performance for severely notched specimens that is below that 
for alloy 2024-T4 (Fig. 18a). Broader scatter is also evident for 7079 compared to 2014 (Fig. 18c and d). 



 

FIG. 18 VARIATION IN ROTATING-BEAM FATIGUE FOR (A) 2024-T4, (B) 7075-T6, (C) 2014-T6, AND (D) 7079-
T6 ALLOYS. NOTCHES (60°) WERE VERY SHARP (KT > 12) WITH A RADIUS OF ABOUT 0.0002 IN. RESULTS ARE 
FROM OVER A THOUSAND ROTATING-BEAM TESTS PERFORMED IN THE 1940S. SOURCES: R. TEMPLIN, F. 
HOWELL, AND E. HARTMANN, "EFFECT OF GRAIN-DIRECTION ON FATIGUE PROPERTIES OF ALUMINUM 
ALLOYS" ALCOA, 1950 AND ASTM PROCEEDINGS, VOL 64, P 581-593 

Most fatigue data were obtained from the basic stress-controlled cycling of notched and unnotched coupons in rotating-
beam, axial, and flexure-type sheet tests. Test results from coupon specimens are useful for rating fatigue resistance of 
materials. However, material selection by the traditional S-N approach requires large numbers of material characterization 
tests for each material to simulate a myriad of possible service conditions. S-N data are also strongly influenced by many 
factors, such as specimen configuration, test environment, surface condition, load type, and stress ratio. Therefore, 
caution is required when translating coupon test results to a particular application. Evaluation of more than one material in 
component testing is needed to assist in final accurate material selection. 

Nonetheless, extensive efforts have led to major improvements in the ability to characterize cyclic behavior and fatigue 
resistance of materials. Recognition of the importance of controlling basic elements of test procedure have led to 
development of recommended practices for establishing basic S-N fatigue data (Ref 38). The emerging disciplines of 
strain control fatigue and fracture mechanics have greatly enhanced understanding of fatigue processes. The strain control 
approach is aimed primarily at low-cycle fatigue crack initiation and early fatigue crack growth, while fracture mechanics 
concepts address the propagation of an existing crack to final failure. Each of these approaches is reviewed in the 
following sections. 
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S-N Fatigue 

High-cycle fatigue characteristics commonly are examined on the basis of cyclic S-N plots of rotating-beam, axial, or 
flexure-type sheet tests. Many thousands of tests have been performed, and a collection of aluminum alloy S-N data is 
contained in the publication Fatigue Data Book: Light Structural Alloys (ASM, 1995). Early work on rotating-beam tests 
is summarized in Fig. 19. There seems to be greater spread in fatigue strengths for unnotched specimens than for notched 
specimens. This appears to be evidence that the presence of a notch minimizes differences, thus suggesting similar crack 
propagation after crack initiation with a sharp notch. In this context, the spread in smooth fatigue life is partly associated 
with variations in crack initiation sources (at surface imperfections or strain localizations). In general, however, the S-N 
approach does not provide clear distinctions in characterizing the crack initiation and crack propagation stages of fatigue. 



 

FIG. 19 COMPARISON OF FATIGUE STRENGTH BANDS FOR 2014-T6, 2024-T4, AND 7075-T6 ALUMINUM 
ALLOYS FOR ROTATING-BEAM TESTS. SOURCE: R. TEMPLIN, F. HOWELL, AND E. HARTMANN, "EFFECT OF 
GRAIN-DIRECTION ON FATIGUE PROPERTIES OF ALUMINUM ALLOYS," ALCOA, 1950 

The S-N response curves for rotating-beam fatigue strength of unnotched aluminum alloys tend to level out as the number 
of applied cycles approaches 500 million. This allows some rating of fatigue endurance, and estimated fatigue limits from 
rotating-beam tests have been tabulated for many commercial aluminum alloys (Table 10). Fatigue limits should not be 
expected in aggressive environments, as S-N response curves don't tend to level out when corrosion fatigue occurs. 
Rotating-beam strengths determined in the transverse direction are not significantly different from test results in the 
longitudinal direction. The scatter band limits in Fig. 20 show relatively small effects attributable to working direction, 
particularly for the notched fatigue data. 

TABLE 10 TYPICAL TENSILE PROPERTIES AND FATIGUE LIMITS OF ALUMINUM ALLOYS 

ULTIMATE 
TENSILE 
STRENGTH  

TENSILE YIELD 
STRENGTH  

ELONGATION IN 50 MM (2 
IN.), %  

FATIGUE 
ENDURANCE 
LIMIT(A)  

ALLOYS AND 
TEMPER  

MPA  KSI  MPA  KSI  
1.6 MM (  
IN.) 
THICK 
SPECIMEN  

1.3 MM (  
IN.) 
DIAM 
SPECIMEN  

MPA  KSI  

1060-0  70  10  30  4  43  . . .  20  3  
1060-H12  85  12  75  11  16  . . .  30  4  
1060-H14  95  14  90  13  12  . . .  35  5  
1060-H16  110  16  105  15  8  . . .  45  6.5  
1060-H18  130  19  125  18  6  . . .  45  6.5  
1100-0  90  13  35  5  35  45  35  5  
1100-H12  110  16  105  15  12  25  40  6  
1100-H14  125  18  115  17  9  20  50  7  
1100-H16  145  21  140  20  6  17  60  9  
1100-H18  165  24  150  22  5  15  60  9  
1350-0  85  12  30  4  . . .  (D)  . . .  . . .  



1350-H12  95  14  85  12  . . .  . . .  . . .  . . .  
1350-H14  110  16  95  14  . . .  . . .  . . .  . . .  
1350-H16  125  18  110  16  . . .  . . .  . . .  . . .  
1350-H19  185  27  165  24  . . .  (E)  50  7  
2011-T3  380  55  295  43  . . .  15  125  18  
2011-T8  405  59  310  45  . . .  12  125  18  
2014-0  185  27  95  14  . . .  18  90  13  
2014-T4, T451  425  62  290  42  . . .  20  140  20  
2014-T6, T651  485  70  415  60  . . .  13  125  18  
ALCLAD 2014-
0  

175  25  70  10  21  . . .  . . .  . . .  

ALCLAD 2014-
T3  

435  63  275  40  20  . . .  . . .  . . .  

ALCLAD 2014-
T4, T451  

420  61  255  37  22  . . .  . . .  . . .  

ALCLAD 2014-
T6, T651  

470  68  415  60  10  . . .  . . .  . . .  

2017-0  180  26  70  10  . . .  22  90  13  
2017-T4, T451  425  62  275  40  . . .  22  125  18  
2018-T61  420  61  315  46  . . .  12  115  17  
2024-0  185  27  75  11  20  22  90  13  
2024-T3  485  70  345  50  18  . . .  140  20  
2024-T4, T351  470  68  325  47  20  19  140  20  
2024-T361(B)  495  72  395  57  13  . . .  125  18  
ALCLAD 2024-
0  

180  26  75  11  20  . . .  . . .  . . .  

ALCLAD 2024-
T3  

450  65  310  45  18  . . .  . . .  . . .  

ALCLAD 2024-
T4, T351  

440  64  290  42  19  . . .  . . .  . . .  

ALCLAD 2024-
T361(B)  

460  67  365  53  11  . . .  . . .  . . .  

ALCLAD 2024-
T81, T851  

450  65  415  60  6  . . .  . . .  . . .  

ALCLAD 2024-
T861(B)  

485  70  455  66  6  . . .  . . .  . . .  

2025-T6  400  58  255  37  . . .  19  125  18  
2036-T4  340  49  195  28  24  . . .  125(C)  18(C)  
2117-T4  295  43  165  24  . . .  27  95  14  
2125  . . .  . . .  . . .  . . .  . . .  . . .  90  13(D)  
2124-T851  485  70  440  64  . . .  8  . . .  . . .  
2214  . . .  . . .  . . .  . . .  . . .  . . .  103  15(D)  
2218-T72  330  48  255  37  . . .  11  . . .  . . .  
2219-0  175  25  75  11  18  . . .  . . .  . . .  
2219-T42  360  52  185  27  20  . . .  . . .  . . .  
2219-T31, T351  360  52  250  36  17  . . .  . . .  . . .  
2219-T37  395  57  315  46  11  . . .  . . .  . . .  
2219-T62  415  60  290  42  10  . . .  105  15  
2219-T81, T851  455  66  350  51  10  . . .  105  15  
2219-T87  475  69  395  57  10  . . .  105  15  
2618-T61  440  64  370  54  . . .  10  125  18  
3003-0  110  16  40  6  30  40  50  7  
3003-H12  130  19  125  18  10  20  55  8  
3003-H14  150  22  145  21  8  16  60  9  
3003-H16  180  26  170  25  5  14  70  10  
3003-H18  200  29  185  27  4  10  70  10  
ALCLAD 3003-
0  

110  16  40  6  30  40  . . .  . . .  

ALCLAD 3003-
H12  

130  19  125  18  10  20  . . .  . . .  

ALCLAD 3003-
H14  

150  22  145  21  8  16  . . .  . . .  



ALCLAD 3003-
H16  

180  26  170  25  5  14  . . .  . . .  

ALCLAD 3003-
H18  

200  29  185  27  4  10  . . .  . . .  

3004-0  180  26  70  10  20  25  95  14  
3004-H32  215  31  170  25  10  17  105  15  
3004-H34  240  35  200  29  9  12  105  15  
3004-H36  260  38  230  33  5  9  110  16  
3004-H38  285  41  250  36  5  6  110  16  
ALCLAD 3004-
0  

180  26  70  10  20  25  . . .  . . .  

ALCLAD 3004-
H32  

215  31  170  25  10  17  . . .  . . .  

ALCLAD 3004-
H34  

240  35  200  29  9  12  . . .  . . .  

ALCLAD 3004-
H36  

260  38  230  33  5  9  . . .  . . .  

ALCLAD 3004-
H38  

285  41  250  36  5  6  . . .  . . .  

3105-0  115  17  55  8  24  . . .  . . .  . . .  
3105-H12  150  22  130  19  7  . . .  . . .  . . .  
3105-H14  170  25  150  22  5  . . .  . . .  . . .  
3105-H16  195  28  170  25  4  . . .  . . .  . . .  
3105-H18  215  31  195  28  3  . . .  . . .  . . .  
3105-H25  180  26  160  23  8  . . .  . . .  . . .  
4032-T6  380  55  315  46  . . .  9  110  16  
4043-0  . . .  . . .  . . .  . . .  . . .  . . .  40  6(D)  
4043-H38  . . .  . . .  . . .  . . .  . . .  . . .  55  8(D)  
5005-0  125  18  40  6  25  . . .  . . .  . . .  
5005-H12  140  20  130  19  10  . . .  . . .  . . .  
5005-H14  160  23  150  22  6  . . .  . . .  . . .  
5005-H16  180  26  170  25  5  . . .  . . .  . . .  
5005-H18  200  29  195  28  4  . . .  . . .  . . .  
5005-H32  140  20  115  17  11  . . .  . . .  . . .  
5005-H34  160  23  140  20  8  . . .  . . .  . . .  
5005-H36  180  26  165  24  6  . . .  . . .  . . .  
5005-H38  200  29  185  27  5  . . .  . . .  . . .  
5005-0  145  21  55  8  24  . . .  85  12  
5050-H32  170  25  145  21  9  . . .  90  13  
5050-H34  195  28  165  24  8  . . .  90  13  
5050-H36  205  30  180  26  7  . . .  95  14  
5050-H38  220  32  200  29  6  . . .  95  14  
5052-0  195  28  90  13  25  30  110  16  
5052-H32  230  33  195  28  12  18  115  17  
5052-H34  260  38  215  31  10  14  125  18  
5052-H36  275  40  240  35  8  10  130  19  
5052-H38  290  42  255  37  7  8  140  20  
5056-0  290  42  150  22  . . .  35  140  20  
5056-H18  435  63  405  59  . . .  10  150  22  
5056-H38  415  60  345  50  . . .  15  150  22  
5083-0  290  42  145  21  . . .  22  160  23  
5083-H11  303  44  193  28  . . .  16  150  22(E)  
5083-H112  295  43  160  23  . . .  20  150  22(E)  
5083-H113  317  46  227  33  . . .  16  160  23(E)  
5083-H32  317  46  227  33  . . .  16  150  22(E)  
5083-H34  358  52  283  41  . . .  8  . . .  . . .  
5083-H321, 
H116  

315  46  230  33  . . .  16  160  23  

5086-0  260  38  115  17  22  . . .  145  21(E)  
5086-H32, H116  290  42  205  30  12  . . .  50  22(E)  
5086-H34  325  47  255  37  10  . . .  . . .  . . .  



5086-H112  270  39  130  19  14  . . .  . . .  . . .  
5086-H111  270  39  170  25  17  . . .  145  21(E)  
5086-H343  325  47  255  37  10-14  . . .  160  23(E)  
5154-0  240  35  115  17  27  . . .  115  17  
5154-H32  270  39  205  30  15  . . .  125  18  
5154-H34  290  42  230  33  13  . . .  130  19  
5154-H36  310  45  250  36  12  . . .  140  20  
5154-H38  330  48  270  39  10  . . .  145  21  
5154-H112  240  35  115  17  25  . . .  115  17  
5252-H25  235  34  170  25  11  . . .  . . .  . . .  
5252-H38, H28  285  41  240  35  5  . . .  . . .  . . .  
5254-0  240  35  115  17  27  . . .  115  17  
5254-H32  270  39  205  30  15  . . .  125  18  
5254-H34  290  42  230  33  13  . . .  130  19  
5254-H36  310  45  250  36  12  . . .  140  20  
5254-H38  330  48  270  39  10  . . .  145  21  
5254-H112  240  35  115  17  25  . . .  115  17  
5454-0  250  36  115  17  22  . . .  140  20(E)  
5454-H32  275  40  205  30  10  . . .  140  20(E)  
5454-H34  305  44  240  35  10  . . .  . . .  . . .  
5454-H111  260  38  180  26  14  . . .  . . .  . . .  
5454-H112  250  36  125  18  18  . . .  . . .  . . .  
5456-0  310  45  160  23  . . .  24  150  22(E)  
5456-H112  310  45  165  24  . . .  22  . . .  . . .  
5456-H321, 
H116, H32  

350  51  255  37  . . .  16  160  23(E)  

5457-0  130  19  50  7  22  . . .  . . .  . . .  
5457-H25  180  26  160  23  12  . . .  . . .  . . .  
5457-H38, H28  205  30  185  27  6  . . .  . . .  . . .  
5652-0  195  28  90  13  25  30  110  16  
5652-H32  230  33  195  28  12  18  115  17  
5652-H34  260  38  215  31  10  14  125  18  
5652-H36  275  40  240  35  8  10  130  19  
5652-H38  290  42  255  37  7  8  140  20  
5657-H25  160  23  140  20  12  . . .  . . .  . . .  
5657-H38, H28  195  28  165  24  7  . . .  . . .  . . .  
6061-0  125  18  55  8  25  30  60  9  
6061-T4, T451  240  35  145  21  22  25  95  14  
6061-T6, T651  310  45  275  40  12  17  95  14  
ALCLAD 6061-
0  

115  17  50  7  25  . . .  . . .  . . .  

ALCLAD 6061-
T4, T451  

230  33  130  19  22  . . .  . . .  . . .  

ALCLAD 6061-
T6, T651  

290  42  255  37  12  . . .  . . .  . . .  

6063-0  90  13  50  7  . . .  . . .  55  8  
6063-T1  150  22  90  13  20  . . .  60  9  
6063-T4  170  25  90  13  22  . . .  . . .  . . .  
6063-T5  185  27  145  21  12  . . .  70  10  
6063-T6  240  35  215  31  12  . . .  70  10  
6063-T83  255  37  240  35  9  . . .  . . .  . . .  
6063-T831  205  30  185  27  10  . . .  . . .  . . .  
6063-T832  290  42  270  39  12  . . .  . . .  . . .  
6066-0  150  22  85  12  . . .  18  . . .  . . .  
6066-T4, T451  360  52  205  30  . . .  18  . . .  . . .  
6066-T6, T651  395  57  360  52  . . .  12  110  16  
6070-T6  380  55  350  51  10  . . .  95  14  
6101-H111  95  14  75  11  . . .  . . .  . . .  . . .  
6101-T6  220  32  195  28  15  . . .  . . .  . . .  
6151-T6  . . .  . . .  . . .  . . .  . . .  . . .  83  12  
6201-T81  . . .  . . .  . . .  . . .  . . .  . . .  105  15  



6262-T9  . . .  . . .  . . .  . . .  . . .  . . .  95  14  
6351-T4  250  36  150  22  20  . . .  . . .  . . .  
6351-T6  310  45  285  41  14  . . .  90  13  
6463-T1  150  22  90  13  20  . . .  70  10  
6463-T5  185  27  145  21  12  . . .  70  10  
6463-T6  240  35  215  31  12  . . .  70  10  
7002-T6  440  64  365  53  9-12  . . .  . . .  . . .  
7039-T6  415  60  345  50  14  . . .  . . .  . . .  
7049-T73  515  75  450  65  . . .  12  . . .  . . .  
7049-T7352  515  75  435  63  . . .  11  . . .  . . .  
7050-T73510, 
T73511  

495  72  435  63  . . .  12  . . .  . . .  

7050-T7451(F)  525  76  470  68  . . .  11  . . .  . . .  
7050-T7651  550  80  490  71  . . .  11  . . .  . . .  
7075-0  230  33  105  15  17  16  117  17(E)  
7075-T6, T651  570  83  505  73  11  11  160  23  
7072-H14  . . .  . . .  . . .  . . .  . . .  . . .  35  5(G)  
7075-T73  503  73  435  63  13  . . .  150  22(E)  
7076-T6  . . .  . . .  . . .  . . .  . . .  . . .  138  20(D)  
ALCLAD 7075-
0  

220  32  95  14  17  . . .  . . .  . . .  

ALCLAD 7075-
T6, T651  

525  76  460  67  11  . . .  . . .  . . .  

7079-T6  490  71  428  62  10  . . .  160  23(E)   
(A) BASED ON 500,000,000 CYCLES OF COMPLETELY REVERSED STRESS USING THE R.R. MOORE TYPE OF 

MACHINE AND SPECIMEN. 
(B) TEMPERS T361 AND T861 WERE FORMERLY DESIGNATED T36 AND T86, RESPECTIVELY. 
(C) BASED ON 10 CYCLES USING FLEXURAL TYPE TESTING OF SHEET SPECIMENS. 
(D) UNPUBLISHED ALCOA DATA. 
(E) DATA FROM CDNSWRC-TR619409, 1994, CITED BELOW. 
(F) T7451, ALTHOUGH NOT PREVIOUSLY REGISTERED, HAS APPEARED IN LITERATURE AND SOME 

SPECIFICATIONS AS T73651. 
(G) SHEET FLEXURAL. SOURCES: ALUMINUM STANDARDS AND DATA, ALUMINUM ASSOCIATION, AND E. 

CZYRYCA AND M. VASSILAROS, A COMPILATION OF FATIGUE INFORMATION FOR ALUMINUM ALLOYS, NAVAL 
SHIP RESEARCH AND DEVELOPMENT CENTER, CDNSWC-TR619409, 1994  

 



FIG. 20 COMPARISON OF FATIGUE STRENGTH BANDS FOR 2014-T6 ALUMINUM ALLOY PRODUCTS, SHOWING 
EFFECTS OF DIRECTION. SOURCE: ASTM PROCEEDINGS, VOL 64, P 581-593 

Rotating-beam data have also been analyzed to determine whether fatigue strength can be correlated with static strength. 
From a plot of average endurance limits (at 5 × 108 cycles) plotted against various tensile properties (Fig. 21), there does 
not appear to be any well-defined quantitative relation between fatigue limit and static strength. This is consistent with 
results for most nonferrous alloys. It should be noted that proportionate increases in fatigue strength from tensile strengths 
do appear lower for age-hardened aluminum alloys than for strain-hardened alloys (Fig. 22). A similar trend appears 
evident for fatigue strength at 5 × 107 cycles (Fig. 23). 

 

FIG. 21 PLOTS OF FATIGUE WITH STATIC MECHANICAL PROPERTIES FOR 2014, 2024, AND 7075 ALUMINUM 
ALLOYS. (A) ENDURANCE LIMIT VS. TENSILE STRENGTH. (B) ENDURANCE LIMIT VS. YIELD STRENGTH. (C) 



ENDURANCE LIMIT VS. ELONGATION. (D) ENDURANCE LIMIT VS. REDUCTION OF AREA. SHARP NOTCHES (KT 
> 12). SOURCE: R. TEMPLIN, F. HOWELL, AND E. HARTMANN, "EFFECT OF GRAIN-DIRECTION ON FATIGUE 
PROPERTIES OF ALUMINUM ALLOYS," ALCOA, 1950 

 

FIG. 22 FATIGUE RATIOS (ENDURANCE LIMIT/TENSILE STRENGTH) FOR ALUMINUM ALLOYS AND OTHER 
MATERIALS. SOURCE: P.C. VARLEY, THE TECHNOLOGY OF ALUMINUM AND ITS ALLOYS, NEWNES-
BUTTERWORTHS, LONDON, 1970 

 

FIG. 23 RELATIONSHIPS BETWEEN THE FATIGUE STRENGTH AND TENSILE STRENGTH OF SOME WROUGHT 
ALUMINUM ALLOYS 



Effect of Environment. A key source of variability in S-N data is environment (Ref 39, 40, 41). Even atmospheric 
moisture is recognized to have a little corrosive effect on fatigue performance of aluminum alloys. Much high-cycle S-N 
testing has been carried out in uncontrolled ambient lab air environments, thereby contributing to scatter in existing data. 
This factor should be recognized when comparing results of different investigations. 

Most aluminum alloys experience some reduction of fatigue strength in corrosive environments such as seawater, 
especially in low-stress, long-life tests (e.g., Fig. 24). Unlike sustained-load SCC, fatigue degradation by environment 
may occur even when the direction of principal loading with respect to grain flow is other than short-transverse. Fatigue 
response to environment varies with alloy, so final alloy selection for design should address this important interaction. 
When accumulating data for this purpose, it is recommended that any testing be conducted in a controlled environment, 
and preferably the environment of the intended application. However, an environment known to be more severe than that 
encountered in service is often used to conservatively establish baseline data and design guidelines. Because 
environmental interaction with fatigue is a rate-controlled process, interaction of time-dependent fatigue parameters such 
as frequency, waveform, and load history should be factored into the fatigue analysis (Ref 39, 40, 41). 

 

FIG. 24 AXIAL STRESS FATIGUE STRENGTH OF 0.8 MM 2024, 7075, AND CLAD SHEET IN AIR AND SEAWATER, 
R = 0. SOURCE: REF 33 

Typically, the fatigue strengths of the more corrosion-resistant 5XXX and 6XXX aluminum alloys and tempers are less 
affected by corrosive environments than are higher-strength 2XXX and 7XXX alloys, as indicated by Fig. 25. Corrosion 
fatigue performance of 7XXX alloys may, in general, be upgraded by overaging to the more corrosion-resistant T7 
tempers (Ref 42, 43, 44, 45, 46, 47), as indicated by results shown in Fig. 26 and 27. With 2XXX alloys, the more 
corrosion-resistant, precipitation-hardened T8-type tempers provide a better combination of strength and fatigue 
resistance at high endurances than naturally aged T3 and T4 tempers. However, artificial aging of 2XXX alloys is 
accompanied by loss in toughness with resultant decrease in fatigue crack growth resistance at intermediate and high 
stress intensities (Ref 45, 46). 



 

FIG. 25 COMPARISON OF AXIAL-STRESS FATIGUE STRENGTHS OF 0.032 IN. ALUMINUM ALLOY SHEET IN 
SEAWATER AND AIR. SOURCE: REF 33 

 

FIG. 26 COMPARISONS OF FATIGUE LIVES OF PRESSURIZED HYDRAULIC CYLINDERS IN LABORATORY AIR 
AND SIMULATED SEACOAST ENVIRONMENTS AT 80% DESIGN STRESS. SOURCES: REF 3, 42 



 

FIG. 27 CYCLIC STRESS INTENSITY RANGE, ∆K, VS. CYCLIC FATIGUE CRACK GROWTH RATE, ∆A/∆N, OF 
LABORATORY-FABRICATED HIGH-STRENGTH 7XXX ALUMINUM ALLOYS 

Interaction of a clad protective system with fatigue strength of alloys 2024-T3 and 7075-T6 in air and seawater 
environments is shown in Fig. 24. In air, the cladding appreciably lowers fatigue resistance. In seawater, benefits of the 
cladding are readily apparent. 

Reduced Porosity Materials. *The size of microporosity in commercial products is affected by the forming processes 
used in their production. A recent program was undertaken to determine whether the fatigue strength could be improved 
by the control of microporosity. Five variants of 7050 plate were produced to provide a range of microstructures to 
quantify the effects of intrinsic microstructural features on fatigue durability (Table 11). The first material, designated 
"old-quality" material, was produced using production practices typical of those used in 1984. The material is 
characterized by extensive amounts of centerline microporosity. Despite the centerline microporosity, this material still 
meets all existing mechanical property specifications for thick 7050 plate. Current quality production material, designated 
"new-quality" material, was also used, characterized by reduced levels of centerline microporosity compared to the old-
quality material. The new-quality material represents the current benchmark for commercially available material. The 
processing methods used in the production of the new-quality material are a result of a statistical quality control effort to 
improve 7050 alloy thick plate (Ref 48). Material taken from two plant-scale production lots of each quality level 
provided the material for this program. Both materials are 5.7 in. thick 7050-T7451 plate. Static mechanical property 
characterization of the two 7050 plate pedigrees showed no significant differences in properties other than an increase in 
short transverse elongation for the new-quality material (Ref 49), and both materials meet the AMS material specification 
minimums. The fact that both materials meet the property requirements of the AMS specification underscores the 
limitation of existing specifications in that they do not differentiate intrinsic metal quality. 

TABLE 11 SUMMARY OF THE 7050 PLATE MATERIALS USED IN THE STUDY OF THE EFFECT OF 
MICROPOROSITY ON FATIGUE 

MATERIAL  PRODUCT 
THICKNESS, 
IN.  

KEY MICROSTRUCTURAL 
FEATURES  



OLD-QUALITY 
PLATE  

5.7  LARGE POROSITY  

NEW-QUALITY 
PLATE  

5.7  POROSITY  

LOW-POROSITY 
PLATE  

6.0  SMALL POROSITY, CONSTITUENT PARTICLES  

LOW-PARTICLE 
PLATE  

6.0 (T/4)  SMALL CONSTITUENTS, THICK PLATE GRAIN 
STRUCTURE  

THIN PLATE  1.0  REFINED GRAIN SIZE AND CONSTITUENT 
PARTICLES   

Effect of Microporosity on Fatigue. Smooth axial stress fatigue tests were performed for both the old-quality and the 
new-quality plate materials. The tests were done on round bars with a gage diameter of 12.7 mm (0.5 in.). Gage sections 
were sanded longitudinally to remove circumferential machining marks. Testing was done at a maximum stress of 240 
MPa (35 ksi), a stress ratio R = 0.1, and cyclic frequency of 10 Hz in laboratory air. The specimen orientation was long-
transverse (L-T) relative to the parent plate. The specimens were removed from the midthickness (T/2) plane of the plate 
where microporosity concentration is the greatest (Ref 49). The lifetimes of the specimens are plotted in Fig. 28 on a 
cumulative failure plot, where the data are sorted in order of ascending lifetime and ordinate is the percentile ranking of 
the specimens relative to the total number of tests. Thus, the lifetime corresponding to the 50% point on the ordinate 
represents the median lifetime, where half of the specimens failed prior to that lifetime and half failed at longer lifetimes. 
The data show that the cumulative distribution of fatigue lifetimes for the new-quality material is substantially longer than 
for the old-quality material. 

 

FIG. 28 CUMULATIVE SMOOTH FATIGUE LIFETIME DISTRIBUTORS FOR OLD-QUALITY AND NEW-QUALITY 
PLATE (SEE TEXT FOR DEFINITIONS). TESTS CONDUCTED AT 240 MPA (35 KSI) MAX STRESS, R = 0.1 

Fatigue tests were also performed for the old-and new-quality materials using flat specimens containing open holes. Tests 
were performed at four stress levels for each material pedigree at a stress ratio of R = 0.1 and cyclic frequency of 25 Hz in 
laboratory air. As with the round specimens, L-T specimens were removed from the T/2 plane of the plate. The holes 
were deburred by polishing with diamond compound only on the corners and not in the bore of the hole; this resulted in 



slight rounding of the corners. The fatigue lifetime data are plotted in Fig. 29 as an S-N plot. Also plotted for both 
materials are the 95% confidence limits for the S-N curves. The confidence limits were obtained from a Box-Cox analysis 
of the data, which enables statistical determination of the mean S-N response and the 95% confidence limits (Ref 39). The 
data clearly show that, at equivalent stresses, the new-quality material exhibited longer lifetimes than the old-quality 
material. 

 

FIG. 29 OPEN-HOLE FATIGUE LIFETIMES FOR NEW-QUALITY AND OLD-QUALITY PLATE (SEE TEXT FOR 
DEFINITIONS). TESTS CONDUCTED AT R = 0.1 
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Strain Control Fatigue 

Considerable evidence suggests that failure data are more usefully presented in the form of strain-life curves, and that 
strain-based cumulative-damage life predictions are generally more reliable than conventional stress-based approaches 
(Ref 51, 52, 53). Strain-based prediction methods are capable of addressing interaction effects of variable load history and 
are better suited to handle "what if" situations than traditional stress approaches. In addition, they require a significantly 
reduced number of material characterization and component verification tests to make a material selection and/or design 
decision. Strain control fatigue is also essential in the understanding of crack initiation because, without localized plastic 
strain at areas of stress concentration in a structure, failure cannot occur. At high plastic strains, fatigue experiments on 
aluminum alloys (Ref 54) have shown that homogeneous slip (i.e., distribute plastic strain and avoid strain concentration 
sites) prolongs fatigue life to crack initiation. Recognized factors that promote homogeneous slip and/or increase low-
cycle fatigue life are decreased coherency of strengthening particles, increased magnesium content, and minimization and 
more uniform distribution of second-phase particles, which serve as initiation sites. Effects of alloy microstructure on 
fatigue initiation life depend on the level of strain. 

In general, strain-life fatigue is based on the division of cyclic stress-strain response into plastic and elastic components 
(Fig. 30a), where the relation between stress and strain depends on the strength-ductility properties of the material (Fig. 
30b) and also the cyclic hardening or softening of the material. For most metals, stress-strain hysteresis behavior (Fig. 30) 
is not constant, as cyclic softening or hardening can occur by reversed loading and cyclic straining. Generally (Ref 55, 56, 
57), materials that are initially soft exhibit cyclic hardening, and materials that are initially hard undergo cyclic softening. 



 

FIG. 30 STRESS-STRAIN HYSTERESIS LOOP UNDER CYCLIC LOADING. (A) ELASTIC AND PLASTIC STRAIN 
RANGE. (B) HYSTERESIS LOOPS SHOWING IDEALIZED STRESS-STRAIN BEHAVIOR FOR DIFFERENT TYPES OF 
MATERIALS. 

With strain-life fatigue, the elastic and plastic components may be separated and plotted on a strain life curve (Fig. 31). A 
plot on logarithmic coordinates of the plastic portion of the strain amplitude (half the plastic strain range) versus the 
fatigue life often yields a straight line, described by the equation  



  
(EQ 3) 

where 'f is the fatigue ductility coefficient, c is the fatigue ductility exponent, and Nf is the number of cycles to failure 
(2Nf is the number of load reversals). In contrast, elastic strains influence fatigue behavior under long-life conditions, 
where a stress-based analysis of fatigue is charted by plotting stress amplitude (half the stress range) versus fatigue life on 
logarithmic coordinates. The result is a straight line having the equation  

  
(EQ 4) 

where 'f is the fatigue strength coefficient and b is the fatigue strength exponent. 

 

FIG. 31 STRAIN CONTROL FATIGUE LIFE AS A FUNCTION OF ELASTIC-, PLASTIC-, TOTAL-STRAIN AMPLITUDE 

The elastic strain range is obtained by dividing Eq 4 by Young's modulus E:  

  
(EQ 5) 

The total strain range is the sum of the elastic and plastic components, obtained by adding Eq 3 and 5 (see Fig. 31):  



  
(EQ 6) 

For low-cycle fatigue conditions (frequently fewer than about 1000 cycles to failure), the first term of Eq 6 is much larger 
than the second; thus, analysis and design under such conditions must use the strain-based approach. For long-life fatigue 
conditions (frequently more than about 10,000 cycles to failure), the second term dominates, and the fatigue behavior is 
adequately described by Eq 4. Thus, it becomes possible to use Eq 4 in stress-based analysis and design. 

This approach offers the advantage that both high-cycle and low-cycle fatigue can be characterized in one plot. From this 
relationship it is seen that long-life fatigue resistance is governed by the elastic line, while short-life fatigue resistance is 
governed by the plastic line (Ref 58). Within a bounded range of alloy types and microstructures, controlled strain fatigue 
lives greater than 104 cycles typically increase with increasing strength. On the other hand, low-cycle controlled strain 
fatigue lives for the same alloys generally increase with increasing ductility where ductility can be defined as ln(1/1-RA), 
RA being reduction of area determined from the standard tension test. The reciprocal strength-ductility relationship 
implies that materials selected on the basis of long-life resistance may not perform as well in low-cycle applications, and 
vice-versa. This is illustrated in Fig. 32 by the crossover in the strain-life relationships of X7046, a high-strength alloy, 
and 5083, a moderate-strength/high-ductility alloy. Results of strain control fatigue experiments on high-strength 7XXX 
laboratory-fabricated microstructures (Fig. 33) show similar crossover trends that can be correlated with strength and 
ductility. The observed crossovers imply that alloy selection, dependent on estimation of fatigue initiation life, requires 
identification of the most damaging cycles in the component fatigue spectrum for proper interpretation of mechanical 
property tradeoffs. This is accomplish ed using knowledge of the component strain spectrum, from strain gaged parts 
and/or stress analysis, and cumulative damage assessment of strain-life data. A compilation of fatigue strain-life 
parameters for various aluminum alloys is given in Table 12 and the appendix "Parameters for Estimating Fatigue Life" in 
this Volume. Corresponding monotonic properties are given in Table 13. Additional details on state-of-the-art fatigue 
analysis methods are given in Ref 59, 60, 61, 62, and Section 3 "Fatigue Strength Prediction and Analysis" in this 
Volume. 



TABLE 12 ROOM-TEMPERATURE CYCLIC PARAMETERS OF VARIOUS ALUMINUM ALLOYS (STRAIN CONTROL, R = -1, UNNOTCHED) 

ALLOY
/ 
TEMPE
R  

FOR
M  

CONDITIO
N  

FATIGUE 
FAILURE 
CRITERIO
N  

ULTIMAT
E 
TENSILE 
STRENGT
H, 
MPA (KSI)  

TENSILE 
YIELD 
STRENGT
H, 
MPA 
(KSI)  

FATIGUE 
STRENGTH 
COEFFICIEN
T, 'F, 
MPA (KSI)  

FATIGUE 
STRENGT
H 
EXPONEN
T, 
B  

FATIGUE 
DUCTILITY 
COEFFICIEN
T, 'F  

FATIGUE 
DUCTILIT
Y 
EXPONEN
T, C  

CYCLIC 
STRAIN 
HARDENING 
COEFFICIEN
T, K', 
MPA (KSI)(A)  

CYCLIC 
STRAIN 
HARDENIN
G 
EXPONEN
T, N' 
(A)  

99.5% 
AL  

SHEE
T  

COLD 
ROLLED  

CRACK 
INITIATION
(B)  

73 
(25)  

19 
(2.75)  

95 
(13.8)  

-0.088  0.022  -0.328  255 
(37)  

0.265  

99.5% 
AL  

SHEE
T  

COLD 
ROLLED  

CRACK 
INITIATION
(C)  

73 
(25)  

19 
(2.75)  

117 
(17)  

-0.109  0.017  -0.315  453 
(65.7)  

0.337  

1100  BAR 
STOC
K  

AS 
RECEIVED  

RUPTURE  110 
(16)  

97 
(14)  

159 
(23)  

-0.092  0.467  -0.613  184 
(26.6)  

0.159  

2014-T6  BAR 
STOC
K  

AS 
RECEIVED  

RUPTURE  511 
(74)  

463 
(67)  

776 
(112.5)  

-0.091  0.269  -0.742  704 
(102)  

0.072  

2024-T3  SHEE
T  

AS 
RECEIVED  

5% LOAD 
DECREASE  

490 
(71)  

345 
(50)  

835 
(121)  

-0.096  0.174  -0.644  843 
(122)  

0.109  

2024-T3  SHEE
T  

5% COLD 
FORMED  

CRACK 
INITIATION 
AT 1 MM 
DEPTH  

490 
(71)  

476 
(69)  

891 
(129)  

-0.103  4.206  -1.056  669 
(97)  

0.074  

2024-T3  SHEE
T  

. . .  CRACK 
INITIATION
, 0.5 MM 
LENGTH  

486 
(70.5)  

378 
(55)  

1044 
(151)  

-0.114  1.765  -0.927  590 
(85.5)  

0.040  

2024-T4  ROD  HEAT 
TREATED  

. . .  476 
(69)  

304 
(44)  

764 
(110.8)  

-0.075  0.334  -0.649  808 
(117)  

0.098  

2024-
T351  

PLAT
E  

SOLUTION 
HEAT 
TREATED 
AND COLD 
WORKED(D

)  

. . .  455 
(66)  

380 
(55)  

927 
(134)  

-0.1126  0.4094  -0.7134  1067 
(155)  

0.1578  

5454-
H32  

. . .  . . .  . . .  275 
(40)  

175 
(26)  

537 
(77.8)  

-0.0920  0.324  -0.6596  628 
(91.1)  

0.1394  

5456-
H311  

BAR 
STOC
K  

AS 
RECEIVED  

RUPTURE  400 
(58)  

235 
(34)  

702 
(101.8)  

-0.102  0.200  -0.655  635 
(92)  

0.084  



6061-T6  . . .  ASTM 
GRAIN 
SIZE 3 TO 5  

. . .  328 
(48)  

300 
(44)  

654 
(94.8)  

-0.100  4.2957  -1.0072  566 
(82)  

0.0993  

7075-T6  . . .  . . .  . . .  578 
(84)  

469 
(68)  

971 
(140.8)  

-0.072  0.7898  -0.9897  987 
(143.2)  

0.0728  

7075-T6  SHEE
T  

AS 
RECEIVED  

5% LOAD 
DECREASE  

572 
(83)  

512 
(74)  

1048 
(152)  

-0.106  3.1357  -1.045  1500 
(217.5)  

0.186  

7075-T6  PLAT
E  

AS 
RECEIVED  

5% LOAD 
DECREASE  

572 
(83)  

512 
(74)  

776 
(112.5)  

-0.095  2.565  -0.987  521 
(75.5)  

0.045  

7075-T6  ROD  HEAT 
TREATED  

. . .  580 
(84)  

470 
(68)  

886 
(128.5)  

-0.076  0.446  -0.759  913 
(132)  

0.088  

7075-
T7351  

PLAT
E  

. . .  CRACK 
INITIATION
, 0.5 MM 
LENGTH  

462 
(67)  

382 
(55)  

989 
(143)  

-0.140  6.812  -1.198  695 
(100)  

0.094  

7475-
T761  

SHEE
T  

AS 
RECEIVE
D  

5% LOAD 
DECREASE  

475 
(69)  

414 
(60)  

983 
(142.5)  

-0.107  4.246  -1.066  675 
(98)  

0.059  

Sources: MarTest Inc., test data for Materials Properties Council; J. of Materials, Vol 4, 1969, p 159; and Materials Data for Cyclic Loading Part D; Aluminum and Titanium Alloys, 
Elsevier, 1987 

(A) STRESS-STRAIN BEHAVIOR AT HALF-FAILURE LIFE. 
(B) STRAIN CONTROL, INITIATION CRITERION NOT SPECIFIED. 
(C) STRESS CONTROL, INITIATION CRITERION NOT SPECIFIED. 
(D) STRESS RELIEVED BY STRETCHING 1.5% TO 3% PERMANENT SET.   



TABLE 13 ROOM-TEMPERATURE MONOTONIC PROPERTIES OF VARIOUS ALUMINUM ALLOYS 

ALLOY/ 
TEMPER  

FORM  CONDITION  ULTIMATE 
TENSILE 
STRENGTH, 
MPA (KSI)  

TENSILE 
YIELD 
STRENGTH, 
MPA (KSI)  

ELONGATION 
(EL) 
/REDUCTION 
IN 
AREA (RA), %  

STATIC 
STRAIN 
HARDENING 
COEFFICIENT, 
K, 
MPA (KSI)  

STATIC 
STRAIN 
HARDENING 
EXPONENT, 
N  

CYCLIC 
STRAIN 
HARDENING 
COEFFICIENT, 
K', 
MPA (KSI)(A)  

CYCLIC 
STRAIN 
HARDENING 
EXPONENT, 
N'(A)  

99.5% AL  SHEET  COLD ROLLED  73 (25)  19 (2.75)  43% EL IN 5D  42 (6)  0.117  255 (37)(B)  0.265(B)  
99.5% AL  SHEET  COLD ROLLED  73 (25)  19 (2.75)  43% EL IN 5D  42 (6)  0.117  453 (65.7)(C)  0.337(C)  
1100  BAR 

STOCK  
AS RECEIVED  110 (16)  97 (14)  87.6% RA  . . .  . . .  184 (26.6)  0.159  

2014-T6  BAR 
STOCK  

AS RECEIVED  511 (74)  463 (67)  25% RA  610 (88.5)  0.043  704 (102)  0.072  

2024-T3  SHEET  AS RECEIVED  490 (71)  345 (50)  19% EL IN 5D  . . .  . . .  843 (122)  0.109  
2024-T3  SHEET  5% COLD FORMED  490 (71)  476 (69)  16% EL IN 

5D/16% RA  
476 (69)  0.0  669 (97)  0.074  

2024-T3  SHEET  . . .  486 (70.5)  378 (55)  17.3% EL IN 5D  627 (91)  0.074  590 (85.5)  0.040  
2024-T4  ROD  HEAT TREATED  476 (69)  304 (44)  35% RA  . . .  0.20  808 (117)  0.098  
2024-
T351  

PLATE  SOLUTION HEAT 
TREATED AND 
COLD WORKED(D)  

455 (66)  380 (55)  24.5% RA  455 (66)  0.032  1067 (155)  0.1578  

5454-H32  . . .  . . .  275 (40)  175 (26)  28% RA  238 (34.5)  0.0406  628 (91.1)  0.1394  
5456-
H311  

BAR 
STOCK  

AS RECEIVED  400 (58)  235 (34)  34.6% RA  591 (85.7)  0.166  635 (92)  0.084  

6061-T6  . . .  ASTM GRAIN SIZE 3 
TO 5  

328 (48)  300 (44)  51.8%  . . .  . . .  566 (82)  0.0993  

7075-T6  . . .  . . .  578 (84)  469 (68)  33% RA  827 (120)  0.1130  987 (143.2)  0.0728  
7075-T6  SHEET  AS RECEIVED  572 (83)  512 (74)  10.8% EL IN 5D  . . .  . . .  1500 (217.5)  0.186  
7075-T6  PLATE  AS RECEIVED  572 (83)  512 (74)  10.8% EL IN 5D  . . .  . . .  521 (75.5)  0.045  
7075-T6  ROD  HEAT TREATED  580 (84)  470 (68)  33% RA  . . .  0.113  913 (132)  0.088  
7075-
T7351  

PLATE  . . .  462 (67)  382 (55)  8.4% EL IN 5D  633 (91.8)  0.055  695 (100)  0.094  

7475-
T761  

SHEET  AS RECEIVED  475 (69)  414 (60)  13.5% EL IN 5D  . . .  . . .  675 (98)  0.059  

Sources: MarTest Inc., test data for Materials Properties Council; J. of Materials, Vol 4, 1969, p 159; and Materials Data for Cyclic Loading Part D; Aluminum and Titanium Alloys, 
Elsevier, 1987 

(A) STRESS-STRAIN BEHAVIOR AT HALF-FAILURE LIFE, SEE ACCOMPANYING TABLE WITH FATIGUE CHARACTERISTICS. 
(B) STRAIN CONTROL, INITIATION CRITERION NOT SPECIFIED. 
(C) STRESS CONTROL, INITIATION CRITERION NOT SPECIFIED. 



(D) STRESS RELIEVED BY STRETCHING 1.5% TO 3% PERMANENT SET.  

 

FIG. 32 CYCLIC STRAIN VS. LIFE CURVE FOR X7046-T63 AND 5083-O ALUMINUM ALLOYS 



 

FIG. 33 CYCLIC STRAIN VS. INITIATION LIFE FOR LABORATORY-FABRICATED HIGH-STRENGTH 7XXX 
ALUMINUM ALLOYS. FATIGUE RESISTANCE AT LOW TOTAL STRAIN AMPLITUDE IS GOVERNED BY THE 
ELASTIC-STRAIN AMPLITUDE. FATIGUE LIVES FOR TOTAL STRAIN AMPLITUDES LESS THAN ABOUT 5 × 10-3 
GENERALLY INCREASE WITH INCREASING STRENGTH. ON THE OTHER HAND, FATIGUE LIVES FOR TOTAL 
STRAIN AMPLITUDE GREATER THAN ABOUT 10-2 GENERALLY INCREASE WITH INCREASING DUCTILITY. 
SOURCE: T.H. SANDERS, JR. AND J.T. STALEY, "REVIEW OF FATIGUE AND FRACTURE RESEARCH ON HIGH-
STRENGTH ALUMINUM ALLOYS," FATIGUE AND MICROSTRUCTURE, AMERICAN SOCIETY FOR METALS, 1979, P 
472. 
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Selecting Aluminum Alloys to Resist Failure by Fracture Mechanisms 

R.J. Bucci, ALCOA Technical Center, G. Nordmark (retired); E.A. Starke, Jr., University of Virginia, Department of Materials Science 
and Engineering 

 

Microstructure and Strain Life 

**  

Plastic strain has been recognized as a controlling parameter in fatigue, and microstructures that homogeneously 
distribute the strain are desirable. Any microstructural feature that concentrates plastic strain or that results in an 
inhomogeneous distribution of plastic strain leads to undesirable local stress concentrations and large slip offsets at 
surfaces. Mechanisms representing these effects are illustrated schematically in Fig. 34, which shows two microstructural 
features that can result in strain localization: shearable precipitates, Fig. 34(a) and precipitate free zones (PFZs), Fig. 
34(b). These can lead to early crack nucleation and enhanced metal/environment interactions. 



 

FIG. 34 SCHEMATIC REPRESENTATION OF TWO MICROSTRUCTURAL FEATURES THAT RESULT IN STRAIN 
LOCALIZATION. * REPRESENTS STRESS CONCENTRATION AT INDICATED AREAS OF GRAIN BOUNDARIES. 
(A) SHEARABLE PRECIPITATES. (B) PRECIPITATE-FREE ZONES 

The following discussions briefly review the effect of shearable precipitates and PFZs on the strain life of aluminum 
alloys. These two microstructural features are considered because of their importance in commercial alloys. 
Inhomogeneous deformation similar to that in Fig. 34(a) can also occur in irradiated materials in which glide dislocations 
remove radiation defects, forming cleared channels of defect-free material. Low-stacking-fault-energy materials may also 
exhibit planar slip, but inhomogeneous deformation is not prevalent because softening in the slip plane does not occur. 
Inhomogeneous deformation similar to that in Fig. 34(b) may occur in two-phase materials having a soft and a hard phase. 
To some extent, localized deformation occurs in all materials at low stress and strain amplitudes. 

The effect of shearable precipitates and PFZs on plastic-strain localization can be reduced by microstructural modification 
to improve fatigue life (see Table 14). The degree of plastic strain localization is primarily determined by the slip length 
and degree of age hardening. Because extensive age hardening and corresponding high yield strength are desirable, focus 
is placed on ways of improving the fatigue life by reducing the slip length. A reduction in grain size seems to be the most 
effective method for alloys that can contain both shearable precipitates and PFZs. 

TABLE 14 EFFECT OF MICROSTRUCTURAL MODIFICATIONS ON THE FATIGUE RESISTANCE OF 
ALLOYS CONTAINING SHEARABLE PRECIPITATES AND PFZS 

MODIFICATION TO 
MICROSTRUCTURE  

SHEARABLE 
PRECIPITATES  

PRECIPITATE- 
FREE ZONES  

OVERAGING  IMPROVES  NO EFFECT  
DISPERSOIDS  IMPROVES  NO EFFECT  
UNRECRYSTALLIZED STRUCTURES  IMPROVES  IMPROVES  
REDUCTION OF GRAIN SIZE  IMPROVES  IMPROVES  



STEPS IN GRAIN BOUNDARIES  NO EFFECT  IMPROVES  
ALIGNMENT OF GRAIN BOUNDARIES  NO EFFECT  IMPROVES   

To definitively determine the influence of microstructure on fatigue life, it may be necessary to test in the low-cycle 
fatigue (LCF) regime under stress as well as strain control. Some microstructural features, through their effect on cyclic 
deformation behavior and resulting softening and/or hardening, may improve or reduce the observed fatigue life, 
depending on the control mode. In addition, high-cycle fatigue (HCF) tests are important because in this region the 
influence of the yield stress usually dominates. It should also be emphasized that the microstructural parameters that 
accelerate or delay fatigue crack nucleation may have the opposite effect on fatigue crack propagation. 

Precipitate Shearing 

Overaging homogenizes slip and increases fatigue resistance in the low-cycle region where "ductility-controlled" fatigue 
dominates. This behavior, as it relates to the formation of nonshearable precipitates, alters fatigue properties, as shown in 
the Coffin-Manson life plots of Fig. 35. The two curves are for an underaged (with shearable precipitates) and an 
overaged (with nonshearable precipitates) 7050 alloy having identical yield strengths and strain to fracture (Ref 63). The 
fatigue life of the overaged alloy is consistently longer than that of the underaged alloy. The curves converge at low and 
high plastic strain amplitudes in these strain-controlled tests for the following reasons: For large strain amplitudes, all slip 
is homogeneous, regardless of the deformation mechanism, primarily due to multiple-slip activation. For small strain 
amplitudes, the sample with nonshearable precipitates hardens more extensively (due to the generation of geometrically 
necessary dislocations) than the sample with shearable precipitates (which normally softens). Consequently, for a strain-
controlled test, failure occurs earlier than anticipated for the samples with nonshearable precipitates. Larger differences 
between the two heat treatments would occur under stress-controlled conditions, because the samples that harden would 
resist plastic deformation and those that soften would not. 

 

FIG. 35 STRAIN-LIFE CURVES FOR SAMPLES OF 7050 ALLOY WITH SHEARABLE PRECIPITATES (4 H AT 120 °C, 
OR 250 °F) AND NONSHEARABLE PRECIPITATES (96 H AT 150 °C, OR 300 °F) 

Aggressive environments enhance the differences in fatigue life when one compares alloys having shearable precipitates 
(inhomogeneous deformation) with alloys having nonshearable precipitates (homogeneous deformation). This is 
illustrated by the Coffin-Manson life plots of LCF samples cycled in dry air and distilled water (Fig. 36). The aggressive 
H2O environment decreases the fatigue life of the alloy with shearable precipitates by almost an order of magnitude when 
compared with the inert environment for the same plastic strain amplitude. The aggressive environment has little or no 
effect on the alloy with nonshearable precipitates. The degree of coherency in these Al-Zn-Mg-Cu alloys (Ref 64) was 
modified by changing the copper concentration. Increasing the copper content in the strengthening precipitates of 7XXX 
alloys results in earlier loss of coherency (Ref 63) and increases the probability of dislocation looping when compared 
with alloys containing lesser amounts of copper with the same aging treatment. Cyclic deformation of the lower-copper-
content alloys with shearable precipitates produced localized slip bands (Ref 64), which intensified metal/environment 
interactions. The nonshearable precipitates of the high-copper-content alloy prevented the occurrence of such 
inhomogeneous deformation. 



 

FIG. 36 STRAIN-LIFE CURVES FOR SAMPLES OF AL-ZN-MG-X CU ALLOYS WITH SHEARABLE PRECIPITATES 
(0.01% CU) AND NONSHEARABLE PRECIPITATES (2.1% CU). DR, DEGREE OF RECRYSTALLIZATION. (A) 
CYCLED IN DRY AIR. (B) CYCLED IN DISTILLED WATER. SOURCE: REF 64 

Addition of Nonshearable Precipitates. Although overaging homogenizes slip and increases the resistance of an alloy 
to fatigue crack nucleation, it normally results in a reduction in static strength. Consequently, it is sometimes beneficial to 
have a dispersion of nonshearable precipitates intermixed with shearable precipitates. Some commercial alloys have 
alloying additions (for example, manganese and chromium in 2XXX and 7XXX aluminum alloys, respectively) that form 
small (0.1 to 0.2 μm), incoherent dispersoids during high-temperature homogenization treatments. The primary purpose 
of these small intermetallic compounds is to control grain size and shape. However, they also disperse slip and inhibit the 
formation of intense slip bands. Therefore, plastic deformation is more homogeneous, and early crack nucleation due to 
intense slip bands is avoided. 

Figure 37 shows the results of a stress-controlled test of two 2XXX alloys--one (X2024) contains only shearable 
precipitates and the other (2024) both shearable and nonshearable precipitates. At all stress levels, alloy 2024 has a much 
longer fatigue life than X2024. It is important to note that the alloys have comparable tensile strengths--a necessity for a 
valid comparison in a stress-controlled test. The X2024 alloy having only shearable precipitates developed sharp, intense 
slip bands and a higher density of crack nuclei earlier in the fatigue life than did the alloy containing nonshearable 
dispersoids. 



 

FIG. 37 S-N CURVES FOR COMMERCIAL AND EXPERIMENTAL 2024 ALLOYS WITH COMPARABLE TENSILE 
STRENGTHS. BOTH ALLOYS CONTAINED A DISTRIBUTION OF 5 M DIAM IRON- AND SILICON-RICH 
INCLUSIONS; THE COMMERCIAL ALLOY ALSO CONTAINED 0.1 TO 0.2 M DIAM MANGANESE-RICH INCLUSIONS. 
EXPERIMENTAL ALLOY X2024 WAS FREE OF THE MANGANESE INCLUSIONS AND EXHIBITED LOWER FATIGUE 
STRENGTH DUE TO HIGH CRACK DENSITY FROM SHARP SLIP BANDS. SOURCE: PELLOUX AND STOLTZ REF 65 

Unrecrystallized Structures. Figure 36 demonstrates that an alloy containing shearable precipitates has lower fatigue 
strength than a similar alloy containing nonshearable precipitates. Those results were obtained on material having a low 
(3 to 6%) degree of recrystallization. A larger difference in fatigue lives would have been observed if the alloys were fully 
recrystallized. Unrecrystallized structures also promote homogeneous deformation and reduce the influence of the type 
(shearable or nonshearable) of precipitates. 

Figure 38 shows Coffin-Manson life plots of an Al-Zn-Mg-Cu alloy with shearable precipitates (Ref 64). Two different 
degrees of recrystallization were tested in three different environments. The specimens having the largest volume fraction 
of unrecrystallized structure showed the greatest fatigue resistance in each environment. However, as expected, an 
aggressive environment enhanced the difference observed between specimens having a mostly unrecrystallized structure 
(homogeneous deformation) and those with a more recrystallized structure (inhomogeneous deformation). The dislocation 
substructure in the unrecrystallized regions and the nonshearable precipitates along subgrain boundaries reduce slip 
lengths and thus homogenize deformation. On the other hand, localized planar slip occurred in the recrystallized grains, 
resulting in an enhanced environmental effect and early crack nucleation. 

 

FIG. 38 INFLUENCE OF DEGREE OF RECRYSTALLIZATION (DR) AND ENVIRONMENT ON THE STRAIN-LIFE 



BEHAVIOR OF AN AL-ZN-MG-1.6 CU ALLOY WITH SHEARABLE PRECIPITATES 

For alloys with nonshearable precipitates, the degree of recrystallization has no effect on fatigue life, regardless of 
environment (Fig. 39). Further, the effect of the environment was small. Slip distances, which are controlled by the 
spacings of the nonshearable precipitates, are much smaller than the mean intercept length between subgrain boundaries. 

 

FIG. 39 INFLUENCE OF DEGREE OF RECRYSTALLIZATION (DR) AND ENVIRONMENT ON THE STRAIN-LIFE 
BEHAVIOR OF AN AL-ZN-MG-2.1 CU ALLOY WITH NONSHEARABLE PRECIPITATES 

Grain Size. A reduction in grain size results in beneficial effects that delay crack nucleation in alloys containing 
shearable precipitates. Reduced grain size reduces the slip length, and thus the stress concentration, by reducing the 
number of dislocations in a pileup. A reduction in slip length also reduces the number of dislocations that can egress at a 
free surface (and thus the slip-step height and extrusion/intrusion size). Another beneficial effect of grain-size reduction 
involves the volume of material needed to satisfy the von Mises criterion (Ref 66). In essence, this criterion requires 
multiple slip to occur in polycrystalline materials in order to preserve the external form of the specimen and maintain 
cohesion at the grain boundaries. However, as Calnan and Clews (Ref 67) have suggested, multiple-slip systems need 
only operate in the immediate vicinity of the grain boundary, whereas slip may occur on either duplex or single systems in 
the body of the grains. Consequently, the smaller the grain size, the larger the volume fraction of material deformed by 
multiple slip and the more homogeneous the overall deformation. 

Figure 40 illustrates the beneficial effect of reducing grain size for an alloy containing shearable precipitates (Ref 68). 
The ternary alloy had an equiaxed grain structure with a mean intercept length of 0.5 mm. Coarse planar slip and intense 
slip bands, which were later sites for crack nuclei, occurred early in the life of the large-grained material. The Al-Zn-Mg-
Zr alloy had smaller elongated grains with mean grain dimensions of approximately 0.03 by 0.05 by 0.10 mm. Slip in the 
fine-grained material was less intense, and crack initiation was delayed. This is further illustrated in Fig. 40 by the fact 
that cycles to initiation for the fine-grained material exceeded cycles to failure for the coarse-grained material under the 
same plastic strain amplitude. 



 

FIG. 40 EFFECT OF GRAIN SIZE ON THE STRAIN-LIFE BEHAVIOR OF AN ALLOY WITH SHEARABLE 
PRECIPITATES. THE AL-ZN-MG ALLOY HAD LARGE GRAIN SIZE; THE AL-ZN-MG-ZR ALLOY, SMALL GRAIN SIZE. 
SOURCE: REF 68 

Again it is noted that the two curves converge at low plastic amplitudes (long life) for this strain-controlled test. As 
mentioned previously, this is due to differences in cyclic-hardening behavior. The strain-hardening exponent, n', of the 
Al-Zn-Mg-Zr alloy is approximately twice that of the ternary alloy, a fact attributed to a larger degree of multiple slip and 
more frequent dislocation-dislocation interactions in the Al-Zn-Mg-Zr alloy than in the Al-Zn-Mg alloy. The convergence 
would not have been observed in a stress-controlled test. 

Figure 41 shows the grain-size effect in a stress-controlled test for a high-purity 7075 alloy (X7075) aged to contain 
shearable precipitates (Ref 69). Since the flow stress is determined by the interaction of dislocations with the coherent 
precipitates, the yield stress is approximately the same for both alloys. Optical examinations of the specimen surfaces 
show that cracks nucleate much earlier in specimens having the large grain size. Cracks nucleated at intense slip bands for 
both grain sizes. However, the slip bands were much more pronounced in specimens with a large grain size of 200 m. 
For specimens with small grain size (30 m), cracks at slip bands could be detected only in grains that were statistically 
larger than average. 

 

FIG. 41 EFFECT OF GRAIN SIZE ON THE STRESS-LIFE BEHAVIOR OF AN X7075 ALLOY WITH SHEARBLE 
PRECIPITATES. SOURCE: REF 69 

Precipitate-Free Zones 



A solute-depleted PFZ is weaker than the matrix and can be the site of preferential deformation. This preferential plastic 
deformation leads to high stress concentrations at grain-boundary triple points (Fig. 34) and to early crack nucleation. The 
magnitude of the stress concentrations will be a function of the grain-boundary length and the difference in shear strength 
of the age-hardened matrix and the soft PFZ. 

Because the strain localization occurs in a region free of solute, overaging the matrix precipitates or adding dispersoids 
does not homogenize the deformation. This is clearly illustrated by comparing results for underaged and overaged 
specimens of large-grained Al-Zn-Mg alloy (Fig. 42). The tensile yield strength and strain to fracture are approximately 
the same for both specimens. As mentioned previously, the underaged alloy has shearable precipitates, which results in 
strain localization, the formation of intense slip bands, and early crack nucleation under cyclic loading. Overaging was 
one method described for homogenizing deformation; however, this method is not effective for large-grained material. 
Preferential deformation in the PFZ also leads to strain localization and results, for this particular case, in the same fatigue 
life. For the same reason dispersoids distributed throughout the matrix would not inhibit strain localization in the PFZ. 

 

FIG. 42 STRAIN-LIFE CURVES OF LARGE-GRAINED AL-ZN-MG ALLOY WITH SHEARABLE PRECIPITATES WHEN 
UNDERAGED (4 H AT 120 °C, OR 250 °F) AND NONSHEARABLE PRECIPITATES PLUS PFZS WHEN OVERAGED 
(96 H AT 150 °C, OR 300 °F). SOURCE: REF 64 

Reduction of grain size is a very effective method of reducing early crack nucleation due to preferential deformation in 
the PFZ. This reduces the slip distance and lowers the stress concentrations at grain-boundary triple points. The fracture 
mode can likewise change from a low-energy intergranular to a higher-energy transgranular mode. 

The effectiveness of reducing the grain size is illustrated in Fig. 43, which shows Coffin-Manson life plots of two 
overaged Al-Zn-Mg alloys, described previously (Ref 68). The small-grained Al-Zn-Mg-Zr alloy has a much longer life 
than does the large-grained Al-Zn-Mg alloy. The improvement in life is attributed to increasing the cycles to crack 
initiation. For the lower plastic strain amplitudes, a convergence is noted for long lives (104 cycles) for this strain-
controlled test. Since the fine-grained material hardens more at low strains, the stress to enforce the applied strain is 
greater at long lives, and this affects the life improvement due to the fine grains. 



 

FIG. 43 EFFECT OF GRAIN SIZE ON THE STRAIN-LIFE BEHAVIOR OF AN ALLOY WITH NONSHEARABLE 
PRECIPITATES PLUS PFZS. THE AL-ZN-MG ALLOY HAD LARGE GRAIN SIZE; THE AL-ZN-MG-ZR, SMALL GRAIN 
SIZE. SOURCE: REF 68 

No such convergence is observed for a stress-controlled test (Fig. 44) for a similar alloy (X7075) and heat treatment (Ref 
69). Optical examination revealed that cracks were nucleated at grain boundaries parallel and perpendicular to the stress 
axis for the large-grained material, but only at grain boundaries perpendicular to the stress axis for the fine-grained 
material. This is a direct result of reducing the slip length and thus the local stress concentration. Cracks appearing 
parallel to the stress axis are a result of the tension-compression employed and the high stress concentrations at triple 
points in the large-grained material (Ref 69). 

 

FIG. 44 EFFECT OF GRAIN SIZE ON THE STRESS-LIFE BEHAVIOR OF AN X7075 ALLOY WITH NONSHEARABLE 
PRECIPITATES PLUS PFZS. SOURCE: REF 69 



Steps in Grain Boundaries. The previous section described the use of grain-size reduction as a means of decreasing the 
slip length in the PFZ and thus the local stress concentration. This resulted in improved resistance to fatigue crack 
nucleation and increased fatigue life. Thermomechanical processing is another method that can be used to reduce the slip 
length in the PFZ. If enough cold deformation is employed to introduce steps (or "ledges") into the grain boundaries, the 
effective slip length within the PFZ is drastically reduced (similar to a small grain size), with corresponding improvement 
in resistance to fatigue crack nucleation. Figure 45 shows the results of a stress-controlled test for two high-purity 7075 
alloys, one cold worked 50% to produce grain-boundary steps. The cold work drastically reduced the incidence of grain-
boundary cracking and improved the fatigue life at high stress amplitudes. At low stress amplitudes and long fatigue lives, 
crack nucleation occurred at inclusions for both alloys. This effect is most likely due to lower stress concentration at 
inclusions. 

 

FIG. 45 EFFECT OF GRAIN-BOUNDARY LEDGES ON THE STRESS-LIFE BEHAVIOR OF AN X7075 ALLOY 
CONTAINING NONSHEARABLE PRECIPITATES AND PFZS 

This raises another important point about microstructure. Many alloys have large inclusions, which may concentrate strain 
during cyclic deformation and lead to early crack nucleation. This detrimental effect can be reduced substantially by 
lowering the impurity levels. This is illustrated in Fig. 46, which shows that a significant improvement in the HCF life of 
7075 alloy is obtained by lowering the iron and silicon content (7475 alloy). 



 

FIG. 46 EFFECT OF INCLUSION DENSITY ON THE STRESS-LIFE BEHAVIOR OF TWO 7XXX ALLOYS: HIGH 
INCLUSION DENSITY, ALLOY 7075; LOW INCLUSION DENSITY, ALLOY 7475 

Alignment of Grain Boundaries. Like many other commercial alloys, high-strength aluminum alloys have dispersoids 
that inhibit grain growth during high-temperature processing and subsequent heat treatment. For these alloys, the resulting 
grain shape is characteristic of the processing treatment; for rolled plate it has a pancake shape. If these alloys are aged to 
contain nonshearable precipitates and have a solute-denuded PFZ, detrimental strain localization could occur only in the 
PFZ parallel to the long grain dimension and only if the PFZ is inclined to the stress axis. If the stress axis is parallel or 
perpendicular to the long grain dimension, there will be no shear stress parallel to the grain boundary, and preferential 
deformation within the PFZ will be restricted. Grain-boundary alignment is then as effective in restricting deformation in 
the PFZ as are steps produced by thermomechanical treatment (TMT), as shown by the stress-life curves in Fig. 47. 



 

FIG. 47 EFFECT OF ALIGNMENT OF GRAIN BOUNDARIES--AND ALIGNMENT PLUS STEPS IN GRAIN 
BOUNDARIES--ON THE STRESS-LIFE BEHAVIOR OF A 7475 ALLOY CONTAINING NONSHEARABLE 
PRECIPITATES AND PFZS 

Thermomechanical Processing. Fatigue strength of age-hardened aluminum alloys can be improved in some cases by 
TMT involving cold work before or during aging. McEvily et al. (Ref 70, 71) found that the fatigue life of Al-Mg and Al-
Zn-Mg alloys is increased marginally by cold working prior to aging, perhaps because of partial elimination of grain-
boundary PFZs. Ostermann (Ref 72) showed that the long-life fatigue strength and fatigue ratio of smooth 7075 
aluminum specimens were increased about 25% by cold working in the partially aged condition (Fig. 48). On the other 
hand, Reimann and Brisbane (Ref 62) found that the fatigue-life curves for notched 7075 (Kt = 3) were essentially 
unchanged by TMT, and suggested that TMT may affect crack initiation rather than crack growth. 



 

FIG. 48 S-N CURVES OF 7075 ALUMINUM ALLOYS WITH AND WITHOUT TMTS. AXIAL LOADING WITH R = 1. 
THREADED 13 MM (0.5 IN.) ROUND, 75 MM (3 IN.) LONG HOURGLASS SPECIMENS (50 MM, OR 2 IN., RADIUS) 
WITH 5 MM (0.2 IN.) NET SECTION DIAMETER WERE MACHINED AND LONGITUDINALLY POLISHED. A TMT WAS 
GIVEN TO BOTH COMMERCIAL AND HIGH-PURITY BARS BY SOLUTION ANNEALING AT 460 °C (860 °F) FOR 1 
H, WATER QUENCHING, AGING AT 100 °C (212 °F) FOR 1 H, SWAGING AT ROOM TEMPERATURE, AND AGING 
AT 120 °C (250 °F) FOR 16 H. THE COMMERCIAL ALLOY, C7075-TMT, WAS REDUCED 30% IN CROSS SECTION, 
WHEREAS THE HIGH-PURITY ALLOY, X7075-TMT, WAS SWAGED ONLY 10% BECAUSE OF SPECIMEN SIZE 
LIMITATIONS. SOURCE: REF: 72 

The benefit of TMT is, however, not necessarily limited to crack initiation retardation. Crack growth retardation also has 
been observed as a result of cold working 2024 aluminum samples prior to aging (Ref 74). DiRusso and coworkers (Ref 
75) compared the behavior of T6 and TMT 7075 aluminum and concluded that smooth TMT specimens have lower 
strength than T6, whereas notched samples may have higher strength. Other results (Ref 76) also demonstrate a 
significant improvement in fatigue strength in the long-life regime for both smooth and notched (Kt = 8) specimens of 
7075 as a result of TMT (Fig. 49). The underlying cause of improvement is probably refinement and homogenization of 
microstructure as a result of TMT, and the consequent deformation by dispersed slip during cyclic loading (Ref 72). Other 
work (Ref 77) suggests that fatigue crack propagation rates in both 2024 and 2124 aluminum alloys depend on precipitate 
type and dislocation density. The substantial improvement in fatigue strength of notched samples tested at R = 0 strongly 
suggests that microstructural changes due to TMT can promote increased resistance to crack propagation as well as crack 
initiation during fatigue cycling of 7075. 



 

FIG. 49 FATIGUE-LIFE CURVES FOR 7075-T6 AND 7075-TMT. (A) UNNOTCHED. (B) NOTCHED, KT = 8 
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Fatigue Crack Growth of Aluminum Alloys 

 

A material's resistance to stable crack extension under cyclic loading is generally expressed either in terms of crack 
length, a, versus number of cycles, N, or as fatigue crack growth rate, da/dN, versus crack tip cyclic stress intensity factor 
range, ∆K, using fracture mechanics concepts. The latter approach is particularly useful in damage-tolerant design for 
estimating the influence of fatigue crack growth on the life of structural components. Baseline data for flaw growth 
predictions is usually established from constant load-amplitude cyclic loading of precracked specimens. Crack length is 
measured as a function of elapsed cycles, and these data are subjected to numerical analysis to establish rates of crack 
growth. Crack growth rates are expressed as function of the applied cyclic range in stress intensity factor, ∆K, calculated 
from expressions based on linear elastic stress analysis. Fracture mechanics assumes that fatigue crack growth in an 
engineering structure occurs at the same da/dN of the precracked specimen when the range and mean stress intensity 
factors for both configurations are the same. Component crack propagation life may therefore be estimated by numerical 
integration of crack growth rates established from the laboratory coupon specimen. 

The typical relationship between fatigue crack growth rate and ∆K observed for most alloys when tested in a non-hostile 
environment is often classified by the three regions (Ref 78) as shown in Fig. 50. Within region A, crack growth rates 
become vanishingly small (approximately less than 10-5mm/cycle) with decreasing ∆K, and there exists, within this 
region, a fatigue stress intensity threshold below which pre-existing cracks do not appear to grow. For many long and 
infinite life applications, growth of fatigue cracks at very slow rates comprise a major portion of component life, yet low 
fatigue crack growth rate data on aluminum alloys (and other structural alloys) are rather limited due to the relative high 
cost and time required to establish this information. Designers using fracture mechanics concepts are interested in low ∆K 
fatigue crack growth rate information since these rates correspond to early stages of crack formation and propagation 
where remedial measures can be instituted. In region B, behavior is often characterized by a linear relationship between 
log da/dN and log ∆K. Region B rates are of great practical interest, since they are generally associated with damage sizes 
for in-service inspection of high-performance parts. Final stages of fatigue crack propagation are characterized by region 
C as ∆K (or more specifically Kmax) approaches the critical stress intensity, KIc or Kc. Region C growth rates are highly 
dependent on stress ratio, alloy toughness, and specimen thickness (if not plane strain). Tougher alloys exhibit better 



constant amplitude fatigue crack growth resistance in regions B and C (Ref 79, 80, 81, 82) as indicated by 7075-T6 and 
high-toughness alloy 7475-T6 data of Fig. 51 (Ref 83). 

 



FIG. 50 FATIGUE CRACK GROWTH OF 7075 AND 2024 PLATE IN MOIST AIR, R = 0.33 (A) 25 VS 200 HZ WITH 
CRACK GROWTH REGIMES (B) AND (C) TYPICAL SCATTERBANDS 

 

FIG. 51 BENEFIT OF HIGH-TOUGHNESS ALLOY 7475 AT INTERMEDIATE AND HIGH STRESS INTENSITY. 
SOURCE: REF 83 

In examining fatigue crack growth rate curves for many materials exhibiting very large differences in microstructure, the 
striking feature is the similarities between these curves, not the differences. This point is illustrated by Fig. 52, a 
compilation of data for 2XXX and 7XXX series aluminum alloys. The differences in crack growth rate between these 
alloys are important from the viewpoint of integrating along any one of them to obtain the lifetime of a structure, but from 
a mechanistic point of view, these differences are small. A larger range of metals can be represented by a single curve if 
the driving force (∆K) is normalized by modulus. These data exclude the effect of environment (mainly water vapor) 
which is a major factor affecting fatigue crack growth rates. 



 

FIG. 52 MINOR INFLUENCES OF DIFFERING MICROSTRUCTURES ON FATIGUE CRACK GROWTH RATE CURVES: 
DATA FROM TWELVE 2XXX AND 7XXX ALUMINUM ALLOYS WITH DIFFERENT HEAT TREATMENTS. SOURCE: REF 
73 

The considerable use of the fracture mechanics approach in the evaluation of fatigue crack growth rates in aluminum 
alloys is evident from a four-part Compendium of Sources of Fracture Toughness and Fatigue-Crack Growth for Metallic 
Alloys published in the International Journal of Fracture (Ref 85, 86, 87, 88). Another key reference is the Damage 
Tolerant Design Handbook (Ref 89). 
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Effect of Composition, Microstructure, and Thermal Treatments 

In general, fatigue crack growth rates in non-hostile environments fall within a relatively narrow scatter band, with only 
small systematic effects of composition, fabricating practice or strength, as illustrated by Fig. 52, 53, and 54. There are 
many sources of fatigue crack growth rate data which show the effects of various physical and microstructural variables 
on fatigue life of aluminum alloys (Ref 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105), but there is little 
agreement on the key variables and there are few significant approaches for improving the fatigue crack growth resistance 
of these alloys. However, some generalizations can be made. 



 

FIG. 53 CRACK GROWTH COMPARISON. MANY COMMERCIAL ALUMINUM ALLOYS SHOW SIMILAR FATIGUE 
CRACK PROPAGATION RATES IN AIR, AS INDICATED ABOVE. SOURCE: REF 90 

 

FIG. 54 SUMMARY OF FATIGUE CRACK GROWTH RATE DATA FOR ALUMINUM ALLOYS 7075-T6 AND 2034-T3. 
SOURCE: REF 91 



As discussed in the section "Microstructure and Strain Life" in this article, metallurgical microstructures that distribute 
plastic strain and avoid strain concentration help reduce crack initiation. Those metallurgical factors which contribute to 
increased fracture toughness also generally contribute to increased resistance to fatigue crack propagation at relatively 
high ∆K levels. For example, as illustrated in Fig. 51, at low stress intensities the fatigue crack growth rates for 7475 are 
about the same as those for 7075. However, the factors that contribute to the higher fracture toughness of 7475 also 
contribute to the retardation of fatigue crack growth, resulting in two or more times slower growth for 7475 than for 7075 
at ∆K levels equal to or greater than about 16 MPa · m  (15 ksi · in ). A similar trend has been observed for 2124-
T851, which exhibits slower growth than 2024-T851. Smooth specimens of alloys 2024 and 2124 exhibit quite similar 
fatigue behavior. Because fatigue in smooth specimens is dominated by initiation, this suggests that the large insoluble 
particles may not be significant contributors to fatigue crack initiation. However, once the crack is initiated, crack 
propagation is slower in material with relatively few large particles (2124) than in material with a greater number of large 
particles (2024). 

Staley (Ref 90) summarized the role of particle size in influencing fatigue crack growth in aluminum alloys, as shown in 
Fig. 55 (Ref 106). The influence of alloy composition on dispersoid effect is shown in Fig. 56. The general trend in Fig. 
56 is that for more finely dispersed particles, the fatigue crack propagation life is increased. Whereas dispersoid type 
appears to have a relatively small effect on mean calculated life, the smaller precipitates provided by aging produce a 
much larger effect. 

 

FIG. 55 COMPARISON OF TYPICAL PARTICLE SIZES IN ALUMINUM ALLOYS WITH CRACK ADVANCE PER CYCLE 
ON FATIGUE LOADING. SOURCE: REF 106 



 

FIG. 56 EFFECT OF DISPERSOID TYPE (BASED ON COMPOSITION) ON FATIGUE CRACK PROPAGATION LIFE OF 
7050 ALLOY SHEET. SOURCE: REF 106 
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Effect of Processing and Microstructure 

The extensive use of age-hardenable aluminum alloys at high strength levels, i.e., greater than 520 MPa (75 ksi), has been 
hampered by poor secondary properties of toughness, stress-corrosion resistance, and fatigue resistance, particularly in the 
short transverse direction. Some secondary property improvements have been obtained by employing slight changes in 
alloy chemistry (Ref 107, 108), different grain refining elements (Ref 92), or removal of the impurity elements Fe and Si 
(Ref 109, 110, 111). Such research has led to the development of alloys with improved fracture toughness and stress-
corrosion resistance compared to the extensively used 7075. However, significant improvements in fatigue resistance 
have not been realized with these methods. 

Microstructure control through modification of conventional primary processing methods has been examined as a way of 
upgrading the fatigue properties of these alloys. These methods, called thermomechanical treatments (TMT), include 
thermomechanical aging treatments (TMA) and intermediate thermomechanical treatments (ITMT), which are specialized 
ingot processing techniques applied before the final working operation. In general, for high-strength aluminum alloys, a 



fine grain structure produced by ITMT improves fatigue-crack-initiation resistance but reduces fatigue-crack-propagation 
resistance when compared with a typical pancake-shape, partially recrystallized, hot worked structure (Fig. 57) (Ref 112). 
This effect is more pronounced when the strengthening precipitates are shearable and the grain size determines the slip 
length. Figure 58(a) compares the LCF curves of ITMT and commercially pure (CP) 7XXX alloys. The ITMT material 
shows a significant increase in reversals to initiation for all strain amplitudes. The ITMT fine grain structure homogenizes 
the deformation, and the decrease in strain localization improves the resistance to fatigue-crack initiation. The 
convergence of the curves at high strain amplitudes results from homogenization of deformation by high strains. 

 

FIG. 57 CRACK GROWTH DATA FOR COMPACT TENSION SPECIMENS FROM COMMERCIALLY PROCESSED (CP) 
PLATE AND EXPERIMENTAL INTERMEDIATE THERMOMECHANICAL TREATMENT (ITMT) MATERIAL IN THE AS-
RECRYSTALLIZED (AR) CONDITION AND THE AS-RECRYSTALLIZED PLUS HOT-ROLLED (AR + HR) CONDITION. 
THE CP 7050 MATERIAL WAS PARTIALLY RECRYSTALLIZED (<50%) AND SPECIMENS WERE FROM THE CENTER 
(CP-C) AND THE BOTTOM OR TOP EDGE (CP-E) OF THE PLATE. SCATTER BANDS INCLUDE DATA FOR 
SPECIMENS OF BOTH L-T AND T-L ORIENTATIONS. TESTS CONDUCTED AT 10 CPS AND 20 CPS IN DRY AIR 
WITH R = 0.1. SOURCE: REF 112 



 

FIG. 58 EFFECTS OF INTERMEDIATE THERMOMECHANICAL TREATMENTS (ITMT) ON (A) FATIGUE CRACK 
INITIATION AND (B) FATIGUE CRACK PROPAGATION OF 7XXX ALUMINUM ALLOYS. SOURCE: REF 113 

Unfortunately, homogeneous deformation increases the rate of crack propagation because it allows single straight-running 
cracks during subcritical crack growth. The planar slip and inhomogeneous deformation of CP material enhance crack 
branching, increase the total crack path, and lower the effective stress intensity at the tip of the crack, all of which lower 
crack-growth rates (Ref 114). Figure 58(b) compares the fatigue crack propagation curves of the same material and shows 
the detrimental effect that a fine grain structure has on the fatigue crack propagation rate. 

Combined effects of grain size, deformation mode, and environment on propagation behavior are shown in Fig. 59 (Ref 
115) for ITMT-7475. Both aging treatment and grain size significantly affect the fatigue crack growth rates (FCGRs) 
measured in vacuum (Fig. 59a). Decreasing the grain size by ITMT and averaging, both of which homogenize 
deformation and decrease the reversibility of slip, increase FCGRs. Although the same trends are observed in air (Fig. 
59b), the magnitude of the effect is considerably reduced due to environment-enhanced growth. 



 

FIG. 59 EFFECTS OF GRAIN SIZE AND AGING TREATMENT ON THE FCGR OF INTERMEDIATE 
THERMOMECHANICAL TREATMENT (ITMT) ALLOY 7045: (A) TESTS IN VACUUM, AND (B) TESTS IN 
LABORATORY AIR. DIFFERENCES IN A VACUUM COULD NOT BE ACCOUNTED FOR BY CLOSURE EFFECTS. 
SOURCE: REF 115 

The results in Fig. 59 are consistent with other studies that show that slip character and grain size can have a pronounced 
effect on the fatigue crack growth behavior of age-hardenable aluminum alloys. When the strengthening precipitates are 
coherent with the matrix (underaged condition) they are sheared by dislocations promoting coarse planar slip and 
inhomogeneous deformation. This favors fracture along slip planes and the occurrence of zigzag crack growth and crack 
branching. When the strengthening precipitates are incoherent with the matrix (overaged condition), they are looped and 
bypassed by dislocations promoting more homogeneous deformation and reducing crack tortuosity. A reduction in grain 
size (by enhancing multiple slip at low ∆K values) and an aggressive environment (by decreasing the plasticity needed for 
fracture) can also reduce crack tortuosity although the oxides formed in air can have an opposite effect on crack growth 
rates by increasing crack closure. The slower crack growth rates associated with planar slip and large grains have been 
attributed to:  

• SLIP BEING MORE REVERSIBLE  
• THE TORTUOSITY OF THE CRACK PATH  
• THE ∆K OF ZIGZAG AND BRANCHED CRACKS BEING SMALLER THAN THE ∆K 

CALCULATED ASSUMING A SINGLE CRACK NORMAL TO THE STRESS AXIS  
• ENHANCED CLOSURE ASSOCIATED WITH INCREASED SURFACE ROUGHNESS  

A reduction in grain size and averaging reduce the reversibility of slip and crack tortuosity. Consequently, it is not 
surprising that the 18 m grain size in Fig. 59(b), overaged material had the fastest crack growth of all the conditions 
studied. The different fatigue crack growth rates for the various materials may be related to the difference in the extent of 
crack closure that they exhibited in the air environment, as discussed in Ref 115. However, in a vacuum, differences in 
growth rates for the various materials could not be accounted for by closure effects. The influence of environment and in 
particular the improvement in fatigue crack growth resistance in vacuum is well known. The extent of the improvement 
depends on aging condition and grain size, with the most significant improvements derived for coarse-grained material in 



an underaged condition. One factor which may account for this is the marked extent of slip reversibility in the underaged 
material compared with the multiple slip situation in the overaged material. 

Effects of Product Form and Orientation. The rate of fatigue crack propagation in aluminum alloys is relatively 
insensitive to product form and orientation. This is illustrated in Fig. 60 for thick 5083-O plate that was evaluated for use 
in tankage for liquefied natural gas; growth rates in specimens from four orientations were well within the range for 
replicate tests in any one orientation (Ref 116). It would be expected that in the high ∆K range, differences in growth rate 
would reflect differences in toughness, and therefore would indicate somewhat higher growth rates for stressing normal to 
the plane of the product--that is, in the S-L and S-T orientations. Product thickness also seems to have a small effect, as 
illustrated by the data for 5083-O in Fig. 61 and Ref 116. 

 

FIG. 60 EFFECT OF ORIENTATION ON FATIGUE CRACK GROWTH RATES IN 180 AND 196 MM (7.0 AND 7.7 IN.) 
5083-O PLATE. SOURCE: REF 116 



 

FIG. 61 FATIGUE CRACK GROWTH RATES FOR 5083-O PLATE IN THICKNESSES OF 25, 70, AND 178 MM (1, 
1.8, AND 7 IN.). SOURCE: REF 116 

Effects of Exposure Temperature. Although no significant amount of fatigue testing has been done at temperatures 
above room temperature, there has been a great amount of testing at subzero temperature, particularly at -196 °C (-320 
°F). In general, fatigue crack growth rates below room temperature are about the same as, or lower than those, at room 
temperature (Fig. 62). 



 

FIG. 62 EFFECT OF TEMPERATURE AND HUMIDITY ON FATIGUE CRACK GROWTH IN 180 MM (7.0 IN.) 5083-O 
PLATE. SOURCE: REF 116 

Effect of Humidity. The role of humidity and environment is a well-known factor affecting crack growth. As shown in 
Fig. 62, growth rates for alloy 5083-O are appreciably higher in moist air than in dry air (Ref 116). Growth rates in water 
solutions of sodium chloride are similar to those in moist air. 

Data for Alclad 7075-T6 in Fig. 63 (Ref 117) illustrate that even relatively low levels of moisture can accelerate crack 
growth rates. Unless relative humidity is below 3 to 5%, it seems best to consider that accelerated fatigue crack growth 
rates are likely in service. 



 

FIG. 63 EFFECTS OF MOISTURE ON FATIGUE CRACK GROWTH RATES IN ALUMINUM ALLOYS. SOURCE: REF 
101 

Effect of Load-Time History. Selection of the appropriate type of load cycle to be used in evaluating fatigue crack 
propagation rates of aluminum alloys has been found to be particularly critical. Staley (Ref 106) and Bucci et al. (Ref 
118) noted that the variable amplitude crack propagation testing offers the following advantages: (a) increased sensitivity 
to microstructural effects; (b) relevancy to design through consideration of important effects of load history, especially 
overload/plastic zone interactions; (c) practical interpretation when results are expressed in terms of crack size versus 
fatigue life; and (d) suitability for automated testing and analysis. Bucci further indicated that there are important 
interactions between microstructure and crack growth under variable amplitude cyclic loading that are not accounted for 
in constant amplitude testing. Ratings of alloys based on constant amplitude testing are not very likely to provide realistic 
indications of fatigue performance under the usual service-type variable amplitude loading. The primary cause of this 
difference is that variable amplitude loading includes the effects of crack growth retardation on fatigue crack propagation-
-effects that cannot be demonstrated in constant amplitude testing. Crack growth retardation is caused by tension 
overloading and consequent plastic deformation. The variable amplitude test is believed to be more sensitive to alloy 
difference, and it clearly provides more useful information for alloy development investigations. 

For example, as illustrated by the data for alloys 7075 and 7050 in Fig. 64 (Ref 119), quite different results are obtained in 
constant amplitude tests than in tests with single overloads every 4000 or 8000 cycles. Thus, information on the variation 
in load level during fatigue cycling is required for correct characterization of the fatigue behavior of aluminum alloys. 
More detailed information is provided in the article "Fatigue Crack Growth under Variable Amplitude Loading" in this 
Volume. 



 

FIG. 64 RELATIVE RANKING OF FATIGUE LIFE OF 7075 AND 7050 ALUMINUM ALLOYS UNDER CONSTANT 
AMPLITUDE AND PERIODIC SINGLE OVERLOAD CONDITIONS. SOURCE: REF 119 

Effect of Load Ratio, R. The effect of stress or load ratio on fatigue crack growth rate (load ratio, R, is the ratio of 
minimum to maximum load in the fatigue cycle) is well known. This effect is shown for alloy 7075-T6 sheet about 2.5 
mm (0.1 in.) in Fig. 65 (Ref 120). In general, and in all the data presented here, an increase in R at the same ∆K level 
causes an increase in growth rate. A modification of the Paris equation [da/dN = C (∆K)n] that accounts for the effects of 
load ratio is the Forman equation, which is as follows:  

  
(EQ 7) 

For the data in Fig. 65, the Forman equation gives a good representation of the variation of da/dN with R for a wide range 
of crack growth rates. 



 

FIG. 65 EFFECT OF LOAD RATIO, R, ON FATIGUE CRACK GROWTH RATES IN ALUMINUM ALLOY 7075-T6. 
SOURCE: REF 120 
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Crack Growth in Alloy Selection and Design 



Generally, fatigue crack growth resistance has only modest variations among present high-strength aluminum alloy mill 
products. Environmental factors, particularly moisture and chlorides, are more significant than material differences in 
affecting crack growth rates (Fig. 66). Separation of material differences in fatigue behavior is further confounded by the 
generally accepted practice of plotting results on log coordinates where relatively small shifts in a data trend could have a 
significant impact on the life of a part. For example, the width of the da/dN band in Fig. 17 represents a factor of ten, 
affording considerable room for improvement if alloys can be selected or developed that confine their behavior to the 
crack growth rate lower bound. Moreover, many designers of high-performance structures will concede that a 50% life 
improvement or 10% weight reduction afforded by design to higher stress without reduction in fatigue strength is 
significant. 

 

FIG. 66 INFLUENCE OF ENVIRONMENT AND CYCLE FREQUENCY ON FATIGUE CRACK GROWTH (R = 0) OF 
ALUMINUM ALLOY 7075-T6. SOURCE: REF 121 

Although material differences generally have only a modest effect on fatigue crack growth rates, research work has 
established statistically significant effects of alloy microstructure and composition on fatigue crack growth resistance of 
high-strength aluminum alloys (Ref 43, 44, 45, 46). These programs, which consisted of a set of highly controlled 
experiments on laboratory-fabricated 2XXX (Al-Cu-Mg-Mn) and 7XXX (Al-Zn-Mg-Cu) microstructures,  permitted the 
following conclusions on fatigue crack growth resistance under constant amplitude loading:  

• HIGH-PURITY AND LOWER-COPPER VERSIONS OF ALLOY 2024 (I.E., 2124 AND 2048) 
PROVIDE IMPROVED RESISTANCE TO REGIONS 2 AND 3 FATIGUE CRACK GROWTH 
OVER THEIR 2024 COUNTERPART BECAUSE OF IMPROVED FRACTURE TOUGHNESS.  

• IMPROVED TOUGHNESS THROUGH INCREASED PURITY RESULTED IN GREATEST 
IMPROVEMENTS IN 2XXX ALLOY FATIGUE CRACK PROPAGATION LIFE IN 
ARTIFICIALLY AGED T8-TYPE TEMPERS.  

• TOUGHNESS AND RESISTANCE TO FATIGUE CRACK PROPAGATION INCREASE AS 
STRENGTH DECREASES IN UNDERAGED AND PEAK-AGED TEMPERS OF AL-CU-MG-MN 
ALLOYS CONTAINING LOW LEVELS OF COLD WORK. OVERAGED 2XXX TEMPERS 
PROVIDE INFERIOR COMBINATIONS OF STRENGTH, TOUGHNESS, AND RESISTANCE TO 
FATIGUE CRACK GROWTH.  

• COMPARED TO CONVENTIONAL 7XXX ALLOYS, SUCH AS 7075, "IMPROVED" 7475 AND 
7050 ALLOYS PROVIDE GREATER FATIGUE CRACK GROWTH RESISTANCE, IN ADDITION 
TO BETTER COMBINATIONS OF STRENGTH, TOUGHNESS, AND SCC RESISTANCE.  

• OVERAGING 7XXX ALLOYS TO T7-TYPE TEMPERS AND INCREASING THE COPPER 
CONTENT TO LEVELS OF ALLOY 7050 APPEARS TO INCREASE RESISTANCE TO FATIGUE 



CRACK GROWTH BY INCREASING RESISTANCE TO CORROSIVE ATTACK BY WATER 
VAPOR. (NOTE: THE NOMINAL COPPER CONTENTS ARE 1.6 AND 2.3% FOR ALUMINUM 
ALLOYS 7075 AND 7050, RESPECTIVELY.)  

Fatigue resistance of 2XXX and 7XXX microstructures have been rated by constant-amplitude crack growth life in 76 
mm (3 in.) wide center crack tension specimens (Ref 45). Life was then correlated with toughness (Fig. 67) and yield 
strength (Fig. 68). Good fatigue crack growth resistance of 2XXX alloys shows high correlation with increasing 
toughness and/or decreasing strength. Fatigue crack growth resistance of 7XXX alloys shows less correlation to 
toughness and/or strength. Instead, 7XXX alloy rating is better characterized by microstructure and resistance to 
environment. 

 

FIG. 67 RELATIONSHIP BETWEEN FATIGUE CRACK PROPAGATION PERFORMANCE AND FRACTURE TOUGHNESS 
FOR LABORATORY-FABRICATED 2XXX AND 7XXX ALUMINUM ALLOY SHEET. MEAN CRACK GROWTH LIFE IS 
THAT LIFE AVERAGED OVER FOUR EXPERIMENTAL CONDITIONS FOR EACH ALLOY. THE FOUR CONDITIONS 
WERE TWO FREQUENCIES, 2 AND 20 HZ, AND TWO ENVIRONMENTS, LOW (<5%) AND HIGH (>90%) 
RELATIVE HUMIDITY AIR. LIFE WAS DETERMINED FROM TESTS OF 75 MM (3 IN.) WIDE CENTER CRACK 
TENSION PANELS WHERE ∆K VARIED FROM 6.6 TO 16.5 MPA m  (6 TO 15 KSI in ) UNDER A CONSTANT-



STRESS AMPLITUDE OF ∆ = 36.5 MPA (5.3 KSI) AND R = 0.33 

 

FIG. 68 RELATIONSHIP BETWEEN FATIGUE CRACK PROPAGATION PERFORMANCE AND YIELD STRENGTH FOR 
LABORATORY-FABRICATED 2XXX AND 7XXX ALUMINUM ALLOY SHEET. MEAN CRACK GROWTH LIFE IS THAT 
LIFE AVERAGED OVER FOUR EXPERIMENTAL CONDITIONS FOR EACH ALLOY. THE FOUR CONDITIONS WERE 
TWO FREQUENCIES, 2 AND 20 HZ, AND TWO ENVIRONMENTS, LOW (<5%) AND HIGH (>90%) RELATIVE 
HUMIDITY AIR. LIFE WAS DETERMINED FROM TESTS OF 75 MM (3 IN.) WIDE CENTER CRACK TENSION PANELS 
WHERE ∆K VARIED FROM 6.6 TO 16.5 MPA m  (6 TO 15 KSI in ) UNDER A CONSTANT-STRESS AMPLITUDE 
OF ∆ = 36.5 MPA (5.3 KSI) AND R = 0.33. 

Effects of Load History on Fatigue Resistance of Aluminum Alloys. Constant-amplitude fatigue data provide a 
basic reference and are a prerequisite for making and improving cumulative damage computations. However, an 
important factor to be considered in addressing fatigue performance of aluminum alloys is the interaction of in-service 
load history (generally variable amplitude rather than constant amplitude) with material and environmental parameters 
(Ref 40, 43, 44, 122, 123). It has been amply demonstrated under variable load history that high tensile overloads (at 
levels of stress intensity that do not promote significant tearing as K approaches Kc) produce significant delays in crack 
growth during subsequent fatigue cycles at lower amplitudes (see, for example, Fig. 69). The crack growth retardation is 
generally attributed to a reduction in crack tip stress intensity caused by residual plastic deformation or crack branching 
resulting from the overload. Compressive loads, hold times, or environmental effects are known to remove some of the 
benefits produced by the high overloads. However, fatigue crack propagation lives of components subjected to load 



histories with high tensile overloads are generally greater than linear damage life predictions assuming no load interaction 
effect (e.g., Fig. 70). Overload-delay phenomena have been well documented in the literature (Ref 124, 125). 

 

FIG. 69 CRACK GROWTH RETARDATION PRODUCED BY PERIODIC SINGLE SPIKE OVERLOAD IN ALUMINUM 
ALLOY 7075-T6. SOURCE: REF 43 

 

FIG. 70 CRACK PROPAGATION TESTS UNDER FLIGHT-BY-FLIGHT AND CONSTANT-AMPLITUDE LOADING FOR 
DIFFERENT ALUMINUM ALLOYS. SOURCE: REF 126 

Crack growth under variable amplitude loading sometimes shows alloy differences that are not readily apparent from 
constant-amplitude tests, the method most commonly used to rate alloy fatigue performance (Ref 123). Factors such as 
cyclic hardening, crack growth retardation characteristics, alloy strength-toughness combination (as varied by temper), 



and alloy-microstructure interaction with load history and environment all may have appreciable influence on spectrum 
fatigue life of a particular alloy. For example, Fig. 70 shows that ratings of fatigue crack growth resistance for several 
aluminum alloys tested under constant amplitude and flight simulation loading differ (Ref 126). Figure 71 shows that an 
approximate 12% strength reduction from T76 to T73 temper variation in alloy 7475 resulted in a life improvement 
which, in effect, made the difference between meeting and not meeting a two lifetime damage tolerant design requirement 
on a fracture-critical aircraft part (Ref 127). However, the magnitude of the improvement was not predictable from 
constant amplitude data. 

 

FIG. 71 EFFECT OF OVERAGING ON PART THROUGH CRACK GROWTH OF ALUMINUM ALLOY 7475 SUBJECT TO 
500 H BLOCK FLIGHT-BY-FLIGHT FIGHTER SPECTRUM LOADING IN SUMP TANK WATER. SOURCE: REF 127 

Figure 72 is replotted data from Ref 128 that shows fatigue crack growth lives of aluminum alloy 7050 established from 
flight simulation testing of precracked center crack tension panels. Strength level was varied by heat treatment. Results 
show that up to a yield strength of about 500 MPa, monotonic decrease in life is associated with monotonic increase in 
strength. However, increases in 7050 strength beyond 500 MPa results in increased life until a strength level of about 580 
MPa, where resistance to fatigue crack propagation diminishes again. The transition behavior indicated by results of Fig. 
72 can be related to competing mechanisms that control the fatigue crack growth process. Related work (Ref 43, 44) 
showed that the dominant mechanism depends on the interaction of loading conditions, specimen configuration, and alloy 
microstructure. 



 

FIG. 72 EFFECT OF YIELD STRENGTH ON FATIGUE CRACK PROPAGATION LIFE OF ALLOY 7050 FORGING 
UNDER FLIGHT SIMULATION LOADING 

The point to be emphasized by these illustrations is that complex competing alloy load-interaction mechanisms may be 
present in variable amplitude fatigue situations. Those mechanisms that dominate are, in part, application-dependent. 
Therefore, constant-amplitude loading may not always be sufficient or, for that matter, appropriate for rating alloys for 
optimum selection and/or design of fatigue-critical parts, and spectrum testing may be necessary. Though appreciable 
effort has been directed at establishing understanding and predictability of crack growth under variable load history, 
relatively little has been done to qualitatively rate crack growth retardation characteristics from one alloy to another. This 
work is confounded by the fact that alloy rating is somewhat spectrum- and environment-dependent. Use of appropriate 
standardized spectra for certain classes of applications (e.g., fighter, bomber, transport aircraft, automotive spectra) and 
standard test environments provides a database for basic alloy comparisons and improved understanding. 

As illustrated by the preceding discussion, caution should be exercised in design use of KIc, for anything other than 
calculating critical flaw size, since KIc may not necessarily be correlated with da/dN, retardation characteristics, or alloy-
crack growth interactions with environment. 
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Introduction 

CASTING QUALITY has steadily improved over the years such that castings have become a viable alternative in 
structural applications for military and commercial aircraft. The steady improvement in casting quality is driven by 
several factors. In some cases, casting is the only viable alternative manufacturing method. In addition, the flexibility of 
the casting can be used to great advantage in reducing overall manufacturing costs, particularly for complex, three-
dimensional structures. Competition and cost pressure also have intensified efforts by aircraft manufacturers to reduce 
costs through the use of near-net shape manufacturing methods such as casting. However, even with an economic 
advantage, a casting must meet the same performance criteria as competing design using wrought members and various 
joining technologies. Such cases are an area of great interest for aircraft structural designers. 

With improvements in casting quality and the potential economic advantage of casting technology, cast aluminum alloys 
are being considered for weight and cost reductions of primary aircraft structures. Despite their acknowledged 
importance, aluminum castings have until recently been relegated to secondary applications in commercial aircraft 
structure. Castings have been used extensively in engines and systems, for example, in flight controls, wheels, and so 
forth, but not in many "primary" structural (carrying significant flight loads) applications. More recently, however, the 
use of castings in nontraditional applications has been facilitated by improvements in both casting alloys and processes. 
Casting producers have invested considerable money in applied research and, where possible, borrowed from the lessons 
learned by the aluminum producers. This has translated into cleaner castings with reduced levels of internal 
discontinuities, intermetallics and oxides, and better control of microstructures for improved strength, and fatigue and 
fracture resistance. 

In this context, this article reviews the fatigue and fracture properties of aluminum alloy castings from the perspective of 
both design and manufacturing considerations. Fatigue and fracture resistance is often a limiting factor in the design of 
primary structures, and thus this article provides an overview of the roles played by microstructure, manufacturing 
processes, and test conditions in determining the fatigue and fracture properties of aluminum casting alloys. Because it is 
not possible to cover all the work done on all aluminum casting alloys, the following two alloy systems commonly used in 
aviation and aerospace are emphasized:  

• ALLOYS A356 AND A357/D357 (ALL-T6), MEMBERS OF THE DUAL-PHASE AL-SI-MG 
SYSTEM, THE MOST COMMONLY SPECIFIED  

• ALLOY A201-T7 FROM THE SINGLE-PHASE AL-CU SYSTEM, WITH HIGHER MECHANICAL 
PROPERTIES BUT MORE LIMITED PRODUCIBILITY  

The role of casting design is also briefly discussed with respect to fatigue and fracture performance. 
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Casting Design and Manufacture 

The ability of an engineered component to perform a particular function is governed as much by design as by material 
properties. Trade studies involving engineered materials (in this case aluminum alloys) sometimes go no further than the 
properties tables of a reference book. However, attempts to compare diverse design concepts can be misleading. For most 
design properties, wrought alloys can be found that show advantage over the cast alloy. However, a thorough trade study 
must take into account the capabilities of the manufacturing processes. For example, the casting process affords the 
designer a number of unique advantages (Ref 1). In terms of structural shapes with a high degree of complexity, casting 
allows greater flexibility in design. Improved fatigue design is also possible by virtue of:  

• CONTINUOUS LOAD PATHS (INTERSECTING MEMBERS ARE CONTINUOUS; IN A BUILT-
UP DESIGN, THE ENGINEER IS OFTEN FACED WITH BREAKING ONE MEMBER OR 
ANOTHER INTO TWO AND THEN ADDING SPLICE DETAILS TO RECONNECT THEM 
DURING ASSEMBLY)  

• "SOFT" SECTION TRANSITIONS  
• FILLET AND CORNER RADII CAN BE TAILORED TO REDUCE STRESS CONCENTRATIONS  
• FEWER RIVET/FASTENER HOLES (POTENTIAL CRACK STARTERS)  
• FEWER LAP JOINTS (POTENTIAL CORROSION SITES)  

The engineer is often able to produce a cast design that weighs no more than the traditional design (e.g., Ref 2). In fact, a 
modest weight reduction is sometimes achieved (Ref 1, 3, 4). Cost reduction is achieved by virtue of reduced part count, 
assembly labor, and related costs. Typical cost reductions are 35% or more when replacing a complex, three-dimensional 
built-up assembly. 

With respect to casting processes, the great majority of development and production programs have used the so-called 
"sand-chill composite" mold process (hereafter referred to simply as "sand" process for brevity). Recent work by 
investment casting suppliers has, however, enabled a few companies to produce aluminum alloy castings (for example, 
D357) with tensile properties on a par with sand castings. Some European aircraft manufacturers apparently prefer 
castings made by the investment process. They are, in fact, somewhat ahead of their American counterparts in terms of 
applications. For example, the first structural casting went into service on an Airbus aircraft circa 1985 (Ref 1). 

Weld Rework on Castings and its Effect on Fatigue and Fracture. Foundries often perform modest amounts of 
welding on castings (always prior to heat treatment) to correct surface defects. This action returns the casting to the 
"drawing specified" condition and is thus called "rework" (as opposed to "repair," which is discussed in the next section). 
The static properties of weld-reworked castings have been reasonably well studied, but few references on fatigue and 
fracture are available. With respect to alloys, only the Al-Si-Mg system has been studied in depth. The Al-Cu system, 
being inherently hot short, is welded less frequently and is not as well characterized. 

The majority of work seems to show that fatigue life is not degraded when welding is properly performed. Apodaca et al. 
(Ref 5) studied the properties of weld-reworked F-5 pylon castings. In these smooth-bar, axial tests no significant 
differences were noted between results for welded and unwelded (parent) material. Ozelton et al. (Ref 6) found similar 
results. Mitchell et al. (Ref 2) reported slightly longer life for weld-reworked A357-T6 specimens tested with R = +0.02 
and 260 MPa (38 ksi) maximum stress: 48,388 cycles average for welded and 41,880 for parent metal. However, Oswalt 
et al. (Ref 7) found different results: slightly longer life for A357-T6 parent metal for stresses below about 100 MPa (15 
ksi). However, comparisons with other works are difficult at best, due to differences in casting properties, quality, 
welding procedures, and fatigue testing procedures. 

For fracture properties, the only readily available work (Ozelton et al., Ref 6) found that weld rework had no apparent 
effect on crack growth rates in D357-T6. Fracture toughness, on the other hand, was actually somewhat higher for the 
welded material. 



In general, welding produces a very fine microstructure in the fusion zone of Al-Si-Mg castings. It also tends to produce a 
distribution of very fine gas pores, sometimes in excess of that found in the adjacent parent metal. The interactions of 
these features in determining fatigue life has not been studied in depth. 

Weld repair differs from rework in that postweld heat treatment is not done; it is sometimes employed by aircraft 
maintenance crews to render damaged castings usable. Of course, weldment tensile properties are greatly reduced as a 
result. For example, in alloy A357-T6, yield strength may be reduced by 50% or more. Consequently, weld repairs are 
performed only in cases where service stresses are low. 

A review of the literature turned up two cases in which weld repair was performed on fatigue test articles:  

• HANSON ET AL. (REF 8) PERFORMED FATIGUE TESTS ON TWO ALLOY A201-T7 SPOILERS 
WITH WELD REPAIRS. THEY CONCLUDED THAT WELD REPAIR PROCEDURES WERE 
ADEQUATE FOR FIELD REPAIR FUNCTIONS.  

• OZELTON ET AL. (REF 6) PERFORMED WELD REPAIR ON A PRECRACKED OPEN-HOLE 
FATIGUE SPECIMEN TO OBSERVE CRACK GROWTH BEHAVIOR IN THE WELD. PRIOR TO 
WELDING, THE SPECIMEN WAS SUBJECTED TO TWO LIFETIMES OF A MODIFIED F-18 
LOWER WING ROOT SPECTRUM. THE RESULTING 0.09 IN. CRACK WAS WELDED, THE 
HOLE WAS REAMED, AND THE TEST WAS CONTINUED TO FAILURE.  

Effect of Hot Isostatic Pressing (HIP). It is well known that the elimination of internal voids by HIPing has a 
generally favorable effect on the smooth-bar fatigue life of castings. Both Al-Si-Mg and Al-Cu cast alloys show similar 
results. However, there is some discord in the literature. For example, Kennerknecht et al. (Ref 9) found that HIPing did 
not have a significant effect on fatigue life in notched specimens (Kt = 1.5) and open-hole specimens (Kt = 3.0) in alloy 
D357-T6. They did, however, report slightly lower crack growth rates in HIPed material. 

In addition, Rading et al. (Ref 10) compared the fatigue crack growth rates of alloy A206-T7 (Al-4.75% Cu) with varying 
degrees of porosity. They concluded that HIPing did little to improve da/dn, even though it reduced porosity from 4 to 
0.4%. An explanation was offered to the effect that HIPing closes pores but cannot "heal" them due to the presence of 
oxides on the pore surfaces. However, no metallographic evidence was offered in support of this explanation. If this did in 
fact occur, then one would expect a reduction in fatigue life due to early crack initiation at the hypothetical collapsed, 
unhealed pores; however, the available fatigue data indicate the opposite (e.g., Ref 9). 

Effect of Casting Discontinuities on Fatigue and Fracture. Casting properties depend greatly on the effect of 
various discontinuities, but it can be difficult to quantify the effect of a single type of discontinuity. This is so because the 
processing steps taken to produce castings with fine microstructure also tend to minimize the presence of unwanted 
actors--dross (oxide inclusions), gas porosity, microshrinkage, and the like. This being the case, some investigators have 
resorted to using nonstandard practices in an attempt to introduce various quantities of a certain discontinuity type into the 
test castings. Data produced from such programs are, unfortunately, of questionable relevance from an engineering 
perspective. However, few other data on this subject are to be found and so are presented here only for the purposes of 
illustration. The effects of two often-discussed discontinuities, gas porosity and dross, are briefly reviewed. 

Gas Porosity. A number of investigators have studied the effects of gas porosity, possibly because it is relatively easy to 
quantify by metallographic or radiographic inspection (although standards for the latter method are semiquantitative at 
best). Briefly, the effects of gas porosity on the properties of Al-Si-Mg alloys are as follows:  

• FATIGUE LIFE IS REDUCED AS POROSITY LEVEL IS INCREASED, BASED ON A NUMBER 
OF INVESTIGATIONS (SUCH AS REF 6) AND DISCUSSED LATER IN THE SECTION 
"EFFECTS ON FATIGUE CRACK INITIATION" IN THIS ARTICLE.  

• FATIGUE CRACK GROWTH RATES ARE NOT GREATLY AFFECTED (REF 6), ALTHOUGH 
INVESTIGATORS (REF 9) REPORTED THAT ALLOY D357-T6, WHEN SUBJECTED TO 
POROSITY-ELIMINATING HIPING, SHOWED REDUCED RATES.  

• FRACTURE TOUGHNESS IS NOT GREATLY AFFECTED (REF 6, 11).  



Dross. The role of dross has been studied to a lesser extent than that of gas porosity, possibly because dross is much 
more difficult to detect and quantify. Also, the presence of dross and gas porosity are related. Aluminum oxide inclusions 
have been reported to serve as nucleation sites for gas pores (Ref 12). 

Therefore, at any given level of dissolved hydrogen in a melt, castings poured with "dirty" metal will contain more gas 
porosity than those poured with "clean" metal. As a result, it is somewhat difficult to characterize the effects of the two 
independent of one another. Despite these difficulties, it is clear that dross can adversely affect alloy strength (Ref 13). 
Ozelton et al. (Ref 6) attempted to introduce dross ("less dense foreign material") into alloy D357-T6 test plates by 
pouring molten metal down the mold risers rather than the downsprue. Castings with foreign material corresponding with 
ASTM E155 grades A/B, B, and C were more susceptible to crack initiation based on results of stress-life tests, as would 
be expected. By way of contrast, the investigators found that crack growth rates and fracture toughness levels were not 
significantly affected (Ref 6). 
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Al-Si-Mg Cast Alloys 

Cast aluminum alloys A356 and A357/D357 (Tables 1 and 2) are part of the Al-Si-Mg alloy family and are the most 
commonly specified cast aluminum alloys for aircraft applications. This alloy system is a favorite of foundrymen and 
their customers, as the fluidity provided by silicon additions allows casting of complex, thin-walled components. 

TABLE 1 COMPOSITIONS OF KEY AEROSPACE ALUMINUM CASTING ALLOYS 

COMPOSITION, WT%  ALLOYS  
Si  Mg  Cu  Mn  Ag  Fe  Be  Ti  Zn  

OTHERS 
EACH  

OTHERS 
TOTAL  

A356(A)                                   
MIN  6.5  0.25  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  
MAX  7.5  0.45  0.20  0.10  . . .  0.20  . . .  0.20  0.10  0.05  0.15  

A357(A)                                   
MIN  6.5  0.40  . . .  . . .  . . .  . . .  0.04  0.04  . . .  . . .  . . .  
MAX  7.5  0.70  0.20  0.10  . . .  0.20  0.07  0.20  0.10  0.05  0.15  

D357(B)                                   
MIN  6.5  0.55  . . .  . . .  . . .  . . .  0.04  0.10  . . .  . . .  . . .  
MAX  7.5  0.6  . . .  0.10  . . .  0.12  0.07  0.20  . . .  0.05  0.15  

A201(A)                                   
MIN  . . .  0.15  4.0  0.20  0.40  . . .  . . .  0.15  . . .  . . .  . . .  
MAX  0.05  0.35  5.0  0.40  1.0  0.10  . . .  0.35  . . .  0.03  0.15  

B201(C)                                   
MIN  . . .  0.20  4.5  0.20  0.40  . . .  . . .  0.15  . . .  . . .  . . .  
MAX  0.05  0.30  5.0  0.50  0.80  0.05  . . .  0.35  . . .  0.05  0.15   

(A) PER MIL-A-21180. 
(B) PER AMS 4241. 
(C) PER AMS 4242  

TABLE 2 MINIMUM TENSILE PROPERTIES OF SELECTED ALUMINUM CASTING ALLOYS 

TENSILE PROPERTIES  
ULTIMATE 
TENSILE STRENGTH  

TENSILE 
YIELD STRENGTH  

ALLOY  STRENGTH 
CLASS  

MPA  KSI  MPA  KSI  

ELONGATION, 
%  

1  262  38.0  193  28.0  5  A356-T6(A)  
2  275  40.0  206  30.0  3  
1  310  45.0  241  35.0  3  A357-T6(A)  
2  345  50.0  275  40.0  5  
NONDESIGNATED  310  45  248  36  2  D357-T6(B)  
DESIGNATED  345  50  275  40  3  
1  413  60.0  345  50.0  3  A201-T7(A)  
2  413  60.0  345  50.0  5  
NONDESIGNATED  385  56  330  48  2  B201-T7(C)  
DESIGNATED  413  60  345  50  3   

(A) PER MIL-A-21180. 
(B) PER AMS 4241. 
(C) PER AMS 4242  



High-strength (ultimate tensile strength of 345 MPa, or 50 ksi) alloy A357-T6 castings were in production in the United 
States by the late 1960s. The alloy was used in the F-5 Northrop fighter wing pylon, which is still remarkable in size, 
complexity, uniformity of mechanical properties and production quantity (more than 15,000 in a twenty-year span) (Ref 
2). The principles of controlled solidification were used to obtain a fine microstructure and a high degree of soundness in 
an alloy of tightly controlled composition. 

The capability to produce high-strength castings with thin walls (less than 2.5 mm, or 0.1 in.) was developed over several 
decades with some initial work in the mid-1960s. Work by Goehler et al. (Ref 14) led to several new applications, for 
example, the alloy A357 Krueger flap for the Boeing model 737 aircraft. Several significant programs from the 1970s 
demonstrated both the technical viability and economic benefits of thin-wall castings in aircraft components:  

• VOUGHT/USAF A-7 CAST ALUMINUM SPOILER (1976, REF 8)  
• BOEING/USAF YC-14 BULKHEAD ("CAST") PROGRAM (1976-1979, REF 3)  

In both programs, full-scale cast test articles were subjected to static, fatigue, and damage tolerance tests. Both test 
articles met aircraft performance specifications. The CAST program in particular is viewed by some investigators (Ref 4) 
as the technical foundation for aircraft structural castings. The U.S. Air Force/Boeing Air-Launched Cruise Missile 
AGM-86B took advantage of the results of the CAST program to produce the entire missile body. The cast design 
enabled the Air Force to realize tremendous savings in both cost and schedule. 

Investigations at Boeing (Ref 15) and Northrop (Ref 6) led to the further refinement of alloy A357 and the associated 
production controls. The product, registered as alloy D357 (AMS 4241), found application in the F-16 air inlet duct. A 
cast replacement duct design enabled the contractor to widen the throat of the duct while maintaining the existing external 
profile (made necessary by a switch to a more powerful engine). Destructive test data generated during production of the 
inlet and other castings were used to formulate statistically based design allowables for the alloy (Ref 16)--a unique 
feature of alloy D357. The allowables were the product of tighter restrictions on alloy composition, nondestructive 
inspection criteria, and production practices. Since 1986, the alloy has been specified for other critical castings in both 
military and civil aircraft. 
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Microstructure and Properties 

The Al-Si-Mg alloys are two-phase systems, where magnesium provides age-hardening, and silicon is present in the 
microstructure of the age-hardened alloy as both interdendritic eutectic and in the Mg2Si strengthening precipitate. In 
general, the microstructural features that most strongly affect mechanical properties are:  

• DENDRITE-ARM SPACING  
• SIZE AND DISTRIBUTION OF SECOND-PHASE PARTICLES AND INCLUSIONS  

Both the primary aluminum dendrite size and the size and morphology of the silicon eutectic depend heavily on 
processing parameters such as solidification rate, the presence of chemical modifiers, and solution heat treatment. The 
size and distribution of Mg2Si precipitate particles depend on quench rate, magnesium content, and aging treatment. 

Ideally, these features would be the only considerations in the design of casting processes. However, because of the 
physical and chemical properties of molten aluminum alloys, the founders and users must also take into account such 
phenomena as shrinkage, gas porosity, and nonmetallic inclusions usually from dross (i.e., thin aluminum oxide films 
formed during melting and pouring). In addition, if undesirable trace elements (especially iron) are present, large acicular 
intermetallic compounds may also be present. Figures 1(a) and 1(b) illustrate two extremes of microstructure. 

 

FIG. 1 TYPICAL MICROSTRUCTURE OF AL-SI-MG CASTING. (A) PHOTOMICROGRAPH SHOWING COARSE 
DENDRITIC STRUCTURE AND ACICULAR SILICON EUTECTIC (INVESTMENT CAST 354-F ALLOY AT 250×. (B) 
PHOTOMICROGRAPH SHOWING FINE DENDRITIC AND HEAVILY MODIFIED SILICON EUTECTIC (200×) 

All these features influence the static, fatigue, and fracture properties of the alloys, and a tremendous amount of work by 
producers and users has been done to characterize and improve the product; a few examples are given in Ref 3, 6, and 15. 
It is beyond the scope of this paper to summarize them here. However, the key role of microstructural fineness is 
summarized here due to its well-known beneficial influence on strength, toughness, and overall fatigue and fracture 
resistance. 

Premium (high-strength, high-toughness) castings combine a number of conventional casting procedures in a 
selective manner to provide premium strength, soundness, dimensional tolerances, surface finish, or a combination of 
these characteristics. As a result, premium engineered castings typically have somewhat higher fatigue resistance than 
conventional castings. Table 3 gives typical fatigue limits on various premium castings. 



TABLE 3 TYPICAL MECHANICAL PROPERTIES OF PREMIUM-QUALITY ALUMINUM ALLOY CASTINGS AND 
ELEVATED-TEMPERATURE ALUMINUM CASTING ALLOYS 

ULTIMAT
E 
TENSILE 
STRENGT
H  

TENSILE 
YIELD 
STRENGT
H  

COMPRESSIV
E 
YIELD 
STRENGTH  

SHEAR 
STRENGT
H  

FATIGUE 
STRENGTH(B

)  

ALLOY 
AND 
TEMPE
R  

HARDNES
S, 
HB(A)  

MPA  KSI  MPA  KSI  

ELONGATIO
N IN 
50 MM 
(2 IN.), %  

MPA  KSI  MPA  KSI  MPA  KSI  
PREMIUM-QUALITY CASTINGS(C)  
A201.0-
T7  

. . .  495  72  448  65  6  . . .  . . .  . . .  . . .  97  14  

A206.0-
T7  

. . .  445  65  405  59  6  . . .  . . .  . . .  . . .  90  13  

224.0-T7  . . .  420  61  330  48  4  . . .  . . .  . . .  . . .  86  12.5  
249.0-T7  . . .  470  68  407  59  6  . . .  . . .  . . .  . . .  75  11  
354.0-T6  . . .  380  55  283  41  6  . . .  . . .  . . .  . . .  135(D

)  
19.5(D

)  
C355.0-
T6  

. . .  317  46  235  34  6  . . .  . . .  . . .  . . .  97  14  

A356.0-
T6  

. . .  283  41  207  30  10  . . .  . . .  . . .  . . .  90  13  

A357.0-
T6  

. . .  360  52  290  42  8  . . .  . . .  . . .  . . .  90  13  

PISTON AND ELEVATED-TEMPERATURE SAND CAST ALLOYS  
222.0-T2  80  185  27  138  20  1  . . .  . . .  . . .  . . .  . . .  . . .  
222.0-T6  115  283  41  275  40  <0.5  . . .  . . .  . . .  . . .  . . .  . . .  
242.0-
T21  

70  185  27  125  18  1  . . .  . . .  145  21  55  8  

242.0-
T571  

85  220  32  207  30  0.5  . . .  . . .  180  26  75  11  

242.0-
T77  

75  207  30  160  23  2  165  24  165  24  72  10.5  

A242.0-
T75  

. . .  215  31  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  

243.0  95  207  30  160  23  2  200  29  70  10  70  10  
328.0-F  . . .  220  32  130  19  2.5  . . .  . . .  . . .  . . .  . . .  . . .  
328.0-T6  85  290  42  185  27  4.0  180  26  193  28  . . .  . . .  
PISTON AND ELEVATED-TEMPERATURE ALLOYS (PERMANENT MOLD CASTINGS)  
222.0-
T55  

115  255  37  240  35  . . .  295  43  207  30  59  8.5  

222.0-
T65  

. . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  

242.0-
T571  

105  275  40  235  34  1  . . .  . . .  207  30  72  10.5  

242.0-
T61  

110  325  47  290  42  0.5  . . .  . . .  240  35  65  9.5  

332.0-
T551  

105  248  36  193  28  0.5  193  28  193  28  90  13  

332.0-T5  105  248  36  193  28  1  200  29  193  28  90  13  
336.0-
T65  

125  325  47  295  43  0.5  193  28  248  36  . . .  . . .  

336.0-
T551  

105  248  36  193  28  0.5  193  28  193  28  . . .  . . .  
 
(A) 10 MM (0.4 IN.) BALL WITH 500 KGF (1100 LBF) LOAD. 
(B) ROTATING BEAM TEST AT 5 × 108 CYCLES. 
(C) TYPICAL VALUES OF PREMIUM-QUALITY CASTINGS ARE NOT MINIMUMS AND ARE NOT CLASSIFIED BY THE 

AREA FROM WHICH THE SPECIMEN IS CUT. 
(D) FATIGUE STRENGTH FOR 106 CYCLES  



The production of premium-quality castings is an example of understanding and using the solidification process to good 
advantage. Depending on the casting process, various methods are used to engineer the rates and directions of molten 
metal solidification within the mold. For example, in the sand-chill composite process, metallic chills placed at selected 
locations within the mold provide greatly enhanced solidification rates. In the shell investment casting process, since the 
ceramic shell molds are routinely preheated prior to pour, metallic chills are of limited value. Alternative heat extraction 
methods such as the use of cryogenic or other fluids are therefore used to promote more rapid solidification. 
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Effects of Microstructural Fineness 

Measurement of Microstructural Fineness. Microstructural fineness is related to the size of the primary aluminum 
dendrites and the interdendritic silicon eutectic phase. Fineness is measured by quantitative systems such as the dendrite 
arm spacing (DAS) (Ref 17) or the cell count method (Ref 15). Silicon particles are usually characterized by an aspect 
ratio (Ref 15). When considering effects on properties, it is somewhat difficult to consider the two separately because the 
steps taken to achieve fine dendrite size (enhanced solidification) also modify the silicon, that is, particle size and aspect 
ratio are reduced. The two will therefore be treated together. 

Effect on Fatigue Life. The beneficial effect of refined microstructures for improved fatigue life has been known for 
decades, and one of the best demonstrations of this is an early work (Ref 18) that shows with good clarity the systematic 
variations of microstructure, tensile, and fatigue properties with respect to distance from a chill in alloy 356 plus 
beryllium test casting. The investigator showed that both fatigue strength and ultimate tensile strength decreased with 
increasing distance from the chill. Figure 2 shows the stress-life relationships for specimens taken at various distances 
from the chill; the microstructural explanation (or part of it in terms of dendrite cell size) is shown in Fig. 3--at any given 
maximum stress level, fatigue life is related to microstructural fineness in terms of the mean dendrite cell size. 



 

FIG. 2 STRESS-LIFE CURVES FOR SPECIMENS TAKEN AT VARIOUS DISTANCES FROM A CAST IRON CHILL 
EMBEDDED IN THE MOLD. ALLOY 356 WITH BERYLLIUM ADDITION. FROM REF 18 



 

FIG. 3 FATIGUE LIFE AS A FUNCTION OF STRESS LEVEL AND MEAN DENDRITE CELL SIZE FOR ALLOY 356 
PLUS BERYLLIUM. 1, 35 ± 2.5 KSI; 2, 30 ± 2.5 KSI; 3, 25 ± 2.5 KSI; 4, 20 ± 2.5 KSI; 5, 15 ± 2.5 KSI. FROM 
REF 18 

Other works show similar trends. For example, Fig. 4 (Ref 19) shows fatigue life as a function of DAS for alloy A357-T6. 
Ozelton et al. (Ref 6) studied the effects of "nonoptimum" processing on the fatigue life of alloy D357-T6. Smooth 
specimens with coarser microstructure had shorter fatigue lives, but the effect was less pronounced for notched fatigue 
specimens (Fig. 5). 



 

FIG. 4 FATIGUE LIFE AT 165 MPA (24 KSI) MAXIMUM STRESS FOR ALLOY A357-T6 AS A FUNCTION OF 
DENDRITE ARM SPACING. FROM REF 19 

 

FIG. 5 STRESS-LIFE FATIGUE DATA FOR D357-T6 WITH NONOPTIMUM (RELATIVELY COARSE) 
MICROSTRUCTURE. (A) SMOOTH (KT = 1.0) SPECIMENS. (B) NOTCHED (KT = 3.0) SPECIMENS. FROM REF 6 

Effects on Fatigue Crack Initiation. Many investigators (e.g., Ref 6, 19, 20, 21, 22, 23) cite the role of various 
discontinuities--usually gas porosity, microshrinkage, or dross--in fatigue crack initiation. The effect of microstructural 
refinement on fatigue life may be explained in part by the fact that rapid solidification produces not only fine dendrites 
and highly modified silicon, but also tends to distribute any available dissolved hydrogen as numerous, minute, rounded 
pores. Slower solidification, on the other hand, provides time needed for the formation of larger gas pores. A similar trend 
applies to microshrinkage. Larger pore/cavity size is generally accepted as providing sites for early crack initiation and, 
hence, shorter fatigue life. One investigator (Ref 19) concluded that casting discontinuities of size similar to the silicon 
eutectic particles in alloy A357-T6 will not have a detrimental effect on fatigue strength. 

When specimens with stress concentration factor (Kt) greater than 1.0 are considered, initiation is often found to occur at 
geometric features (holes/notches) as opposed to process-related discontinuities. Comparisons of smooth and open-hole 
specimens machined from cast alloy D357-T6 test plates (Kt = 1.0 and 3.0, respectively) by the author (Ref 24) showed 



that cracks initiated at small dross (aluminum oxide) inclusions at the polished surfaces of Kt = 1.0 specimens. In the latter 
type, initiation occurred at the hole shoulder or at "rifle" marks in the bore. 

Effects on Crack Growth Rates. Results are divided, to some extent, with respect to the effect of microstructural 
refinement on crack growth in Al-Si-Mg alloys. At least one work (Ref 21) concluded that coarser microstructure gave 
favorable results; however, others such as Ozelton et al. (Ref 6) report little or no apparent effect. Figure 6 shows da/dn 
versus ∆K curves for alloy D357-T6 with typical microstructures shown in Fig. 7(a) and 7(b). Note the relatively large 
dendrites and the rodlike silicon in the material labeled "nonoptimum." The investigators concluded that this had no effect 
on da/dn; however, Fig. 6 seems to suggest higher rates for the "nonoptimum" material at higher ∆K levels (above 10 
ksi in ). 

 

FIG. 6 FATIGUE CRACK GROWTH RATE OF ALLOY D357-T6 WITH NONOPTIMUM (RELATIVELY COARSE) 
MICROSTRUCTURE. FROM REF 6 

 

FIG. 7 TYPICAL MICROSTRUCTURES FOR ALLOY D357-T6. (A) RELATIVELY FINE. AS-POLISHED. 50×. (B) 



RELATIVELY COARSE (NONOPTIMUM). 50×. FROM REF 6 

Lee et al. (Ref 25) found that the fatigue crack growth characteristics of cast alloy A356-T6 were a function of a variety 
of factors; prominent among them was the effect of silicon particle size and morphology (degree of modification). They 
found different mechanisms at work in cast alloy with unmodified versus strongly modified silicon:  

• CRACK GROWTH IN UNMODIFIED MATERIAL OCCURRED BY CLEAVAGE/CRACKING OF 
SILICON PARTICLES. THE TENDENCY FOR PARTICLE CRACKING INCREASES WITH 
PARTICLE SIZE (ASPECT RATIO).  

• IN ALLOY WITH MODIFIED SILICON, DECOHESION OF THE SILICON PARTICLES AND THE 
MATRIX OCCURS. IT IS BELIEVED THAT THIS METHOD OF CREATING A NEW 
INTERFACE REQUIRES MORE ENERGY THAN DOES PARTICLE CRACKING (WHICH MAY 
EXPLAIN THE SLOWER CRACK GROWTH RATES IN THE MODIFIED MATERIAL).  

Effect on Fracture Toughness. Several examples illustrate the role between refined microstructure and improved 
fracture toughness. For example, Ozelton et al. (Ref 6) found that alloy D357-T6 with coarse microstructure had 
significantly lower plane strain fracture toughness (KIc in the 17 to 18 ksi in  range) than material with fine structure (KQ 
about 24 ksi in ). Other examples are demonstrated for dynamic fracture toughness (Ref 11) and Charpy impact energy 
of alloy A356-T6 subjected to different solidification rates, chemical modification, and various solution treatment times 
(Ref 12). As expected, processing conditions that yielded fine dendrites and silicon particles also imparted relatively high 
impact energy levels. 

The significance of fine microstructure is a key factor for improved fatigue life, slower crack growth, and higher fracture 
toughness. However, other metallurgical factors have important effects as well. Yield strength, for example, is determined 
primarily by magnesium content and heat treatment (Ref 3, 15, 26). Oswalt and Maloit (Ref 26) characterized the yield 
strength-toughness relationship for alloy D357-T6. Figure 8 shows the effects of aging at 160 °C (325 °F) up to 12 h; data 
from Ref 11 are shown superimposed. The investigators also found a correlation between the notch yield ratio (NYR = 
notch tensile strength divided by tensile yield strength) and fracture toughness; a similar relationship for alloy A357 is 
reported in Ref 13. 



 

FIG. 8 YIELD STRENGTH-TOUGHNESS RELATIONSHIP FOR ALLOY D357-T6 AGED AT 160 °C (325 °F) (0 TO 12 
H). NYR, NOTCH TENSILE STRENGTH DIVIDED BY TENSILE YIELD STRENGTH. FROM REF 26 
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Composition Effects 

Residual Iron. Several investigators have studied the effects of residual elements, especially iron, on the properties of 
Al-Si-Mg casting alloys. Iron forms an intermetallic beta phase with an acicular platelet morphology in many aluminum 
alloys (both cast and wrought). These platelets act as stress raisers in the alloys and are known to have adverse effects on 
mechanical properties and fabrication characteristics. And, as it turns out, both fatigue life and fracture toughness can be 
affected as well. Wickberg et al. (Ref 27) found that an increase in the nominal iron content of alloy A356-T6 from 0.2 to 
0.4% resulted in a noticeable reduction in fatigue life--refer to Fig. 9. 



 

FIG. 9 INFLUENCE OF ALLOY A356-T6 IRON CONTENT ON FATIGUE LIFE. FROM REF 27 

Beryllium was originally included in alloy A357-T6 in the composition to mitigate the effects of iron. It does so by 
modifying the intermetallic morphology from that of a platelet to an indistinct, more rounded shape. Tan et al. (Ref 28) 
studied the effects of beryllium additions on the fracture toughness of permanent-mold cast alloy A357 with relatively 
high and low iron levels. They found the following:  

• THE FRACTURE TOUGHNESS OF BERYLLIUM-FREE ALLOYS WAS REDUCED SLIGHTLY 
(KIC FROM ABOUT 25 TO 21 MPA m  BY AN INCREASE FROM 0.01 TO 0.15% FE.  

• BERYLLIUM IS EFFECTIVE IN MITIGATING THE EFFECTS OF IRON IN ALLOYS WITH 
0.15% FE.  

• BERYLLIUM HAS NO APPARENT BENEFICIAL EFFECT ON LOW-IRON (0.01%) ALLOY.  
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Al-Cu Cast Alloys 

The Al-Cu (and, in some cases, Ag) alloy system offers higher strength than the Al-Si-Mg alloys--at the expense of 
producibility. Because of the tendency of the Al-Cu system toward hot shortness, only relatively simple casting designs 
can usually be produced. Nonetheless, alloys such as A201 are used in various applications such as jet engine front 
frames. Alloy composition and mechanical property minimum values are given in Tables 1 and 2, respectively. 



Microstructure and Mechanical Properties. Because Al-Cu alloys lack a pronounced second phase, the effects of 
microstructure on tensile properties are more subtle. Ozelton et al. (Ref 6) characterized the effects of grain size on the 
properties of HIPed alloy A201-T7. HIPing reduces internal porosity and microshrinkage to very low levels; when this 
was done, it was found that grain size, and hence solidification rate, had little effect on tensile properties. On the other 
hand, in the absence of HIPing, solidification rate determines the concentration of internal voids in alloy A201 (Ref 29). 
In this case, tensile elongation is higher under conditions of rapid solidification. 

Fatigue life is similarly affected by solidification rates and its consequences on microstructural fineness and the presence 
of voids. In general, fatigue life drops with distance from the chill, as noted for all conditions of alloy KO-1 (later 
designated A201) in Ref 29. The decrease is attributed to the increase in microporosity with distance from the chill. 
Ozelton et al. (Ref 6) found that grain size had no apparent effect on the fatigue life of HIPed alloy B201-T7 (B201 is a 
modified version of alloy A201). 

Likewise, Ozelton et al. (Ref 6) found that grain size had no apparent effect on the crack growth rate (Fig. 10) or fracture 
toughness in HIPed alloy B201. Chien et al. (Ref 29), on the other hand, found that crack growth rates in alloy KO-1 were 
slower for coarse-grained alloy (see Fig. 11). Despite the slower da/dN fatigue life in coarse-grained KO-1 was relatively 
short (Ref 29), indicating that initiation occurred earlier (probably the result of higher microshrinkage content). Thus, it 
appears that grain size has only an indirect effect on crack growth in single-phase alloys such as A201. 

 

FIG. 10 CRACK GROWTH RATE CURVES FOR COARSE- AND FINE-GRAINED HIPED ALLOY B201-T7. FROM REF 
6 



 

FIG. 11 CRACK GROWTH RATE CURVES FOR ALLOY KO-1 (NOW A201) AS A FUNCTION OF DISTANCE FROM 
MOLD CHILL. FROM REF 29 

Effect of Discontinuities. The presence of internal discontinuities is a significant factor in determining fatigue and 
fracture properties. Several studies on the effects of HIPing on alloy A201-T7 (Ref 30 and 31) provide relevant 
information. For example, both investigations reported improved fatigue life in HIPed alloy, such as shown in Fig. 12. 
However, Mocarski et al. (Ref 30) reported no effect on crack growth rates (see Fig. 13). They did find a modest increase 
(about 6%) in plane strain fracture toughness as a result of HIPing. 



 

FIG. 12 STRESS-LIFE FATIGUE DATA FOR ALLOY A201-T7 CASTINGS WITH AND WITHOUT HIPING. FROM REF 
30 

 

FIG. 13 FATIGUE CRACK GROWTH RATES FOR ALLOY A201-T7 CASTINGS WITH AND WITHOUT HIPING. FROM 
REF 30 

Environmental Effects. Fatigue and fracture properties tests are expensive, and tests involving special conditions (such 
as high/low temperature, the presence of corrosives, etc.) add to the costs. This may explain, in part, the limited data on 
this subject as noted below. 

Temperature Effects. The author is aware of two substantive studies in this area. Tirpak (Ref 32) documented fatigue 
and fracture properties for alloys A357-T6 and A201-T7 from ambient temperature to 200 °C (392 °F); fatigue 
relationships are shown in Fig. 14 and 15. Misra et al (Ref 33) showed that fracture toughness and crack growth rates for 
alloy A357-T6 are not affected by temperature over the range from ambient to -196 °C (-320 °F). 



 

FIG. 14 STRESS-LIFE FATIGUE DATA AT THREE TEST TEMPERATURES FOR ALLOY A201-T7. FROM REF 32 

 

FIG. 15 STRESS-LIFE FATIGUE DATA AT THREE TEST TEMPERATURES FOR ALLOY A357-T6. FROM REF 32 

Humidity Effects on Fatigue Crack Growth. Doyle et al. (Ref 34) reported that high (but unspecified) humidity level 
increased the crack growth rate in specimens machined from alloy A357-T6 F-16 vertical stabilizer frames. However, 
when the data are compared with that from the CAST program (Ref 3), it is seen to be within the scatter band of tests 
conducted in normal laboratory air (see Fig. 16). 



 

FIG. 16 FATIGUE CRACK GROWTH RATES FOR ALLOY A357-T6 TESTED IN NORMAL LABORATORY AIR AND IN 
"HIGH HUMIDITY" AIR. FROM REF 33 

Corrosives (Salt) Effects. Only two references were found regarding corrosion effects in salt environments. Czyryca 
(Ref 35) studied the corrosion-fatigue behavior in the low-stress, long-life regime for alloy A356-T6. Rotating beam tests 
(R = -1) conducted in air and seawater produced failure stress levels of 10 and 5 ksi, respectively, at 100 million cycles. 
Metallographic examinations showed fatigue cracks originating at pits caused by selective phase attack (corrosion of the 
silicon eutectic). Corrosion-fatigue cracks followed a path through the interdendritic region. 

Mocarski et al. (Ref 30) performed crack growth tests on alloy A201-T7 specimens in laboratory air in 3.5% saltwater. 
They found no significant difference between the two sets of results. 

Effects of Loading Conditions. Materials screening tests are usually performed using constant-amplitude loading 
conditions. When evaluating the suitability of metallic materials for military aircraft applications, several investigators 
have used custom-tailored loading conditions ("spectrum fatigue"). Tirpak and Ruschau (Ref 36) studied the responses of 
alloys 7050-T76, A201-T7, and A357-T6 to a tension-compression load history chosen to represent that of a lower wing 
location on a fighter aircraft. They found that A357-T6 had the lowest crack growth rates over the range of stress 
intensities tested. Figure 17 summarizes the data. Under spectrum fatigue loading, the results differ from those under 
constant amplitude, tension-only loading. For purposes of comparison, refer back to Fig. 6; note that the curve for the 
wrought reference material (7075-T7351) crosses over the D357 curve in this case. This crossover was not found by 
Tirpak et al. for spectrum loading conditions. 



 

FIG. 17 FATIGUE CRACK GROWTH RATES OF ALLOYS 7050-T76, A201-T7, AND A357-T6 UNDER SPECTRUM 
LOADING CONDITIONS. FROM REF 35 
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Component Tests 

A number of programs involving static, fatigue, and damage tolerance testing of full-scale cast test articles are 
documented in the literature. A brief review of several prominent programs is offered below.  

• VOUGHT A-7 CAST SPOILER (REF 8): TEN ALLOY A201-T7 CAST COMPONENTS WERE 
SUBJECTED TO STATIC AND/OR FATIGUE TESTS. A BASELINE BUILT-UP SPOILER WAS 
ALSO TESTED. THE CAST COMPONENTS MET ALL PERFORMANCE CRITERIA--STATIC, 
FATIGUE, AND RESIDUAL STRENGTH.  

• "CAST" PROGRAM YC-14 FORWARD BULKHEAD (REF 3): STATIC, FATIGUE, AND DAMAGE 
TOLERANCE TESTS WERE PERFORMED ON A FULL-SCALE BULKHEAD. THE ALLOY 
A357-T6 TEST ARTICLE MET ALL PROGRAM REQUIREMENTS.  

• USAF/GENERAL DYNAMICS F-16 VERTICAL STABILIZER SUBSTRUCTURE (REF 34): THE 
SUBSTRUCTURE WAS ASSEMBLED INTO AN F-16 VERTICAL STABILIZER, COMPLETE 
WITH GRAPHITE-POLYIMIDE COMPOSITE SKINS, AND SUBJECTED TO STATIC, FATIGUE, 
AND DAMAGE TOLERANCE TESTS. THE ASSEMBLED STABILIZER MET ALL PROGRAM 
REQUIREMENTS.  

• AEROSPATIALE A320 ACCESS DOOR SUBSTRUCTURE: A CONVENTIONAL BUILT-UP 
ACCESS DOOR AND A DOOR WITH CAST SUBSTRUCTURE WERE SUBJECTED TO CYCLIC 
PRESSURE TESTS. CRACK INITIATION IN THE CONVENTIONAL DOOR OCCURRED AT 105 
CYCLES; INITIATION OCCURRED AT 3 × 105 CYCLES IN THE DOOR WITH CAST 
SUBSTRUCTURE.  

These results were achieved using cast alloys with relatively modest properties. Thus, the influence of design on 
component performance is evident. 
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Considerations for Future Work 

This article attempts to briefly summarize the general relationships between microstructure, processing, coupon 
properties, and component performance. In so doing, some points for possible future consideration may include the 
following:  

• WELD REWORK OF AL-SI-MG CASTINGS: KNOWLEDGE OF THE INTERACTION BETWEEN 
THE VERY FINE WELD METAL MICROSTRUCTURE AND GAS POROSITY, AND HOW IT 
AFFECTS WELD FATIGUE LIFE, WOULD BE USEFUL. IN ADDITION, THE DEVELOPMENT 
OF OPTIMIZED WELDING PROCEDURES FOR ALLOYS SUCH AS D357-T6 WOULD BE OF 
GREAT VALUE TO BOTH CASTING SUPPLIERS AND USERS.  

• FATIGUE LIFE MODELING: A STUDY OF FATIGUE LIFE OF ALLOY D357-T6 AS A 
FUNCTION OF DISTANCE FROM A SAND MOLD CHILL, AS WAS DONE BY BAILEY (REF 
18) FOR A356, WOULD BE USEFUL TO THOSE ENGAGED IN CASTING DESIGN AND/OR 
THE DEVELOPMENT OF COMPUTER MODELING TOOLS.  

• PERFORMANCE ANALYSIS OF CAST COMPONENTS: PROJECTS TO GAIN A BETTER 
UNDERSTANDING OF CASTING COMPONENT PERFORMANCE ARE NEEDED. FOR 
EXAMPLE, THE WAY THAT LOADS ARE REDISTRIBUTED WHEN A CRACK FORMS IN A 
CAST COMPONENT IS NOT WELL UNDERSTOOD.  

• ALLOY DEVELOPMENT: THE EXISTING ALLOYS HOLD A GREAT DEAL OF POTENTIAL 
FOR INCREASED UTILIZATION. A NEW CASTING ALLOY WOULD HAVE TO PROVIDE 
SIGNIFICANT IMPROVEMENTS IN PROPERTIES WHILE STILL PROVIDING EXCELLENT 
CASTABILITY AND WELDABILITY--AT A COMPETITIVE PRICE, OF COURSE.  
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Introduction 

THE USE OF ALUMINUM for structural applications has increased significantly in recent years, and more applications 
are likely to emerge as designers and engineers are required to decrease the weight of structural components. Many of 
these structures and structural components are used in environments that subject them to dynamic loading. Despite the 
difficulties in designing against fatigue failure, aluminum is used successfully in many fatigue critical applications in 
structures such as aircraft, ships, trucks, cars, and bridges. The continued safe operation of these structures requires 
reliable information on the performance of the parent aluminum alloys, the welded aluminum joints necessary to form a 
component, and the larger-scale structural details. 

In general, the response of a joint is determined by both global and local parameters. Global influences include the level 
of load that the structure is designed to support, the level of redundancy that is built into the structure, the structural load 
path, and so forth. Often of more significance in determining fatigue performance is the influence of local effects, such as 
local stress fields, defect conditions, residual stress state, and material properties. This article briefly reviews the factors 
that affect the fatigue strength of aluminum alloy weldments. 

The progressive failure mechanisms that operate in welded joints are no different from those in the metals which they 
join. However, welds are usually located at a structural (global) stress concentration, typically introduce a severe notch 
(i.e., local stress concentration), often contain microstructures that represent an unfavorable alteration of the parent metal 
microstructure, frequently contain planar or volumetric discontinuities, and typically contain high tensile residual stresses. 
Most of the data presented for welded details have been obtained from test programs conducted on relatively small 
specimens (Ref 1). Due to the significance of residual stresses on the fatigue performance of welded construction (Ref 2, 
3), direct applicability of these data to welded aluminum components is limited (Ref 4, 5, 6, 7, 8). These programs have 
generally shown that the data obtained from large specimens indicate a lower fatigue performance than smaller-specimen 
data. As a result, recent revisions of both North American and European specifications (Ref 9, 10) reflect the results of 
tests on full-scale structures. 

 
References 

1. W.W. SANDERS, FATIGUE BEHAVIOR OF ALUMINUM ALLOY WELDMENTS, WELD. RES. 
COUNC. BULL., VOL 171, 1972 

2. R.A. KELSEY AND G.E. NORDMARK, ALUMINUM, VOL 55, 1979, P 391 
3. D. KOSTEAS, "INFLUENCE OF RESIDUAL STRESS ON S-N CURVE PARAMETERS OF 

ALUMINUM WELDMENTS," DOC. X111-1239-87, INTERNATIONAL INSTITUTE OF WELDING, 
1987 

4. D. KOSTEAS, "EUROPEAN RECOMMENDATIONS FOR FATIGUE DESIGN OF ALUMINUM 
STRUCTURES," PRESENTED AT 5TH ALUMINUM CONF. (MUNICH), ALUMINUM-ZENTRALA, 
1992 

5. C.C. MENZEMER, "FATIGUE BEHAVIOR OF WELDED ALUMINUM STRUCTURES," PH.D. 
DISSERTATION, LEHIGH UNIVERSITY, 1992 

6. F. SOETENS, T.J. VAN STRAALEN, AND O. DIJKSTRA, "EUROPEAN RESEARCH ON FATIGUE 
OF ALUMINUM STRUCTURES," PRESENTED AT 6TH INT. CONF. ALUMINUM WELDMENTS 
(CLEVELAND), AMERICAN WELDING SOCIETY, 1995 

7. R. JACCARD, "FATIGUE LIFE PREDICTION OF ALUMINUM COMPONENTS BASED ON LOCAL 
STRESS FIELDS, DEFECT CONDITIONS, AND FATIGUE CRACK PROPAGATION," PRESENTED 
AT 3RD INT. CONF. ALUMINUM WELDMENTS (MUNICH), ALUMINUM VERLAG, 1985 

8. D. KOSTEAS, K. POLAS, AND U. GRAF, "RESULTS OF WELDED BEAM PROGRAM," 
PRESENTED AT 3RD INT. CONF. ALUMINUM WELDMENTS (MUNICH), ALUMINUM VERLAG, 



1985 
9. "SPECIFICATIONS FOR ALUMINUM ALLOY STRUCTURES, " ALUMINUM ASSOCIATION, 1986 
10. "EUROPEAN RECOMMENDATIONS FOR ALUMINUM ALLOY STRUCTURES FATIGUE 

DESIGN," EUROPEAN CONVENTION FOR CONSTRUCTIONAL STEELWORKS, ECCS COMMITTEE, 
T2, 1992 

Fatigue Strength of Aluminum Alloy Welds 

Jeffrey S. Crompton, Edison Welding Institute 

 

Fatigue Performance of Aluminum Welds 

A number of factors, both global and local, influence the fatigue performance of welded aluminum joints. Among the 
most significant are:  

• MAGNITUDE, NATURE, AND RANGE OF THE APPLIED STRESSES  
• PROPERTIES OF THE BASE ALLOY  
• STRESS CONCENTRATIONS ASSOCIATED WITH THE WELDMENT, WHICH ARE 

STRONGLY INFLUENCED BY A NUMBER OF OTHER PARAMETERS, SUCH AS JOINT TYPE, 
INTERNAL AND EXTERNAL GEOMETRY, AND JOINT SIZE  

• LEVEL OF RESIDUAL STRESS, WHICH CAN BE INFLUENCED BY POSTWELD HEAT 
TREATMENT, WELD PROCEDURE, AND POSTWELD MECHANICAL STRESS RELIEF  

Of these, by far the most significant in determining the fatigue life of aluminum alloy weldments are the stress 
concentrations associated with the weldment and the residual stresses present in the weld. Base alloy properties lead to 
secondary influences. 

The magnitude, nature, and range of applied stresses influence the fatigue failure of aluminum weldments in much the 
same manner as for other materials and weldments. As the mean level of stress or the range of applied stress increases, the 
fatigue life of the specimen, joint, or structure decreases. Similarly, the nature of the loading influences the observed 
fatigue life through its effect on local stresses. Loading in either tension, bending, or torsion will give rise to differing 
stress states in the specimen, and since localized stress is the cause of fatigue failure, significant changes in fatigue 
performance may result. 

Fatigue Strength of Aluminum Alloy Welds 

Jeffrey S. Crompton, Edison Welding Institute 

 

Parent Alloy Effects 

Some aspects of fatigue behavior can be affected by parent alloy selection, although this is generally a secondary factor in 
terms of the fatigue performance of welded aluminum joints. Typical endurance limit values for smooth-sided specimens 
of general structural alloys without welds are given in Table 1. It has been observed (Ref 11) that the endurance limit is 
approximately half of the tensile strength when considering general structural alloys with a tensile strength between 240 
and 480 MPa. Alloys whose strength exceeds this upper value tend not to show this behavior, since their increased notch 
sensitivity limits fatigue life. 

TABLE 1 TYPICAL ENDURANCE LIMIT VALUES OF WROUGHT ALUMINUM ALLOYS 



ALLOY 
AND TEMPER  

FATIGUE ENDURANCE 
LIMIT, MPA(A)  

2014-T6  124.11  
2219-T62  103.43  
2219-T81  103.43  
5052-H32  117.22  
5052-H34  124.11  
5056-O  137.9  
5083-H321  158.59  
5154-O  117.22  
5154-H34  131.01  
6061-T4  96.53  
6061-T6  96.53  
6063-T63  68.95  
7079-T651  158.59   

(A) UNNOTCHED, R = -1 AT 107 CYCLES  

In welded aluminum joints, the effect of the mechanical properties of the parent alloy on fatigue strength is not as 
significant as that reported for welded steel joints. The results of investigations of butt-welded aluminum joints (Ref 12) 
show that for ultimate tensile strengths up to approximately 345 MPa, there is no significant increase in fatigue strength 
for either 5xxx- or 7xxx-series alloys. However, 2xxx alloys with ultimate tensile strengths greater than 345 MPa exhibit 
higher average fatigue strengths. A comparison (Ref 13) of the fatigue performance of as-welded smooth butt joints in a 
range of structural aluminum alloys is shown in Fig. 1. It is evident that any significant differences in fatigue behavior 
occur away from the fatigue endurance limit. 

 

FIG. 1 RESULTS OF AXIAL FATIGUE TESTS OF ALUMINUM ALLOYS AS-WELDED BUTT JOINTS IN ⅜IN. PLATE. 
SOURCE: REF 1 



At short lives, fatigue life is more closely related to the different strengths of the materials used. At long lives, alloy type 
exerts little influence, and a common curve is often used for design approaches. At these long lives the predominant 
mechanism of failure is by crack growth under fatigue loading. Figure 2 shows that there is little influence of alloy type 
on fatigue crack growth behavior (Ref 7). Consequently, little difference in fatigue life defined by crack growth 
approaches would be expected. Similarly, although the heat treatment and temper of an alloy may significantly affect the 
mechanical properties of the parent alloy, it has been reported (Ref 12) that alloy temper has little effect on the fatigue 
performance of as-welded smooth butt joints (Fig. 3). 

 

FIG. 2 FATIGUE CRACK PROPAGATION RATES OF WROUGHT ALUMINUM ALLOYS. SOURCE: REF 7 

 

FIG. 3 EFFECT OF TEMPER ON AXIAL-TENSION FATIGUE BEHAVIOR OF 5083 BUTT-WELDED JOINTS. SOURCE: 
REF 1 
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Joint Configuration 

The fatigue life of a welded joint or structure is almost always limited by the fatigue life of the weld details. In general, 
the fatigue life of a component can be broken down into two phases: initiation and propagation. For smooth components, 
the crack initiation period represents the largest proportion of the total fatigue life. This is particularly noticeable at high 
fatigue lives, where the fatigue crack initiation period may exceed 95% of the fatigue life. In welded structures, the 
positioning of welds at structural discontinuities and the localized stress concentrations obtained in a weld detail change 
this response. The stress concentrations increase the local stresses and act to reduce the initiation period. Alternatively, 
the discontinuities associated with the weld toe region behave as preexisting cracks, and the fatigue life is then determined 
by the fatigue crack propagation behavior. 

The high stress concentration inherent in the geometry of a fillet weld causes low fatigue strength in such joints. The joint 
designs with poorest fatigue resistance are the nonsymmetrical types, such as strap, tee, and lap joints in which large 
secondary stresses are developed. Poor fatigue resistance is also observed in non-load-carrying attachments or 
reinforcements to a plate (Tables 2, 3, and 4). 

TABLE 2 EFFECT OF REINFORCEMENT ON WELDMENT FATIGUE (R = 0) 

AVERAGE FATIGUE STRENGTH, MPA  ALLOY  ULTIMATE STRENGTH OF 
PARENT MATERIAL, MPA  N = 104  N = 105  N = 106  N = 107  

NO. OF 
TESTS  

REINFORCEMENT ON, AS-WELDED  
5052-H32  227.54  172.38  103.43  75.85  55.16  12  
5052-H34  262.01  199.96  137.90  82.74  62.06  12  
5083-H113  317.17  . . .  124.11  89.64  68.95  45  
7004-T41  358.54  . . .  124.11  96.53  82.74  54  
REINFORCEMENT OFF  
5052-H32  227.54  . . .  193.06  117.22  103.43  9  
5083-H113  317.17  . . .  165.48  137.90  117.22  20   

TABLE 3 EFFECT OF REINFORCEMENT ON WELDMENT FATIGUE (R = 0) 

AVERAGE FATIGUE STRENGTH, MPA  ALLOY PARENT  ULTIMATE STRENGTH OF 
PARENT METAL, MPA  N = 104  N = 105  N = 106  N = 107  

NO. OF 
TESTS  

REINFORCEMENT ON, AS-WELDED  
2014-T6 (61)  482.65  220.64  124.11  96.53  96.53  23  
2219-31  358.54  220.64  124.11  96.53  96.53  20  
2219-T62  413.7  296.49  179.27  151.69  137.9  9  



2219-T81  455.07  220.64  124.11  96.53  96.53  21  
3003-F  . . .  110.32  75.88  48.27  48.27  7  
5052-H34  262.01  186.17  124.11  82.74  68.95  21  
5083-O  289.59  . . .  137.9  103.43  82.74  15  
5083-H112  275.8  . . .  137.9  96.53  82.74  14  
5083-H113  317.17  186.17  131.01  96.53  82.74  99  
5086-H32  289.59  . . .  124.11  82.74  68.95  29  
5154-H34  289.59  186.17  117.22  75.85  68.95  34  
5356-H321  . . .  206.85  131.01  75.85  68.95  14  
5456-O  310.28  . . .  . . .  103.43  82.74  7  
5456-H321  351.65  206.85  131.01  89.64  68.95  33  
6061-T6  310.28  158.59  110.32  68.95  62.06  26  
7039-T61  413.7  220.64  151.69  117.22  89.64  28  
7106-T63  434.39  179.27  124.11  82.74  75.85  31  
7139-T63  441.28  186.17  117.22  68.95  68.95  13  
REINFORCEMENT OFF  
2219-T31  358.54  255.12  193.06  158.59  137.9  8  
2219-T81  455.07  . . .  193.06  172.38  172.38  10  
5052-H34  262.01  186.17  165.48  103.43  89.64  6  
5083-O  289.59  . . .  . . .  131.01  117.22  9  
5083-H112  275.8  . . .  186.17  144.80  131.01  13  
5083-H113  317.17  . . .  172.38  131.01  117.22  52  
5086-H32  289.59  . . .  186.17  124.11  103.43  40  
5154-H34  289.59  . . .  199.96  117.22  75.85  4  
5356-H321  . . .  199.96  158.59  124.11  82.74  4  
5456-H321  351.65  262.01  199.96  137.9  110.32  12  
6061-T6  310.28  172.38  131.01  89.64  62.06  3  
7039-T61  413.7  . . .  213.75  144.80  110.32  24  
7106-T63  434.39  . . .  206.85  144.80  131.01  15  
7139-T63  441.28  . . .  193.06  137.9  131.01  6   

TABLE 4 EFFECT OF REINFORCEMENT ON WELDMENT FATIGUE (R = 0) 

AVERAGE FATIGUE STRENGTH, MPA  ALLOY  ULTIMATE STRENGTH OF 
PARENT METAL, MPA  N = 105  N = 106  N = 107  

NO. OF 
TESTS  

REINFORCEMENT ON, AS WELDED  
5083-O  289.59  103.43  89.64  75.85  13  
5083-H113  317.17  131.01  103.43  82.74  65  
5456-H321  351.65  124.11  82.74  68.95  19  
REINFORCEMENT OFF  
5083-O  289.59  . . .  110.32  89.64  6  
5083-H113  317.17  172.38  131.01  110.32  33  
5456-H321  351.65  . . .  137.9  110.32  16   

These effects are widely documented and are the basis for classification of structural joints for which statistical minima of 
fatigue strength have been developed (Ref 14). These classifications are appropriate for alloys in the endurance limit 
regime since there is little significant difference between alloy performance. 

The effect of localized stress concentration on the fatigue performance of welded aluminum butt joints is illustrated in 
Fig. 4, 5, and 6. As-welded specimens possessed a weld bead, which itself provides a source of localized stress 
concentration. In specimens where the weld bead was removed, the stress concentration was removed, resulting in longer 
fatigue lives. 



 

FIG. 4 COMPARISON OF BASE METAL AND WELDMENTS OF 5083-H113 AND 5086-H32 UNDER AXIAL FATIGUE 
(R = 0). SOURCE: REF 15 

 

FIG. 5 EFFECT OF WELD BEAD ON AXIAL FATIGUE (R = 0) OF BUTT WELDS IN VARIOUS TEMPERS OF 5083 
PLATE WITH 5356 FILLER METAL. SOURCE: REF 15 



 

FIG. 6 EFFECT OF CRYOGENIC TEMPERATURE ON REVERSED BENDING FATIGUE (R = 1) OF TRANSVERSE 
DOUBLE-V BUTT WELDS IN 5083-H113 0.375 IN. PLATE AND FILLER METAL. SOURCE: REF 15 

Many stress concentration sites exist in more commonly used joint configurations. These may be simple geometrical 
discontinuities from weld joint design or discontinuities that arise from the welding procedure. Of these, factors that 
produce a defective weld (e.g., excessive porosity, lack of fusion, etc.) act to produce severe internal stress 
concentrations, which may or may not override the effects produced by external factors such as structural discontinuities. 

In general, the choice of filler metal and method of edge preparation exert little influence on welded joint fatigue behavior 
(Fig. 7 and 8). Single-V welds are usually superior (Table 5); lack of fusion and poor root pass problems often occur in 
double-V or square joints. 

TABLE 5 FATIGUE WITH SINGLE-V AND DOUBLE-V REINFORCEMENT (R = 0) 

AVERAGE FATIGUE STRENGTH, MPA  ALLOY  ULTIMATE STRENGTH OF 
PARENT METAL, MPA  N = 105  N = 106  N = 107  

NO. OF 
TESTS  

LONGITUDINAL SINGLE-V, REINFORCEMENT ON  
5052-H34  262.01  144.8  96.53  68.95  5  
5083-O  289.59  . . .  117.22  82.74  16  
5083-H113  317.17  . . .  110.32  89.64  15  
5086-H32  289.59  131.01  96.53  68.95  28  
5456-O  310.28  . . .  103.43  89.64  9  
5456-H321  351.65  137.9  82.74  68.95  15  
6061-T6  310.28  144.8  89.64  75.85  7  
LONGITUDINAL DOUBLE-V, REINFORCEMENT ON  
5083-H113  317.17  . . .  131.01  103.43  24  
5456-O  310.28  . . .  96.53  82.74  9  
5456-H321  351.65  . . .  96.53  82.74  11   



 

FIG. 7 EFFECT OF LOADING DIRECTION, WELD-BEAD REMOVAL, AND FILLER METAL ON AXIAL FATIGUE (R = 
0) OF SINGLE-V BUTT WELDS IN 5086-H32. SOURCE: REF 15 

 

FIG. 8 INFLUENCE OF EDGE PREPARATION ON AXIAL FATIGUE (R = 0) OF TRANSVERSE BUTT WELDS IN 



5083-H113 PLATE, AS WELDED, WITH 5356 FILLER METAL. SOURCE: REF 15 

The fatigue strength of welded joints is relatively unaffected by the tensile strength of the material. This is because the 
majority of the fatigue life of a welded joint is spent in the propagation of fatigue cracks to critical sizes. Although tensile 
strength may be affected by changes in alloys, heat treatment, or temper, crack propagation rates are relatively insensitive 
to such changes. 
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Residual Stress Effects 

Residual stresses in weldments are produced by the local thermal expansion, plastic deformation, and subsequent 
shrinkage associated with the thermal cycling that occurs during welding. The precise distribution of residual stresses in a 
welded joint is complex and depends on a number of factors. Fatigue performance is significantly affected by the level of 
residual stress present in the weldment. If tensile residual stresses are present, the crack initiation phase is shortened, 
resulting in a reduction in fatigue life. 

Extensive measurements and experimental data on residual stress distribution and its effect on fatigue life have been 
generated (Ref 16, 17, 18, 19, 20). Typical residual stress values may be as low as 20% of the parent alloy yield value or 
up to 45% of the heat-affected zone (HAZ) yield value. The influence of residual stresses on fatigue performance has 
been noted by a number of workers (Ref 21, 22) (Fig. 9). The effect of the residual stress depends on the maximum value 
and on the stress ratio of the applied stress. For a stress ratio of 0.5, there is little difference in fatigue strength between 
as-welded and stress-relieved specimens. For a stress ratio of -0.5, fatigue life improves for the stress-relieved specimens. 
At a stress ratio of zero, the fatigue strength at 1 × 107 cycles is approximately 40% higher for the stress-relieved material. 

 



FIG. 9 EFFECT OF STRESS RELIEF ON FATIGUE STRENGTH OF 5456-H3221 LONGITUDINAL BUTT WELDS. 
SOURCE: REF 23 

The residual stress distribution is also influenced by the welding sequence and welding process (Ref 24), which may 
explain some of the differences in fatigue response that have been attributed to the influence of weld processing 
parameters (Ref 12, 25, 26). The buildup of restraint across the weld is a primary influence on the residual stress 
distribution across the weld. The restraint can be affected by factors such as preheat, weld bead, positioning, and end 
restraint, and thus determination of the effect of weld processing not attributable to the change in residual stress 
distribution is difficult. 

 
References cited in this section 

12. N.L. PERSON, FATIGUE OF ALUMINUM ALLOY WELDED JOINTS, WELD. J., VOL 50 (NO. 2), 
1971, P 77 

16. R.A. KELSEY AND G.E. NORDMARK, ALUMINUM, VOL 55, 1979, P 391 
17. F.M. MAZZOLANI IN PROC. 2ND INT. CONF. ALUMINUM WELDMENTS, ALUMINUM VERLAG 

1982 
18. K. MASUBICHI, RESIDUAL STRESSES AND DISTORTION IN WELDED ALUMINUM 

STRUCTURES AND THEIR EFFECTS ON SERVICE PERFORMANCE, WELD. RES. COUNC. BULL., 
VOL 174, 1972 

19. K. MASUBICHI, INVESTIGATION OF METHODS OF CONTROLLING AND REDUCING WELD 
DISTORTION IN ALUMINUM STRUCTURES, WELD. RES. COUNC. BULL., VOL 237, 1978 

20. S.J. MADDOX, THE INFLUENCE OF RESIDUAL STRESS ON THE FATIGUE BEHAVIOR OF AL-
ZN-MG ALLOY FILLET, WELDS, PROC. SEECO INT. CONF., CAMBRIDGE UNIVERSITY PRESS, 
1976 

21. M. RANES, A.O. KLUKEN, AND O.T. MIDLING, "FATIGUE PROPERTIES OF AS-WELDED 
AA6005 AND AA6082 ALUMINUM ALLOYS IN TI AND TS TEMPER CONDITION," PRESENTED 
AT INT. CONF. ADVANCES IN WELDING RESEARCH, ASM INTERNATIONAL, 1995 

22. T.R. GURNEY, "INFLUENCE OF ARTIFICIALLY-INDUCED RESIDUAL STRESSES ON THE 
FATIGUE STRENGTH OF WELDED LIGHT ALLOY SPECIMENS," BWRA REPORT, BRITISH 
WELDING RESEARCH ASSOCIATION, 1961 

23. H.N. HILL, RESIDUAL STRESSES IN ALUMINUM ALLOYS, MET. PROG., 1961, P 92-96 
24. J.C. DOWNEY, D.W. HOOD, AND D.D. KEISER, SHRINKAGE IN MECHANIZED WELDED 

STAINLESS PIPE, WELD. J., VOL 54, 1975, P 170 
25. H. MUNDLER AND C.E. JASPER, "FATIGUE PROPERTIES OF 5083, 5088, AND 5456 ALUMINUM 

ALLOY SHEET AND PLATE," REYNOLDS METAL CO., 1980 
26. P.K. GHOSH, P.C. GUPTA, AND R. RATHI, FRACTURE CHARACTERISTICS OF PULSED MIG-

WELDED AL-ZN-MG ALLOY, J. MATER. SCI., VOL 26, 1991, P 6161 

Fatigue Strength of Aluminum Alloy Welds 

Jeffrey S. Crompton, Edison Welding Institute 

 

Improvement of Fatigue Performance 

As has been shown, the fatigue life of aluminum weldments is primarily determined by two factors: the stress 
concentrations associated with the weld detail and the residual stresses associated with the weld. Consequently, there are 
two primary categories of techniques that can result in improved fatigue life: 



Techniques that modify the weld toe geometry  

• MACHINING  
• GRINDING  
• WATER JET EROSION  
• REMELTING TECHNIQUES (E.G., TUNGSTEN-INERT GAS, OR TIG, DRESSING)  

These techniques improve fatigues strength because they remove the slag intrusions that form at the weld toes. They also 
modify the weld toe geometry, thereby reducing the stress concentration effect. 

Techniques that impose a compressive residual stress field  

• HAMMER PEENING  
• SHOT PEENING  
• NEEDLE PEENING  
• SPOT HEATING  
• LOCAL COMPRESSION  

The introduction of compressive residual stresses in the surface material effectively reduces the tensile component of any 
applied stress, and thus reduces the crack propagation rate during the early stages of crack growth. 

Fatigue performance can also be enhanced by using improved welding procedures. Recent developments in solid-state 
welding technology (Ref 27) have enabled the production of welds in aluminum that do not possess some of the 
geometrical and material inhomogeneities commonly found with conventional welding technology. Friction stir welding 
(FSW) has been found to produce fatigue properties superior to those obtained from specimens produced by metal-inert 
gas (MIG) and plasma keyhole welding (Ref 27). These data are shown in Fig. 10 and 11 for alloys 6005 and 6082 for a 
range of temper conditions. 

 

FIG. 10 MEAN S-N CURVES AND DATA POINTS FOR ALLOY 6005. SOURCE: REF 21 



 

FIG. 11 MEAN S-N CURVES AND DATA POINTS FOR ALLOY 6082. SOURCE: REF 21 
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Size Effects on Fatigue Performance 

Considering the significant influence of weld geometry and residual stress distribution on the fatigue performance of 
welded aluminum joints, it is not surprising that the fatigue results obtained from small-scale specimens demonstrate 
distinctly higher fatigue limits than those obtained in full-scale sections. In a study of the effect of changing attachment 
plate size from 3 to 24 mm while maintaining a constant local weld toe geometry, Maddox (Ref 28) has shown significant 
differences in S-N data. This has led to the proposal that scale correction factors can be used that allow estimation of the 
fatigue strength of components of differing thicknesses. This scale correction factor has been proposed to be:  

  

and  

  

Here Teff is the effective thickness, which is 0.5 L if L/T ･2, where L is the toe separation of the welds, and T is L/T > 2. 



In a similar manner, many results (Ref 5, 7, 15, 29, 30) have indicated that larger-scale beam structures have lower fatigue 
lives than those predicted from small-scale specimens. Obviously, one explanation for this behavior is the potential 
difference in the residual stress distribution of the welded joints brought about by the different degrees of restraint 
imposed on the weld by the structural fabrication techniques. In addition, the complex stress distributions associated with 
the gradients affect both the localized stress, thereby potentially influencing crack initiation, and the driving force for 
crack growth. By considering the combined effects of residual stress, complex local stress distributions, and steep stress 
gradients, Jaccard (Ref 7) has been able to evaluate accurately the fatigue life of complex structural welded aluminum 
components. 
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Fatigue and Fracture Properties of Titanium Alloys 

 

Introduction 

TITANIUM is used for two primary reasons: structural efficiency, which derives from its combination of high strength 
and low density; and resistance to corrosion by chlorides and oxidizing media, which derives from its strong passivation 
tendencies. Titanium, like most structural materials, is supplied in all mill product forms, and several titanium alloys are 
available to meet specific needs. 

In general, titanium and titanium alloys have a well-earned reputation for reliability in service. In no small measure, this 
is a result of the double and triple vacuum arc melting procedures employed throughout the industry in producing the 
alloys. That reputation is protected also by the excellent corrosion resistance exhibited by titanium. Titanium does not 
corrode in salt water. Crack initiation in titanium is almost always mechanically induced; only under very special 
circumstances will cracks initiate due to a combination of an environment and static stress. 

This article summarizes the key variables that affect the fracture toughness, fatigue life, and subcritical crack growth of 
titanium alloys. Several metallurgical and environmental variables influence the fracture behavior of titanium alloys. 
Because of the many possible effects of chemistry, microstructure, texture, environment, and loading, it is not possible to 
quantify the crack growth behavior of titanium alloys unless these factors are closely controlled. Alloys within a given 
class, such as alpha-beta alloys, show parallel trends in their fracture toughness and crack propagation behaviors. To the 
extent that they have been studied, the trends for interstitial effects are similar for all alloys, the higher levels of 
interstitials leading to faster fatigue crack propagation and lower KIc. A similar trend is observed for variations in 
microstructure. Those microstructures (Widmanstätten or recrystallization annealed) that give the highest KIc values 
generally yield the lowest crack growth rates, whether under fatigue or sustained loads. However, increases in KIc from 
microstructural changes do not always lead to lower fatigue crack growth rates. For example, if small surface cracks are 
considered, a higher toughness can lead to higher fatigue crack growth rates. 
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Table 1 summarizes some of the common grades of commercially pure titanium and alloy types. These grades have 
varying amounts of impurities (e.g., carbon, hydrogen, iron, nitrogen, and oxygen). Some "modified" grades also contain 
small palladium additions (Ti-0.2Pd) and nickel-molybdenum additions (Ti-0.3Mo-0.8Ni). Because small amounts of 
interstitial impurities greatly affect the mechanical properties of pure titanium, it is not convenient to distinguish between 
the various grades of unalloyed titanium on the basis of chemical analysis. Titanium mill products are more readily 
distinguished by mechanical properties, as noted in Table 1 for various specification grades. 

TABLE 1 COMMERCIALLY PURE AND MODIFIED GRADES OF TITANIUM 

DESIGNATION  IMPURITY LIMITS, % TENSILE PROPERTIES(A)  



MAX  ULTIMATE 
STRENGTH  

YIELD 
STRENGTH  

 

C  O  N  FE  MPA  KSI  MPA  KSI  

MINIMUM 
ELONGATION, 
%  

JIS CLASS 1  . . .  0.15  0.05  0.20  275-410  40-60  165(B)  24(B)  27  
ASTM GRADE 1 (UNS 
R50250)  

0.10  0.18  0.03  0.20  240  35  170-310  25-45  24  

DIN 3.7025  0.08  0.10  0.05  0.20  295-410  43-60  175  25.5  30  
GOST BT1-00  0.05  0.10  0.04  0.20  295  43  . . .  . . .  20  
BS 19-27T/IN.2  . . .  . . .  . . .  0.20  285-410  41-60  195  28  25  
JIS CLASS 2  . . .  0.20  0.05  0.25  343-510  50-74  215(B)  31(B)  23  
ASTM GRADE 2 (UNS 
R50400)  

0.10  0.25  0.03  0.30  343  50  275-410  40-60  20  

DIN 3.7035  0.08  0.20  0.06  0.25  372  54  245  35.5  22  
GOST BT1-0  0.07  0.20  0.04  0.30  390-540  57-78  . . .  . . .  20  
BS 25-35T/IN.2  . . .  . . .  . . .  0.20  382-530  55-77  285  41  22  
JIS CLASS 3  . . .  0.30  0.07  0.30  480-617  70-90  343(B)  50(B)  18  
ASTM GRADE 3 (UNS 
R50500)  

0.10  0.35  0.05  0.30  440  64  377-520  55-75  18  

ASTM GRADE 4 (UNS 
R50700)  

0.10  0.40  0.05  0.50  550  80  480  70  15  

DIN 3.7055  0.10  0.25  0.06  0.30  460-590  67-85  323  47  18  
ASTM GRADE 7 (UNS 
R52400)  

0.10  0.25  0.03  0.30  343  50  275-410  40-60  20  

ASTM GRADE 11 (UNS 
R52250)  

0.10  0.18  0.03  0.20  240  35  170-310  25-45  24  

ASTM GRADE 12 (UNS 
R53400)  

0.10  0.25  0.03  0.30  480  70  380  55  12  
 
(A) UNLESS A RANGE IS SPECIFIED, ALL LISTED VALUES ARE MINIMUMS. 
(B) ONLY FOR SHEET, PLATE, AND COIL  

Titanium alloys are grouped into classes (Table 2), depending on the room-temperature composition of the alpha crystal 
(hexagonal close-packed) and/or the beta crystal (body-centered cubic) phase structure. Stable transformation and phase 
compositions from the high-temperature beta phase are altered by alloying additions, which are typically classified as 
alpha stabilizers or beta stabilizers. Vanadium, iron, and hydrogen are beta stabilizers, while aluminum, oxygen, and 
nitrogen are examples of alpha stabilizers. The following sections briefly review the general strengthening and 
toughening principles for the three groups of titanium alloys. The common Ti-6Al-4V alloy is described separately. 

TABLE 2 TITANIUM ALLOY DESIGNATIONS AND TENSILE STRENGTHS 

TENSILE STRENGTH 
(MIN)  

0.2% YIELD STRENGTH 
(MIN)  

IMPURITY LIMITS, WT%, MAX  DESIGNATION  

MPA  KSI  MPA  KSI  N  C  H  Fe  O  
ALPHA AND NEAR-ALPHA ALLOYS  
TI-5AL-2.5SN  790  115  760  110  0.05  0.08  0.02  0.50  0.20  
TI-5AL-2.5SN-ELI  690  100  620  90  0.07  0.08  0.0125  0.25  0.12  
TI-8AL-1MO-1V  900  130  830  120  0.05  0.08  0.015  0.30  0.12  
TI-6AL-2SN-4ZR-2MO  900  130  830  120  0.05  0.05  0.0125  0.25  0.15  
TI-6AL-2NB-1TA-0.8MO  790  115  690  100  0.02  0.03  0.0125  0.12  0.10  
TI-2.25AL-11SN-5ZR-1MO  1000  145  900  130  0.04  0.04  0.008  0.12  0.17  
TI-5AL-5SN-2ZR-2MO(A)  900  130  830  120  0.03  0.05  0.0125  0.15  0.13  
ALPHA-BETA ALLOYS  
TI-6AL-4V(B)  900  130  830  120  0.05  0.10  0.0125  0.30  0.20  
TI-6AL-4V-ELI(B)  830  120  760  110  0.05  0.08  0.0125  0.25  0.13  
TI-6AL-6V-2SN(B)  1030  150  970  140  0.04  0.05  0.015  1.0  0.20  
TI-8MN(B)  860  125  760  110  0.05  0.08  0.015  0.50  0.20  
TI-7AL-4MO(B)  1030  150  970  140  0.05  0.10  0.013  0.30  0.20  
TI-6AL-2SN-4ZR-6MO(C)  1170  170  1100  160  0.04  0.04  0.0125  0.15  0.15  
TI-5AL-2SN-2ZR-4MO-
4CR(A)(C)  

1125  163  1055  153  0.04  0.05  0.0125  0.30  0.13  



TI-6AL-2SN-2ZR-2MO-
2CR(A)(B)  

1030  150  970  140  0.03  0.05  0.0125  0.25  0.14  

TI-10V-2FE-3AL(A)(C)  1170  170  1100  160  0.05  0.05  0.015  2.5  0.16  
TI-3AL-2.5V(D)  620  90  520  75  0.015  0.05  0.015  0.30  0.12  
BETA ALLOYS  
TI-13V-11CR-3AL(C)  1170  170  1100  160  0.05  0.05  0.025  0.35  0.17  
TI-8MO-8V-2FE-3AL(A)(C)  1170  170  1100  160  0.05  0.05  0.015  2.5  0.17  
TI-3AL-8V-6CR-4MO-
4ZR(A)(B)  

900  130  830  120  0.03  0.05  0.020  0.25  0.12  

TI-11.5MO-6ZR-4.5SN(B)  690  100  620  90  0.05  0.10  0.020  0.35  0.18   
(A) SEMICOMMERCIAL ALLOY; MECHANICAL PROPERTIES AND COMPOSITION LIMITS SUBJECT TO 

NEGOTIATION WITH SUPPLIERS. 
(B) MECHANICAL PROPERTIES GIVEN FOR ANNEALED CONDITION; MAY BE SOLUTION TREATED AND AGED TO 

INCREASE STRENGTH. 
(C) MECHANICAL PROPERTIES GIVEN FOR SOLUTION TREATED AND AGED CONDITION; ALLOY NOT 

NORMALLY APPLIED IN ANNEALED CONDITION. PROPERTIES MAY BE SENSITIVE TO SECTION SIZE AND 
PROCESSING. 

(D) PRIMARILY A TUBING ALLOY; MAY BE COLD DRAWN TO INCREASE STRENGTH  
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Ti-6Al-4V. The most important titanium alloy is Ti-6Al-4V, which has found application for a wide variety of aerospace 
components and fracture-critical parts. With a strength-to-density ratio of 25 × 106 mm (1 × 106 in.), Ti-6Al-4V is an 
effective lightweight structural material and has strength-toughness combinations between those of steel and aluminum 
alloys. 

The Ti-6Al-4V alloy is most commonly used in the annealed condition. However, the alloy contains a small amount of 
beta phase (about 10 vol% at room temperature), which imparts some hardenability by heat treatment in sections less than 
25 mm (1 in.) thick. The key to hardening is to quench from high in the alpha-beta field and then age at a lower 
temperature. A typical strengthening heat treatment consists of heating for 1 h at 955 °C (1750 °F) and water quenching, 
followed by heating for 4 h at 540 °C (1000 °F) and air cooling. When alloy Ti-6Al-4V is processed improperly after 
heating into the beta field, alpha phase can form preferentially along the prior beta grains. Extensive hot work is required 
to break up such structures. Because cracks tend to propagate in or near interfaces, this type of structure can provide loci 
for crack initiation and propagation and thereby lead to premature failure. 

In the annealed condition, the Ti-6Al-4V alloy derives its annealed strength from several sources, the principal source 
being substitutional and interstitial alloying of elements in solid solution in both alpha and beta phases. Oxygen, nitrogen, 
hydrogen, and carbon are the interstitial elements, which generally increase strength and decrease ductility. Aluminum is 
the most important substitutional solid solution strengthener. Its effect on strength is linear. Other, less important sources 
of strengthening are interstitial solid solution strengthening, grain size effects, second-phase (beta) effects, ordering in 
alpha, age hardening, and effects of crystallographic texture. 

At room temperature, Ti-6Al-4V is about 90 vol% alpha, and thus the alpha phase dominates the physical and mechanical 
properties of the alloy. However, the overall effects of processing history and heat treatment on microstructure are 
complex. The microstructure depends on both processing history and heat treatment, and the microstructure that combines 
highest strength and ductility is not necessarily the microstructure that provides optimum fracture toughness or resistance 
to crack growth. Improvements in KIc can be obtained by providing either a microstructure of transformed beta or an 
equiaxed structure composed mainly of regrowth alpha that has both low dislocation densities and low concentrations of 
aluminum and oxygen (the so-called "recrystallization annealed" structure). 

Transformed structures enhance toughness, primarily because fractures in such structures must proceed along tortuous, 
many-faceted crack paths. Transformed, Widmanstätten-like microstructure occurs from β α+ β transformation during 
cooling from the beta-phase field. The effect on toughness is summarized in Tables 3 and 4. 



TABLE 3 TYPICAL FRACTURE TOUGHNESS OF HIGH-STRENGTH TITANIUM ALLOYS 

YIELD STRENGTH  KIC  ALLOY  ALPHA 
MORPHOLOGY  MPA  KSI  MPA m   KSI in   
EQUIAXED  910  130  44-66  40-60  TI-6AL-4V  
TRANSFORMED  875  125  88-110  80-100  
EQUIAXED  1085  155  33-55  30-50  TI-6AL-6V-2SN  
TRANSFORMED  980  140  55-77  50-70  
EQUIAXED  1155  165  22-23  20-30  TI-6AL-2SN-4ZR-6MO  
TRANSFORMED  1120  160  33-55  30-50   

TABLE 4 RELATIONSHIP BETWEEN KIC AND FRACTION OF TRANSFORMED STRUCTURE IN ALLOY 
TI-6AL-4V 

HEAT TREATING 
TEMPERATURE(A)  

KIC  

°C  °F  

FRACTION OF 
TRANSFORMED 
STRUCTURE, %  MPA m (B)  KSI in   

1050  1922  100  69.0 (69.9)  64  
950  1742  70  61.5 (60.4)  55  
850  1562  20  46.5 (44.6)  40  
750  1382  10  39.5 (41.5)  38   

(A) HEATED FOR 1 H AT INDICATED TEMPERATURE AND THEN AIR COOLED. 
(B) VALUES IN PARENTHESES CALCULATED FROM LINEAR LEAST-SQUARES EXPRESSION 

RELATING % TRANSFORMATION TO KIC  

Another microstructure of special interest in obtaining maximum fracture toughness is one produced by so-called 
recrystallization annealing. In this process, the alloy is heated to a temperature about 70 °C (125 °F) below the 
transformation temperature, held for a time, and then very slowly cooled. Most of this structure is continuous primary 
alpha phase and regrowth alpha (that is, alpha that has formed on the preexisting primary alpha phase). The primary alpha 
existed at the upper temperature and nucleated the regrowth alpha during cooling. This procedure is well established for 
the Ti-6Al-4V extra-low interstitial (ELI) alloy, and typical data for the recrystallization annealed alloy are shown in Fig. 
1. The slow cooling should be terminated at about 700 °C (1300 °F) to avoid ordering the Ti3Al formation. This is less 
important for the ELI grade than for the standard grade. A real virtue of the recrystallization annealed microstructure is 
that substantial toughness is achieved while maintaining ductility and high strength (Fig. 1). Such a microstructure also 
tends to reduce scatter in the data, thus permitting higher design criteria. 



 

FIG. 1 FRACTURE TOUGHNESS AND YIELD STRENGTH OF TI-6AL-4V GRADES. SOURCE: METALS PROGRESS, 
MARCH 1977 

Within the permissible range of chemistry for a specific titanium alloy and grade, oxygen is the most important impurity 
insofar as its effect on toughness and strength. As might be expected, hydrogen also has an effect on toughness (Table 5). 
Very low hydrogen contents (less than about 40 ppm) enhance toughness. This effect is particularly dramatic with 
hydrogen contents below 10 ppm. 

TABLE 5 EFFECT OF HYDROGEN CONTENT ON ROOM-TEMPERATURE KIC IN ALLOY TI-6AL-4V 
AFTER FURNACE COOLING FROM 927 °C (1700 °F) 

KIC AT ROOM TEMPERATURE(A)  HYDROGEN 
CONTENT, PPM  MPA m   KSI in   
AT 0.16 WT% OXYGEN  
8  145  132  
36  118  107  
53  104  95  
122  100  91  
AT 0.05 WT% OXYGEN  
9  133  121  
36  125  114  
50  96  87  
125  101  92  

Source: Met. Trans., Vol 5A, 1974, p 2405 



(A) SPECIMENS WERE TESTED IN ACCORD WITH ASTM E 399 BUT WERE LOADED RAPIDLY 
(TOTAL TESTING TIME = 10 S).  

Hydrogen Embrittlement and Stress-Corrosion Cracking. Hydrogen damage of titanium and titanium alloys is 
manifested as a loss of ductility (embrittlement) and/or a reduction in the stress-intensity threshold for crack propagation. 
The damage is caused by hydrides, which form as hydrogen diffuses into the material during exposure with either gaseous 
or cathodic hydrogen. Because the phenomenon depends on both hydrogen diffusion and hydride formation, there may be 
a peak in hydrogen embrittlement as a function of temperature. The exact level of hydrogen at which a separate hydride 
phase is formed depends on the composition of the alloy and the previous metallurgical history. 

Stress-corrosion cracking (SCC) is related to hydrogen embrittlement as it falls into two general categories: anodic-
assisted cracking and cathodic-assisted cracking. Anodic SCC (active path corrosion) involves the dissolution of metal 
during the initiation and propagation of cracks. Cathodic SCC (embrittlement by corrosion product hydrogen) involves 
the deposition of hydrogen at cathodic sites on the metal surface or on the walls of a fissure or crack and its subsequent 
absorption into the metal lattice. The close interaction of these two mechanisms accounts for the diversity of SCC 
phenomena. Typical SCC thresholds of Ti-6Al-4V are summarized in various conditions in Fig. 2 and Table 6. 

TABLE 6 STRESS-INTENSITY THRESHOLDS OF STRESS-CORROSION CRACKING (KISCC) FOR TI-6AL-
4V IN VARIOUS MEDIA 

MEDIUM  ALLOY 
CONDITION(A)  

KISCC, 
KSI in   

REFERENCE(B)  

FREON TF (C2CL3F3)  STA  33  1  
FREON TF (C2CL3F3)  MILL ANNEALED  52  2  
FREON MF (CCL3F)  STA  23  3  
FREON MF (CCL3F)  MILL ANNEALED  25  2  
DEIONIZED WATER  MILL ANNEALED  73.4  4  
3.5% NACL, PH = 4.5  MILL ANNEALED  52.7  4  
3.5% NACL, PH = 9.0  MILL ANNEALED  48.0  4  
3.5% NACL, PH = 11.0  MILL ANNEALED  42.2  4  
3.5% NACL + 0.5% FECL, PH = 2.2  MILL ANNEALED  48.9  4  
3.5% NACL + 1.0% ALCL3, PH = 7.0  MILL ANNEALED  46.1  4  
3.5% NACL + 0.1% DUPANOL (WETTING 
AGENT)  

MILL ANNEALED  45.8  4  

KEROSENE  MILL ANNEALED  70.5  4  
DODECYL ALCOHOL  MILL ANNEALED  66.7  4  
METHYL ALCOHOL  MILL ANNEALED  70.3  4  
MERCURY  MILL 

ANNEALED  
22 
(AVERAGE)  

4  
 
(A) STA, SOLUTION TREATED AND AGED. 
(B) (1) S.V. GLORIOSO, LUNAR MODULE PRESSURE VESSEL OPERATING CRITERIA, 

SPECIFICATION SE-V-0024, NASA/MSC, OCT 1968. (2) C.C. SEASTROM AND R.A. GORSKI, THE 
INFLUENCE OF FLUOROCARBON SOLVENTS ON TITANIUM ALLOYS, ACCELERATED 
CRACK PROPAGATION OF TITANIUM BY METHANOL HALOGENATED HYDROCARBONS, 
AND OTHER SOLUTIONS, DMIC MEMORANDUM 228, 6 MARCH 1967, P 20. (3) C.F. TIFFANY 
AND J.N. MASTERS, INVESTIGATION OF THE FLAW GROWTH CHARACTERISTICS OF TI-6AL-4V 
TITANIUM USED IN APOLLO SPACECRAFT PRESSURE VESSELS, CR-65586, NASA, MARCH 1967. 
(4) D. WILLIAMS, R. WOOD, E. WHITE, W. BOYD, AND H. OGDEN, "STUDIES OF THE 
MECHANISM OF CRACK PROPAGATION IN SALT WATER ENVIRONMENTS OF CANDIDATE 
SUPERSONIC TRANSPORT TITANIUM ALLOY MATERIALS," FAA REPORT SST-66-1, 1966  



 

FIG. 2 RELATIONSHIP BETWEEN YIELD STRESS AND STRESS INTENSITY FOR EITHER UNSTABLE FAST 
FRACTURE (KIC) OR STRESS-CORROSION CRACKING (KISCC) OF TI-6AL-4V IN SALT WATER. SOURCE: A.W. 
THOMPSON AND I.M. BERNSTEIN, THE ROLE OF METALLURGICAL VARIABLES IN HYDROGEN-ASSISTED 
ENVIRONMENTAL FRACTURE, CORROSION SCIENCE AND TECHNOLOGY, VOL 7, M.G. FONTANA AND R.W. 
STAEHLE, ED., PLENUM PRESS, 1980, P 111 

In aerospace applications, there is a natural concern that chemical environmental factors such as water, salt water, or jet 
fuel will alter toughness in critical components. Data obtained on annealed standard grade Ti-6Al-4V indicate the 
following environmental effects on the apparent value of fracture toughness:  

• LABORATORY AIR, 56 MPA m  (51 KSI in )  
• JP4 FUEL, 47 MPA m  (43 KSI in )  
• 3.5% SALT SOLUTION, 34 MPA m  (31 KSI in )  

Deformation Modes. Crucial to the toughness question is the size of the plastic zone that can form ahead of a 
propagating crack. That size, simplistically, depends on the yield strength. Having a high yield strength and a relatively 
low elastic modulus, Ti-6Al-4V can store more energy elastically than most metals before plastic deformation begins. The 
elastic modulus depends on the direction in which it is measured in a single crystal of titanium. 

The plastic zone ahead of an advancing crack is not uniform in cross section because of the anisotropic alpha phase. It 
varies in a macroscopic sense in response to the microstructure phase and morphology. It also varies from grain to grain 
in accordance with crystal type, whether alpha or beta, and with crystal orientation. To complicate matters further, 
Poisson's ratio and its plastic counterparts necessarily depend on direction on both the macro and micro scales. Events 
occurring in and around a crack tip and its associated plastic zone in Ti-6Al-4V are, for these reasons, complex indeed. 
Toughness in the Ti-6Al-4V alloy is not yet quantifiable from first principles. Nevertheless, there is a great deal of 
empirical information available for Ti-6Al-4V from which some general rules can be developed. 

High-strength alpha-beta alloys include Ti-6Al-6V-2Sn and Ti-6Al-2Sn-4Zr-6Mo. Alpha is the dominant phase in 
these alloys, but to a lesser extent than in Ti-6Al-4V. These alloys are stronger and more readily heat treated than Ti-6Al-
4V. These features arise from the increased solid solution strengthening afforded by tin and zirconium, which have 
relatively small effects on the transformation temperature, and from the increased amounts of beta phase that result from 
the larger vanadium and molybdenum additions. 

The microstructure of these alloys follows some trends similar to those for Ti-6Al-4V, although the combination of 
strength and toughness tends to be higher than in Ti-6Al-4V (Fig. 3). These alloys generally follow the trends of Ti-6Al-
4V relating microstructure and mechanical properties. As a general rule, the yield stress of alpha-beta alloys is highest 



when the microstructure consists of a mixture of primary alpha and a fine alpha-beta mixture. In Ti-6Al-4V, high strength 
is achieved by a martensitic product ( '), which is produced by a solution treatment followed by water quenching and an 
aging treatment, or often called "solution treat and age" (STA). In more heavily beta-stabilized alpha-beta alloys such as 
Ti-6Al-2Sn-4Zr-6Mo, solution treatment is followed by air cooling, which retains much of the beta phase in a metastable 
state. Both of these treatments (STA in Table 7) are followed by an aging reaction, although subsequent aging of the as-
quenched ' or the metastable beta phase leads to different metallurgical reactions. Other common heat treatments for 
alpha-beta alloys are summarized in Table 7. 

TABLE 7 SUMMARY OF HEAT TREATMENTS FOR ALPHA-BETA TITANIUM ALLOYS 

HEAT TREATMENT 
DESIGNATION  

HEAT TREATMENT 
CYCLE  

MICROSTRUCTURE  

DUPLEX ANNEAL  SOLUTION TREAT AT 50-75 °C 

BELOW T (A), AIR COOL AND AGE 
FOR 2-8 H AT 540-675 °C  

PRIMARY , PLUS WIDMANSTÄTTEN + 
REGIONS  

SOLUTION TREAT AND 
AGE  

SOLUTION TREAT AT 40 °C BELOW 

T , WATER QUENCH(B) AND AGE 
FOR 2-8 H AT 535-675 °C  

PRIMARY , PLUS TEMPERED ' OR A + 
MIXTURE  

BETA ANNEAL  SOLUTION TREAT AT 15 °C ABOVE 

T , AIR COOL AND STABILIZE AT 
650-760 °C FOR 2 H  

WIDMANSTÄTTEN + COLONY 
MICROSTRUCTURE  

BETA QUENCH  SOLUTION TREAT AT 15 °C ABOVE 

T , WATER QUENCH AND TEMPER 
AT 650-760 °C FOR 2 H  

TEMPERED '  

RECRYSTALLIZATION 
ANNEAL  

925 °C FOR 4 H, COOL AT 50 °C/H TO 
760 °C, AIR COOL  

EQUIAXED WITH AT GRAIN-
BOUNDARY TRIPLE POINTS  

MILL ANNEAL  + HOT WORK, ANNEAL AT 705 
°C FOR 30 MIN TO SEVERAL 
HOURS, AIR COOL  

INCOMPLETELY RECRYSTALLIZED 
WITH A SMALL VOLUME FRACTION OF 
SMALL PARTICLES   

(A) T  IS THE -TRANSUS TEMPERATURE FOR THE PARTICULAR ALLOY IN QUESTION. 
(B) IN MORE HEAVILY -STABILIZED ALLOYS, SUCH AS TI-6AL-2SN-4ZR-6MO OR TI-6AL-6V-2SN, SOLUTION 

TREATMENT IS FOLLOWED BY AIR COOLING. SUBSEQUENT AGING CAUSES PRECIPITATION OF PHASE TO 
FORM AN + MIXTURE.  

 

FIG. 3 FRACTURE TOUGHNESS VS. YIELD STRENGTH OF TITANIUM ALLOYS. ALLOYS IN THE ANNEALED 



CONDITION WERE TI-5AL-2.5SN AND TI-8AL-1MO-1V, AND ALLOYS IN THE SOLUTION HEAT TREATED AND 

AGED (STA) CONDITION WERE TI-6AL-2SN-4ZR-6MO, TI-6AL-6V-2SN, AND ALLOYS TI-11.5MO-6ZR-4.5SN 
AND TI-8MO-8V-2FE-3AL. THE TI-6AL-4V TREND LINE REPRESENTS BOTH THE ANNEALED AND STA 
CONDITIONS. SOURCE: TITANIUM AND TITANIUM ALLOYS, MIL-HDBK-697A, 1974, P 44 

In general, higher fracture toughness at comparable strength is obtained in alpha-beta alloys with an acicular (i.e., 
transformed) structure from beta treatments or STA than from alloys with equiaxed structures. This is characteristic of all 
alpha-beta alloys but is especially pronounced in higher-strength alloys such as Ti-6Al-2Sn-4Zr-6Mo. The data in Table 8 
show that beta-processed forgings of Ti-6Al-2Sn-4Zr-6Mo have decidedly superior strength-toughness combinations. 
Moreover, in the alpha-beta processed condition this alloy can exhibit very low toughness values. For example, at a yield-
strength level of 1150 MPa, a toughness of 26 MPa m  corresponds to a critical flaw size of ~0.5 mm. The high 
toughness of the beta-forged material correlated well with the change in fracture topography from a flat transgranular 
fracture in alpha-beta forged material to an irregular intergranular fracture in beta-forged material, as discussed above. 
This alloy is currently used almost exclusively as a forging alloy, and, as a result, no data are available for commercially 
produced plate. 

TABLE 8 FRACTURE-TOUGHNESS VARIATIONS IN ALPHA-BETA TITANIUM ALLOYS 

CONDITION  YIELD 
STRENGTH, 
MPA  

TENSILE 
STRENGTH, 
MPA  

ELONGATION, 
%  

KIC(KQ), 
MPA m   

TI-6AL-4V  
PLATE              

+ ROLL + MA(A)  1096  1171  14  32  

+ ROLL + RA(A)  1054  1144  13  51  

+ ROLL + DA (954 °C/1.5 H/AC + 760 °C/1 H/AC)  882  971  14  59  

BA (  + ROLL + 1038 °C/20 MIN/AC + 732 °C/2 
H/AC)  

875  951  11  87  

+ ROLL + RA(B)  785  882  . . .  94  
FORGING              

+ FORGE + RA  710  875  12  (121)  

+ FORGE (15% PRIMARY ) + DA  813  889  12  (123)  

+ FORGE (50% PRIMARY ) + DA  854  909  15  (111)  

FORGE  772  854  11  (119)  

BQ  861  930  6  101  

+ FORGE + STA  875  937  15  (92)  

+ FORGE + STOA  903  971  16  84  
TI-6AL-2SN-4ZR-6MO  
FORGING              

+ FORGE + STA(C) (10% PRIMARY )  1116  1213  13  34  

+ FORGE + STA(C) (50% PRIMARY )  1150  1240  14  26  

+ FORGE + ANN(D) (50% PRIMARY )  1061  1130  13  26  

FORGE + STA(C)  1047  1199  7  57  
TI-6AL-2SN-4ZR-2MO  
FORGING              

+ FORGE-  ST + AGE  903  . . .  12.5  81  

FORGE-  + ST + AGE  896  . . .  11.0  84  

MA, mill anneal; RA, recrystallization anneal; DA, duplex anneal; AC, air cool; BQ, β forge + quench; ST, solution treatment; STA, 
solution treatment and aging; STOA, solution treatment and overaging. 

Source: Deformation Processing and Structure, American Society for Metals, 1984, p 326 



(A) STANDARD-OXYGEN (~0.20 WT%) MATERIAL. 
(B) LOWER-OXYGEN (~0.13 WT%) MATERIAL. 
(C) 885 °C/1 H/AC + 593 °C/8 H/AC. 
(D) 704 °C/1 H/AC.  

The data in Table 8 for Ti-6Al-2Sn-4Zr-2Mo also show that this alloy is generally quite tough. Thus, the improvement in 
toughness that can be achieved by beta forging is less significant than that attainable in Ti-6Al-2Sn-4Zr-6Mo. The effect 
of forging on the toughness and yield strength of Ti-6Al-6V-2Sn is shown in Fig. 4. 

 

FIG. 4 INFLUENCE OF YIELD STRENGTH ON FRACTURE TOUGHNESS OF TI-6AL-6V-2SN. ELI, EXTRA-LOW 
INTERSTITIAL; STA, SOLUTION TREATED AND AGED. FTY, TENSILE YIELD STRENGTH 

The effect of texture on toughness has been studied to a limited degree for Ti-6Al-4V and Ti-6Al-2Sn-4Zr-6Mo. In 
general, the alloys with relatively intense transverse basal textures have greater fracture resistance when the crack 
propagation direction is perpendicular to the majority of the basal planes (i.e., the transverse direction). The one exception 
to this appears to be Ti-6Al-4V ELI, for which the opposite appears to be true. Fracture-resistance data obtained from R 
curves of materials with strong basal transverse textures are shown in Table 9. Note that the R curves for the ELI material 
differ from the others inasmuch as the incremental crack growth, ∆a, that preceded unstable fracture was smaller by a 
factor of 5 in the LT specimens compared with the TL specimens. This may account for the apparent reversal in the effect 
of texture on KR in this material. One possible explanation for this apparent reversal is based on the relative amounts of 
twinning that occur in the crack-tip plastic zone. Both oxygen content and texture affect the extent of twinning. Because 
twinning occurs in response to c-axis loading, the extent of twinning in material of basal transverse texture should be 
considerably greater in TL specimens than in LT specimens. Extensive twinning would make the material more 
compliant, which is consistent with the R curves for low-oxygen material. Increasing oxygen dramatically reduces the 
incidence of twinning. Thus, in the low-oxygen material, crack-tip plasticity may be enhanced by twinning, with an 
attendant increase in toughness. 

TABLE 9 TOUGHNESS DIRECTIONALITY IN TEXTURED TI ALLOYS 

R-CURVE TOUGHNESS(A), MPA m   ALLOY (GRADE)  
TL ORIENTATION  LT ORIENTATION  

TI-6AL-4V (ELI)  123(B)  113(B)  
TI-6AL-4V  113  124  
TI-6AL-2SN-4ZR-6MO  106  124  



TI-6AL-4V PLATE  46  80   
(A) MAXIMUM K PRIOR TO ONSET OF UNSTABLE FRACTURE. 
(B) ∆A CORRESPONDING TO WAS 5 TIMES SMALLER FOR THE LT ORIENTATION THAN 

FOR THE TL ORIENTATION.  

Fatigue and Fracture Properties of Titanium Alloys 

Alpha Alloys 

Alpha alloys such as Ti-6Al-2Sn-4Zr-2Mo and Ti-8Al-1Mo-1V (Table 2) are used primarily in jet engine applications 
and are useful at temperatures above the normal range for Ti-6Al-4V. These alloys have better creep resistance than Ti-
6Al-4V, and creep resistance is enhanced with a fine acicular (Widmanstätten) structure. 

Generally speaking, alpha alloys contain less beta phase than Ti-6Al-4V. Age hardening treatments are thus not very 
effective and are, moreover, deleterious to creep resistance. These alloys therefore are usually employed in the solution 
annealed and stabilized condition. Solution annealing may be done at a temperature some 35 °C (63 °F) below the 
transformation temperature, and stabilization is commonly produced by heating for 8 h at about 590 °C (1100 °F). These 
alloys are more susceptible to the formation of ordered Ti3Al (α2) structures, which promotes SCC as described below for 
three common alloys in this class. However, alloy Ti-3Al-2.5V is also sometimes considered an alpha alloy, as it often 
contains less beta than Ti-6Al-4V. The alloy Ti-3Al-2.5V is essentially immune to SCC in boiling sea water and 
simulated sour-gas well brines at room temperature. Like CP titanium, Ti-3Al-2.5V is also immune to hot-salt cracking. 

Fatigue and Fracture Properties of Titanium Alloys 

Ti-5Al-2.5Sn 

Ti-5Al-2.5Sn (UNS R54520) is a medium-strength, all-alpha titanium alloy with very high fracture toughness. The ELI 
grade of Ti-5Al-2.5Sn (UNS R54521) is especially well suited for service at cryogenic temperatures and exhibits an 
excellent combination of strength and toughness at -250 °C (-420 °F). The standard grade is used in applications 
demanding good weld fabricability, oxidation resistance, and intermediate strength at service temperatures up to 480 °C 
(900 °F). Typical combinations of strength and toughness of the two grades are summarized in Table 10. 

TABLE 10 FRACTURE TOUGHNESS OF TI-5AL-2.5SN 

TEST 
TEMPERATURE  

STRESS INTENSITY, 
KIC  

YIELD 
STRENGTH(D)  

HEAT 
TREATMENT 
VARIABLE(A)  K  °F  MPA m   KSI in   

SPECIMEN, 
ORIENTATION(B) 
AND TYPE(C)  MPA  KSI  

STANDARD GRADE  
295  72  71.4  65  LT-CT  876  127  
77  -320  53.8  49  LT-CT  1338  194  
20  -423  51.6  47  LT-B  1482  215  

AIR COOLED  

20  -423  50.5  46  LS-B  . . .  . . .  
295  72  65.9  60  LT-CT  882  128  
77  -320  57.1  52  LT-CT  1379  200  
20  -423  47.2  43  LT-B  1517  220  

FURNACE 
COOLED  

20  -423  52.7  48  LS-B  . . .  . . .  
ELI GRADE  

295  72  118.7  108(E)  LT-CT  703  102  
77  -320  111.0  101  LT-CT  1179  171  
20  -423  91.2  83  LT-B  1303  189  

AIR COOLED  

20  -423  106.6  97  LS-B  . . .  . . .  
FURNACE 295  72  115.4  105(E)  LT-CT  682  99  



77  -320  82.4  75  LT-CT  1179  171  
20  -423  68.1  62  LT-B  1303  189  

COOLED  

20  -423  80.2  73  LS-B  . . .  . . .  

Source: Metals Handbook, 9th ed., Vol 3, American Society for Metals, 1980, p 384 

(A) AIR COOLED OR FURNACE COOLED FROM ANNEALING TEMPERATURE. 
(B) ORIENTATION NOTATION PER ASTM E 399-74. 
(C) CT, COMPACT TENSION SPECIMEN; B, BEND SPECIMEN. 
(D) 0.2% OFFSET. 
(E) INVALID TOUGHNESS VALUES (NOT 100% PLANE-STRAIN CONDITIONS).  

Ti-5Al-2.5Sn ELI is employed for liquid hydrogen tankage and high-pressure vessels at temperatures below -195 °C (-
320 °F), structural members, and turbine parts. However, the ELI grade is quite difficult to hot work into some product 
forms, particularly when converting from ingot to billet, because of shear cracking, often referred to as strain-induced 
porosity. 

Because tin and aluminum promote the formation of ordered Ti3Al (α2) structures, Ti-5Al-2.5Sn is one of the titanium 
alloys most susceptible to SCC. Like step-cooled Ti-8Al-1Mo-1V, the Ti-5Al-2.5Sn alloy is susceptible to corrosion 
cracking in distilled water (Fig. 5). The elevated-temperature stress-corrosion resistance of this alloy in the presence of 
solid salt also is lower than that of other commonly used titanium alloys. 

 

FIG. 5 TI-5AL-2.5SN STRESS-CORROSION CRACKING IN DISTILLED WATER. SOURCE: T.L. MACKAY AND C.B. 
GILPIN, "STRESS CORROSION CRACKING OF TITANIUM ALLOYS AT AMBIENT TEMPERATURE IN AQUEOUS 
SOLUTIONS," MISSILE & SPACE SYSTEMS DIVISION, ASTROPOWER LABORATORY, DOUGLAS AIRCRAFT 
COMPANY, REPORT SM-49105-F1, JUNE 1967 

Fatigue and Fracture Properties of Titanium Alloys 

Ti-6242S 

Ti-6Al-2Sn-4Zr-2Mo-0.08Si (Ti-6242S or Ti-6242Si) is one of the most creep-resistant titanium alloys and has an 
outstanding combination of tensile strength, creep strength, toughness, and high-temperature stability for long-term 
applications at temperatures up to 425 °C (800 °F). Ti-6242S is sometimes described as a near-alpha or superalpha alloy, 
but in its normal heat-treated condition this alloy has a structure better described as alpha-beta, as noted in Table 7 and 8. 
An example of thermomechanical processing (TMP) effects or the strength-toughness combination is given in Table 11. 



TABLE 11 FRACTURE TOUGHNESS OF TI-6242 FORGINGS FROM VARIOUS THERMOMECHANICAL 
PROCESSING (TMP) ROUTES 

PROPERTY  TMP 
ROUTE 
1(A)  

TMP 
ROUTE 
2(B)  

TMP 
ROUTE 
3(C)  

TENSILE YIELD STRENGTH, MPA (KSI)  937 (136)  903 (131)  917 (133)  
ULTIMATE TENSILE STRENGTH, MPA (KSI)  979 (142)  986 (143)  1006 (146)  
ELONGATION (IN 4D), %  16  12  12  
REDUCTION OF AREA, %  34  24  26  
FRACTURE TOUGHNESS, MPA in  (KSI )  56 (51)  78 (71)  76 (69)  
CREEP AT 510 °C, 241 MPA (950 °F, 35 KSI), H TO 0.1%  117  447  430  
FATIGUE CRACK GROWTH RATE (DA/DN × 10-6 
IN./CYCLE AT ΑK 10 KSI )  

1.2  0.7  0.8  

Source: G. Kuhlman, T. Yu, A. Chakrabarti, and R. Pishko, Mechanical Property Tailoring Titanium Alloys for Jet Engine 
Applications, Titanium 1986: Products and Applications, Titanium Development Association, 1987, p 122 

(A) TMP ROUTE 1 (BASELINE): -  HOT DIE FORGED PLUS SUB-  TRANSUS DUPLEX HEAT 
TREATMENT. 

(B) TMP ROUTE 2: HOT DIE FORGED PLUS DUPLEX HEAT TREATMENT. 
(C) TMP ROUTE 3: HOT DIE FORGED PLUS DIRECT AGE.  

Stress-Corrosion Cracking. Under stress, Ti-6Al-2Sn-4Zr-2Mo has been shown to be subject to SCC at room 
temperature in the presence of aqueous chloride solution and a preexisting crack (the so-called accelerated crack-growth 
type of salt-stress corrosion) and at elevated temperatures in the presence of a halogen salt (e.g., NaCl). The SCC 
susceptibility of Ti-6242 in hot salt appears to be less than that of Ti-8Al-1Mo-1V and Ti-6Al-4V. In ambient salt 
solution, the SCC threshold of Ti-6242 in the STA condition is comparable to mill-annealed Ti-8Al-1Mo-1V (Table 12). 

TABLE 12 COMPARATIVE TOUGHNESS OF TITANIUM ALLOYS IN AIR AND STRESS-CORROSION THRESHOLD 
IN 3.5% NACL SOLUTION AT 25 °C 

THICKNESS  TENSILE 
YIELD 
STRENGTH  

KIC OR KC  KISCC OR KSCC  ALLOY  

MM  IN.  

HEAT 
TREATMENT(A)  

MPA  KSI  MPA   KSI   MPA   KSI   
TI-6AL-2SN-
4ZR-2MO  

13  0.50  STA  1048  152  58  53  29  27  

13  0.50  MA  1103  160  60  55  22  20  
      DA  1034  150  88  80  49  45  
7  0.30  MA  965  140  57  52  28  26  

TI-6AL-2SN-
4ZR-6MO  

      STA  1172  170  89  81  49  45  
1.3  0.05  MA  999  145  82  75  33  30  
1.3  0.05  DA  930  135  176  160  55  50  
13  0.5  MA  999  145  52  48  22  20  
13  0.5  DA  930  135  110  100  35  32  
13  0.5  MA, WQ  841  122  >110  >100  46  42  

TI-8AL-1MO-1V  

13  0.5  ST, WQ  868  126  >110  >100  >110  >100  
13  0.50  MA  944  137  66  60  38  35  
      DA  917  133  77  70  57  52  
      STA  1103  160  51  47  27  25  

TI-6AL-4V 
(STANDARD 
GRADE)  

      STA  1068  155  77  70  49  45  



Note: The data were generated in ambient neutral 3.5% NaCl solution. It should be cautioned that these KIscc values are highly 
dependent on alloy composition, metallurgical condition, and product form and thickness. Therefore, they may or may not be 
representative of alloy product materials commercially available. 

Source: R. Schutz, Stress-Corrosion Cracking of Titanium Alloys, Stress-Corrosion Cracking: Materials Performance and 
Evaluation, ASM International, 1992 

(A) STA,SOLUTION TREAT AND AGE; MA, MILL ANNEAL; DA, DUPLEX ANNEAL; WQ, WATER QUENCH; ST, 
SOLUTION TREAT.  

A substantial amount of laboratory testing on the hot-salt SCC behavior of Ti-6242 has been performed, but like other 
susceptible alloys (such as Ti-8Al-1Mo-1V), no failure in service has been attributed to hot-salt cracking. The likely 
reason for this is the critical relationship between stress and environment, which needs to peak simultaneously for 
extended periods of time for cracking to occur. Actual engine environmental conditions are unique and are considered 
less conducive to stress corrosion than laboratory exposure conditions. Possible ameliorating engine conditions are high 
air velocities, high pressures, salt-air conditions, oil contamination, and/or unique operating cycles. 

Hot-salt SCC behavior of Ti-6242 in laboratory tests is influenced by several factors. Oxygen is necessary for hot-salt 
cracking to occur. At least one study has shown that cracking will not occur in more susceptible Ti-5Al-2.5Sn when the 
environmental pressure is reduced below 10 μm. Although the role of water (moisture) has not been clearly established, it 
appears that water is also a necessary environmental component in the cracking process. 

Effect of Processing. There appears to be little difference between mill annealing and duplex annealing of Ti-6242 bar. 
Heavy forging can reduce the embrittlement and cracking thresholds. The cracking thresholds reported for sheet at 100 h 
exposure are generally lower than those reported for bar. Triplex annealing may improve cracking slightly more than a 
duplex anneal. 

Fatigue and Fracture Properties of Titanium Alloys 

Ti-8Al-1Mo-1V 

Ti-8Al-1Mo-1V (Ti-811) can be characterized as a near-alpha alloy with several alpha alloy characteristics, such as good 
creep strength and weldability. However, the alloy does have alpha-beta characteristics, such as a mild degree of 
hardenability. Ti-811 is generally used in the annealed condition, where lamellar alpha morphology from transformed 
beta is produced by duplex annealing for toughness (Table 13). An acicular alpha from beta fabrication or heat treatment 
improves fracture toughness in air but has less effect on fracture toughness in salt water (Table 13). Triplex annealing 
produces enhanced creep resistance. 

TABLE 13 TYPICAL TOUGHNESS OF TI-8AL-1MO-1V AT ROOM TEMPERATURE 

YIELD STRENGTH  KIC OR KC  AQUEOUS SOLUTION 
KISCC OR KSCC  

HEAT 
TREATMENT  

MPA  KSI  MPA in   KSI   MPA in   KSI   
1.3 MM (0.05 IN.) PLATE  
MILL ANNEALED  999  145  82  75  33  30  
DUPLEX ANNEALED  930  135  176  160  55  50  
13 MM (0.50 IN.) PLATE  
MILL ANNEALED  999  145  52  48  22  20  
DUPLEX ANNEALED  930  135  110  100  35  32  
MILL ANNEALED, WQ  841  122  >110  >100  46  42  

ST, WQ  868  126  >110  >100  >110  >100  

WQ, water quench; ST, solution treated. 



Source: R.W. Schutz, Stress Corrosion of Titanium Alloys, Stress Corrosion, ASM International, 1992 

Ti-811 is used for airframe and turbine engine applications demanding short-term strength, long-term creep resistance, 
thermal stability, and stiffness. Ti-811 is predominantly an engine alloy and is available in three grades, including a 
"premium grade" (triple melted) and a "rotating grade," for use in rotating engine components. 

Like the alpha-beta alloys, Ti-811 is susceptible to hydrogen embrittlement in hydrogenating solutions at room 
temperature, in air or reducing atmospheres at elevated temperatures, and even in pressurized hydrogen at cryogenic 
temperatures. Ti-811 is susceptible to SCC in hot salts (especially chlorides) and to accelerated crack propagation in 
aqueous solutions at ambient temperatures. The environment in which this alloy is to be used should be selected carefully 
to prevent material degradation. 

Stress-Corrosion Cracking. Ti-8Al-1Mo-1V is one of the most susceptible titanium alloys to SCC which stems from 
the increased tendency to form the highly ordered Ti3Al (α2) phase when aluminum content exceeds 5 wt%. This low-
ductility ordered phase forms in the 400 to 700 °C (750 to 1290 °F) temperature range and increases crack velocity and 
decreases KIsccas volume fraction increases. Oxygen levels above 0.20 to 0.25 wt% also promote SCC, again due to a 
transition from wavy to planar slip. The SCC fracture mode in Ti-811 and other susceptible alpha alloys is transgranular, 
with the fracture path highly oriented in unidirectionally processed (textured) material and more random in martensitic 
structures. 

Ti-811 generally remains susceptible to SCC whether the structure is equiaxed alpha or martensitic (quenched from the 
beta phase field). In general, SCC susceptibility of equiaxed alpha alloys diminishes with decreasing grain size, whereas 
step-cooled Ti-811 has the greatest susceptibility in that smooth specimens will produce cracking in ambient neutral salt 
solutions. In contrast, mill-annealed Ti-811 has susceptibility in the presence of stress risers, such as a fatigue crack or 
machined notch. Step-cooled Ti-811 also exhibits SCC in distilled water. 

Effect of Halide Solutions. Addition of halide ions such as Cl-, Br-, and I- increases the SCC susceptibility of Ti-811 
and can induce susceptibility in other conditions that are immune to SCC in distilled water. Other ionic species in solution 
can have a neutral or even an inhibitive effect on Ti-811 SCC if the alloy is not highly susceptible. These species include 

roman , , , , , and . The inhibitive influence diminishes as halide levels 
increase. Little influence of nonoxidizing cations such as Na+, K+, or Li+ is noted. However, oxidizing cations such as 
Cu+2 may raise KIscc values, depending on alloy heat treatment. 

K Iscc Behavior. Because titanium alloys exhibit no stage I type crack growth in neutral solutions (i.e., the slowest crack 
velocities measured are approximately 10-3 cm/s), it may be concluded that true KIscc thresholds exist below which cracks 
will not propagate. This is not the case in highly acidic solutions, where both stage I and II cracking behavior is observed. 
Increasing acidity generally reduces KIscc and increases stage II cracking velocity. Increasing alkalinity appears to have no 
obvious or significant effect on SCC behavior relative to neutral conditions. As hydroxide concentrations exceed 1M, 
increasing inhibition may be expected. 

Effect of Potential. In most SCC-susceptible titanium alloys, anodic or cathodic polarization tends to inhibit SCC and 
increase KIscc values. However, the anodic and cathodic polarization inhibition phenomenon is not as apparent in highly 
susceptible alloys, such as step-cooled Ti-811. In highly acidic solutions, however, stage II crack velocity is independent 
of applied potential. As a result, inhibition via cathodic polarization is not achievable in highly acidic solutions. 

Cracking. Ti-811 is one of the least resistant titanium alloys to hot-salt cracking. Chloride, bromide, and iodide salts have 
all been shown to produce cracking; fluoride and hydroxide salts have not. The cation associated with the salt has also 
been reported to affect cracking susceptibility. The severity of attack has been shown to increase as follows:  

MGCL2 > SRCL2 > CSCL > CACL2 
> KCL > BACL2 > NACL > LICL  

Cracking is normally intergranular in nature, but it depends largely on alloy type. Alpha alloys exhibit both transgranular 
and intergranular fracture, depending on whether the material was annealed above or below the beta transus, respectively. 
Alpha-beta alloys exhibit predominantly intergranular fracture. 



From a practical standpoint, hot-salt cracking appears to be restricted to the laboratory. No in-service failure has been 
attributed to hot-salt cracking. 

Fatigue and Fracture Properties of Titanium Alloys 

Beta Alloys 

An alloy is considered to be a beta alloy if it contains sufficient beta stabilizer alloying element to retain the beta phase 
without transformation to martensite on quenching to room temperature. A number of titanium alloys (Table 2) contain 
more than this minimum amount of beta stabilizer alloy addition. In a strict sense there is no truly stable beta alloy 
because, even the most highly alloyed beta will, on holding at elevated temperatures, begin to precipitate omega, alpha, 
Ti3Al, or silicides, depending on temperature, time, and alloy composition. All beta alloys contain a small amount of 
aluminum, an alpha stabilizer, in order to strengthen alpha that may be present after heat treating. The composition of the 
precipitating alpha is not constant and will depend on the temperature of heat treatment. The higher the temperature in the 
alpha-beta phase field, the higher the aluminum content of alpha will be. 

The beta- and beta-rich alpha-beta alloys offer the opportunity to tailor the strength-toughness properties combinations to 
a specific application. That is, moderate strength with high toughness or high strength with moderate toughness can be 
achieved. This is generally not possible for other types of titanium alloys because they cannot be heat treated over a very 
wide range. At moderate strength levels, say 965 MPa (140 ksi) and above, the fracture toughness of the beta alloys can 
be processed to achieve higher values than for the other types (alpha and alpha-beta alloys). 

To accomplish these higher toughnesses, however, the processing window is tighter than that normally used for the other 
alloy types. For the less highly beta-stabilized alloys, such as Ti-10V-2Fe-3Al for example, the thermomechanical process 
is critical to the properties combinations achieved as this has a strong influence on the final microstructure and the 
resultant tensile strength and fracture toughnesses that may be achieved. 

This is somewhat less important in the more highly beta-stabilized alloys, such as Ti-3Al-8V-6Cr-4Mo-4Zr (Beta C) and 
Ti-15V-3Cr-3Al-3Sn. In these the final microstructure, precipitated alpha, is so fine that microstructural manipulation 
through thermomechanical processing is not as effective. In these cases the aging heat treatments, sequence and 
temperature, are more critical. The key is to obtain a uniform precipitation. This may be obtained by a low-high aging 
sequence or, with residual cold or warm work, possibly a high-low aging sequence. When highly alloyed beta alloys, such 
as Beta C, are cold worked prior to aging, high strength can be obtained with good ductility because cold work induces 
finer and more uniform precipitation. 

The thermomechanical processing must, however, be controlled to provide a uniform microstructure throughout the cross 
section of the material and, in conjunction with the heat treatment, avoid the occurrence of extensive grain boundary 
alpha or a precipitate-free zone near the grain boundaries. 

Fatigue and Fracture Properties of Titanium Alloys 

Solute-Lean Beta Alloys 

Solute-lean beta alloys are sometimes classified as beta-rich alpha-beta alloys, and this class includes Ti-10V-2Fe-3Al 
and proprietary alloys such as Ti-17 (Ti-5Al-2Sn-2Zr-4Mo-4Cr) and Beta CEZ (Ti-5Al-2Sn-4Zr-4Mo-2Cr). As noted 
above, toughness depends on TMP. For example, TMP of Ti-10V-2Fe-3Al achieves the desired final microstructure 
through manipulation of alpha phase morphology. Microstructural objectives range from fully transformed, aged beta 
structures to controlled amounts of elongated primary alpha in an aged beta matrix, characterized by extremely fine 
secondary (aged) alpha. The latter microstructure is preferred for most aerospace applications (specifications) and forms 
the basis for most commercial use of the alloy in forgings. There would also appear to be an optimum amount of primary 
alpha to achieve maximum toughness (a 10% volume fraction of elongated primary alpha has significantly higher fracture 
toughness than 30 vol%). 

Ti-10V-2Fe-3Al is a deep-hardening, metastable, near-beta alloy that may be thermomechanically processed to a range 
of strength levels combined with excellent fracture toughness (Table 14). The preferred forging process to meet the above 
mechanical-property criteria is controlled beta forging followed by controlled alpha-beta forging. This, in combination 
with final thermal treatment, provides the optimum combination of strength, ductility, toughness, fatigue, and fracture-
related properties. Ti-10V-2Fe-3Al may be conventionally alpha-beta forged and thermally treated. With such 



conventional processes, the alloy achieves high strength and fatigue properties and superior ductility, but poor toughness 
and fracture-related properties. The stress-corrosion threshold has been reported to be at least 80% of KIc except when it is 
stressed in the short transverse direction, where it is 70% of KIc. 

TABLE 14 FRACTURE TOUGHNESS OF TI-10V-2FE-3AL FORGINGS 

ULTIMATE 
TENSILE 
STRENGTH  

TENSILE YIELD 
STRENGTH  

PLANE-STRAIN 
FRACTURE 
TOUGHNESS  

FORGINGS  

MPA  KSI  MPA  KSI  

ELONGATION, 
%  

MPA in   KSI   
HIGH STRENGTH CONDITION  
ISOTHERMAL FORGINGS  1300-1380  188-200  1200-

1255  
174-
182  

3-6  29  26  

CONVENTIONAL 
FORGINGS  

1230-1350  178-196  1145-
1280  

166-
186  

4-10  44-60  40-54  

PANCAKE FORGINGS  1275-1310  185-190  1150-
1160  

167-
168  

5-8  47  43  

EXTRUSIONS  1240  179  1170  169  4  . . .  . . .  
REDUCED STRENGTH CONDITION  
ISOTHERMAL FORGINGS  1060-1100  153-159  985-1060  143-

153  
8-12  70  64  

PANCAKE FORGINGS  965  140  930  135  16  100  91  
EXTRUSIONS  1110-1170  161-169  1000-

1105  
145-
160  

6-7  45-48  41-44  

AMS SPECIFICATION (FORGINGS)  
AMS 4984  1190  173  1100  160  4 (IN 4D)  44  40  
AMS 4986  1100  160  1000  145  6 (IN 4D)  60  55  
AMS 4987  965  140  895  130  8 (IN 4D)  88  80  

Source: R. Boyer, D. Eylon, and F. Froes, Comparative Evaluation of Ti-10V-2Fe-3Al Cast, P/M, and Wrought Product Forms, 
Titanium Science and Technology, Vol 2, G. Lütjering, U. Zwicker, and W. Bunk Ed., Deutsche Gesellschaft für Metallkunde e.V., 

Ti-5Al-2Sn-4Zr-4Mo-2Cr (Beta CEZ) is another beta-rich alpha-beta alloy with toughness enhanced by TMP. 
Equiaxed microstructures are characterized by toughness ranging from 45 to 55 MPa in  (40 to 50 ksi in ). Toughness 
of the lamellar structure ranges from 60 to 90 MPa in  (54 to 82 ksi in ), whereas the necklaced microstructure has a 
toughness ranging from 65 to 95 MPa in  (59 to 86 ksi in ) (see Fig. 6). Low-temperature toughness usually ranges from 
30 to 45 MPa in  (27 to 41 ksi in ) at -253 °C (-423 °F). 

 



FIG. 6 YIELD STRENGTH VS. TOUGHNESS OF TWO SOLUTE-LEAN BETA TITANIUM ALLOYS. (A) BETA-CEZ: 

FRACTURE TOUGHNESS VS. YIELD STRENGTH COMPARISON. SPECIMENS WERE 70 MM (2.7 IN.) DIAM + 

ROLLED BAR (EQUIAXED STRUCTURE) AND 80 MM (3.1 IN.) DIAM "THROUGH THE TRANSUS" FORGED BAR 
(NECKLACED STRUCTURE). (B) TI-10V-2FE-3AL FRACTURE TOUGHNESS VS. YIELD STRENGTH. SOURCE: 
MATERIALS PROPERTIES HANDBOOK: TITANIUM ALLOYS, ASM INTERNATIONAL, 1993 

Fatigue and Fracture Properties of Titanium Alloys 

Solute-Rich Beta Alloys 

Highly beta-stabilized alloys, such as Ti-3Al-8V-6Cr-4Mo-4Zr (Beta C) and Ti-15V-3Cr-3Al, obtain a good combination 
of strength and toughness in the aged condition (Tables 15 and 16). Trend lines for some other near-beta alloys are 
compared in Fig. 3 with other types of titanium alloys. 

TABLE 15 FRACTURE TOUGHNESS OF BETA C SOLUTION TREATED AND AGED BILLET 

FRACTURE 
TOUGHNESS 
(KIC)  

ULTIMATE 
TENSILE 
STRENGTH  

TENSILE 
YIELD 
STRENGTH 
(2% 
OFFSET)  

TREATMENT  TEST 
DIRECTION  

MPA m   KSI in   MPA  KSI  MPA  KSI  

ELONGATION, 
%  

REDUCTION 
OF AREA, 
%  

L  96.7  88.0  1189  172.5  1125  163.2  9.5  19.6  WATER 
QUENCH  T  62  56.4  1188  172.4  1145  166.0  3.0  5.6  

L  89.9  81.8  1208  175.2  1150  166.8  9.2  17.4  AIR COOL  
T  63.3  57.6  1242  180.2  1184  171.7  3.5  6.6  

Source: RMI Co., reported in Industrial Applications of Titanium and Zirconium: Fourth Volume, C.S. Young and J.C. Durham, Ed., 
STP 917, ASTM, 1986, p 155 

(A) NOTE: SPECIMENS WERE 150 MM (6 IN.) BILLET SOLUTION TREATED 815 °C (1500 °F), 15 
MIN, WATER QUENCHED AND AIR COOLED, THEN AGED 12 H AT 565 °C (1050 °F) AND AIR 
COOLED.  

TABLE 16 FRACTURE TOUGHNESS OF TI-15-3 SOLUTION TREATED AND AGED PLATE 

TENSILE 
YIELD 
STRENGTH  

ULTIMATE 
TENSILE 
STRENGTH  

FRACTURE 
TOUGHNESS 
(KIC)  

HEAT 
TREATMENT  

ORIENTATION  

MPA  KSI  MPA  KSI  

ELONGATION, 
%  

MPA m   KSI in   
800 °C (1470 °F), 20 
MIN, AC  

L-T  1253  182  1376  199  6.2  44.3  40.3  

480 °C (895 °F), 14 
H, AC  

T-L  1304  189  1421  206  6.6  46.8  42.6  

800 °C (1470 °F), 20 
MIN, AC  

L-T  1213  176  1337  194  7.8  42.1  38.3  

510 °C (950 °F), 14 
H, AC  

T-L  1263  183  1382  200  6.9  43.4  39.5  

AC, air cooled. Note: Hot rolled plate had a chemical composition (wt%) of 3.37 Al, 0.004 C, 3.36 Cr, 0.17 Fe, 0.0061 H, 0.0080 N, 
0.14 O, 3.04 Sn, and 15.10 V. It was solution treated at 800 °C (1470 °F) for 20 min, air cooled, then aged at 510 °C (950 °F) for 8 or 
14 h. 

Source: C. Ouchi, H. Suenaga, H. Sakuyama, and H. Takatori, Effects of Thermomechanical Processing Variables on Mechanical 
Properties of Ti-15V-3Cr-3Sn-3Al Alloy Plate, Designing with Titanium, 1986, p 130 



Hydrogen Effects. Beta alloys can absorb large quantities of hydrogen, on the order of 4000-5000 ppm, but hydrides do 
not form in beta despite the high degree of supersaturation. However, when alpha is present, hydrides can form at alpha-
beta interfaces at relatively low hydrogen contents at room temperature. Hydrogen tolerance depends on the particular 
alloy and condition, and considerable work remains to be done to understand the behavior of hydrogen in both alpha-beta 
and beta alloys. 

Fatigue and Fracture Properties of Titanium Alloys 

Fatigue Life Behavior 

L. Wagner, Technical University of Brandenburg at Cottbus, Germany 

 

The fatigue life (NF) of structural parts is the sum of crack nucleation life (NI) and crack propagation life to final fracture 
(NP): NF = NI + NP. Fatigue tests on titanium alloys have shown that at high stress or strain amplitudes, the ratio NI/NF can 
be as small as 0.01 (Ref 1, 2). Therefore, the resistance to crack propagation determines fatigue life in the low-cycle 
fatigue (LCF) regime. With regard to crack propagation in structural parts, it is useful to distinguish between small 
surface cracks (microcracks) and long through-cracks (macrocracks), because the dependence of crack growth on 
microstructural parameters such as grain size or phase dimensions can be contradictory (Ref 3). As a rule of thumb, the 
fatigue life for small, highly stressed components (small critical flaw size) is mainly controlled by microcrack growth, 
while for large components operating at low stress levels (large critical flaw size), macrocrack growth behavior is more 
important. The purpose of this section is to outline the current understanding of the effects of the main variables (i.e., 
microstructure and texture) on the fatigue life of titanium and its alloys. As opposed to steels or aluminum alloys, titanium 
alloys are generally free of defects such as inclusions or pores. However, fatigue behavior in titanium alloys is very 
sensitive to surface preparation. Thus, this section also deals with the effect of mechanical surface treatments on fatigue 
life. Macrocrack growth behavior in titanium alloys is treated in the next section, "Fatigue Crack Growth," while this 
section is limited to fatigue crack nucleation and microcrack propagation. 
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Fatigue and Fracture Properties of Titanium Alloys 

Effect of Microstructure 

Unalloyed Titanium. Fatigue life in unalloyed titanium depends on grain size, interstitial contents, and degree of cold 
work, as illustrated in Fig. 7. Decreasing the grain size from 110 to 6 m improves the fatigue limit (107 cycles) in 
commercially pure titanium from 180 to 240 MPa (26 to 35 ksi) (Fig. 7a) (Ref 4). The effect of oxygen content on the S-N 
curves of high-purity titanium, shown in Fig. 7(b), correlates to the increase in yield stress. Cold work also increases yield 
stress and thus improves the fatigue performance as shown in Fig. 7(c). Fatigue limits of unalloyed titanium depend on 
interstitial contents, but the ratio of fatigue limits and yield strength appears relatively constant at room temperature (Ref 
5). The ratio of fatigue limit and yield stress does show a temperature dependence (Ref 4). Temperature effects on a low-
iron grade of ASTM grade 2 are shown in Fig. 8. 



 

FIG. 7 S-N CURVES (R = -1) IN UNALLOYED TITANIUM. (A) EFFECT OF GRAIN SIZE. (B) EFFECT OF OXYGEN 
CONTENT. (C) EFFECT OF COLD WORK. HP-TI IS HIGH-PURITY TITANIUM WITH OXYGEN EQUIVALENT (OEQ) 
DEFINED IN REF 4. SOURCE: REF 4 AND METALS HANDBOOK, 9TH ED., VOL 3, 1980, P 376 



 

FIG. 8 FATIGUE AT 150 °C FOR GRADE 2 TITANIUM WITH LOW IRON (0.03 WT% OR LESS). SOURCE: P. 
RUSSO, ACHEMA 82, 1982 

Full Alpha Experimental Alloy. Fatigue life of an alpha alloy is mainly affected by grain size, degree of age hardening, 
and oxygen content of the alloy. Fatigue cracks in an experimental Ti-8.5Al binary alloy usually nucleate along planar 
slip bands within the alpha grains (Ref 6). For a given ∆K, microcracks in the coarse-grained material grow faster than in 
its fine-grained counterpart. This is related to the higher density of grain boundaries in the fine-grained material, because 
grain boundaries act as strong obstacles to crack growth in this material. The superior performance of the fine-grained 
material with respect to microcrack growth is in contrast to macrocrack results (Ref 7) showing better ranking of the 
coarse-grained material. The latter is mainly caused by crack front geometry effects (Ref 8) and crack closure (Ref 7, 9), 
which are not significant for microcracks but can be pronounced for macrocracks, particularly in coarse-grained material. 
Both crack front geometry effects and crack closure slow the growth rate of macrocracks. Age-hardening results in faster 
microcrack growth in Ti-8.5Al, presumably due to the marked loss in tensile ductility. 

Near-Alpha and Alpha-Beta Alloys. In addition to alpha grain size, degree of age hardening, and oxygen content, the 
fatigue properties of the two-phase near-alpha and alpha-beta alloys are strongly affected by the morphology and 
arrangement of both alpha and beta phases. Basically, fully lamellar, fully equiaxed, and duplex (primary, alpha phase in 
a lamellar matrix) microstructures can be developed in near-alpha and alpha-beta alloys. Important microstructural 
parameters are the prior beta grain size or colony size of the alpha and beta lamellae and the width of the alpha lamellae in 
fully lamellar microstructures. Additional parameters for duplex structures are grain size and volume fraction of the 
primary alpha (αp) phase. Tensile properties of fully lamellar, fully equiaxed, and duplex microstructures of Ti-6Al-4V 
are compared in Table 17. 

TABLE 17 TENSILE PROPERTIES IN TI-6AL-4V (AGED 24 H AT 500 °C) 

MICROSTRUCTURE  WIDTH OF  
LAMELLAE, M  

0.2% YIELD 
STRENGTH, MPA  

RA, %  

0.5  1040  16  
1  980  18  

FULLY LAMELLAR  

10  930  14  
2  1120  46  
6  1070  44  

FULLY EQUIAXED  

12  1060  43  
DUPLEX  0.5  1045  39  
(10 M P SIZE)  1  975  34  



ap, primary alpha. RA, reduction in area. 

Source: Ref 10, 11, 12 

The fatigue life of these microstructures is shown in Fig. 9. A decrease in the width of the alpha lamellae from 10 to 0.5 
μm in fully lamellar microstructures improves the fatigue strength from 480 to 650 MPa (Fig. 9a) (Ref 10). Similarly, a 
decrease in the alpha grain size from 12 to 2 μm in fully equiaxed structures increases the fatigue strength from 550 to 
720 MPa (Fig. 9b) (Ref 10). A decrease in the width of the alpha lamellae from 0.5 to 1 μm in duplex microstructures 
increases the fatigue strength from 480 to 575 MPa (Fig. 9c) (Ref 12). 



 

FIG. 9 S-N CURVES (R = -1) IN TI-6AL-4V. B/T-RD, BASAL/TRANSVERSE TEXTURE, ROLLING DIRECTION; WQ, 
WATER QUENCH. (A) FULLY LAMELLAR MICROSTRUCTURE. EFFECT OF WIDTH OF LAMELLAE. (B) FULLY 
EQUIAXED MICROSTRUCTURE. EFFECT OF GRAIN SIZE. (C) DUPLEX MICROSTRUCTURE. EFFECT OF WIDTH 
OF A LAMELLAE. SOURCE: REF 10, 12 

Typical crack nucleation sites are shown in Fig. 10 (Ref 13). Fatigue cracks in fully lamellar microstructures nucleate at 
slip bands within the alpha lamellae (Fig. 10) or at alpha zones along prior beta grain boundaries (Ref 14). Because both 
resistance to dislocation motion and resistance to fatigue crack nucleation depend on the width of the alpha lamellae, there 
is a direct correlation between fatigue strength and yield stress (Table 17). Fatigue cracks in the fully equiaxed 



microstructure nucleate at slip bands within the alpha grains (Fig. 10b). Thus, the fatigue strength correlates to the alpha 
grain size dependence of the yield stress (Table 17). Fatigue cracks in duplex microstructures can nucleate in the lamellar 
matrix, at the interface between lamellar matrix and the αp phase, or within the αp phase. The exact nucleation site 
depends on cooling rate (Ref 14), volume fraction, and size of the αp phase (Ref 15, 16). An example of crack nucleation 
within lamellar regions is shown in Fig. 10(c). 

 

FIG. 10 FATIGUE CRACK NUCLEATION SITES IN TI-6AL-4V. (A) FULLY LAMELLAR MICROSTRUCTURE. (B) 
FULLY EQUIAXED MICROSTRUCTURE. (C) DUPLEX MICROSTRUCTURE. SOURCE: REF 13 

Owing to the high silicon content (0.45 wt%) in the near-alpha alloy TIMETAL 1100 and the resulting high silicide 
solvus temperature, TSS, fine prior beta grain sizes and correspondingly small colony sizes can be realized in TIMETAL 
1100 by beta annealing the material below TSS (Ref 17, 18, 19). Tensile properties of fine- and coarse-grained fully 
lamellar microstructures and those of duplex structures with two different αp volume fractions are compared in Table 18. 

TABLE 18 TENSILE PROPERTIES OF TIMETAL 1100 (AGED 8 H AT 650 °C) 

PRIOR GRAIN 
SIZE, M  

0.2% YIELD, 
STRENGTH, MPA  

RA, %  

FULLY LAMELLAR (0.5 M WIDTH OF LAMELLAE)  
500  955  10  
160  940  22  
DUPLEX (15 M PSIZE, 1 M WIDTH OF LAMELLAE)  
20  965  27  
60  955  30  



p, primary alpha phase. 

Source: Ref 20, 21 

Decreasing the prior beta grain size in fully lamellar structures (Table 18) significantly increases tensile ductility. No 
marked differences in ductility were observed in duplex structures by varying αp volume fractions between 20 and 60%. 
Note that lamellar and duplex structures have similar yield stresses due to the same cooling rate used from the solution 
anneal. S-N curves of TIMETAL 1100 are given in Fig. 11. Reducing the prior beta grain size in fully lamellar 
microstructure (Fig. 11a) as well as decreasing the αp volume fraction in duplex structures (Fig. 11b) improves fatigue life 
in both the low-cycle fatigue (LCF) and high-cycle fatigue (HCF) (Ref 20, 21). 

 

FIG. 11 S-N CURVES (R = -1) IN TIMETAL 1100. (A) FULLY LAMELLAR MICROSTRUCTURES. EFFECT OF PRIOR 

GRAIN SIZE. (B) DUPLEX MICROSTRUCTURES. EFFECT OF P CONTENT. SOURCE: REF 20, 21 

Typical growth behavior of microcracks in two extreme microstructures of Ti-6Al-4V, a coarse lamellar and an equiaxed 
structure is shown in Fig. 12 (Ref 8). Plotting da/dN versus ∆K (Fig. 13), the crack growth resistance in the coarse 
lamellar microstructure is clearly seen to be inferior to the equiaxed. Similar results are reported on the beta eutectoid 
alloy Ti-2.5Cu (Ref 22). This is mainly related to the comparably low density of phase boundaries in the coarse lamellar 
microstructure that is also reflected in the low tensile ductility (Table 17). Crack growth studies on fine lamellar and 
duplex structures in Ti-6Al-4V have shown that their da/dN-∆K curves lie in between coarse lamellar and equiaxed 
structures (Ref 8). 



 

FIG. 12 MICROCRACK GROWTH IN TI-6AL-4V. (A) COARSE LAMELLAR. STRESS AMPLITUDE = 775 MPA. (B) 
EQUIAXED. SOURCE: REF 8 

 

FIG. 13 DA/DN-∆K CURVES OF MICROCRACKS IN TI-6AL-4V. CL, COARSE LAMELLAR; EQ, EQUIAXED. 



SOURCE: REF 8 

Reducing the prior beta grain size in lamellar microstructures of TIMETAL 1100 (Fig. 14a) and decreasing the αp volume 
fraction of duplex structures (Fig. 14b) improves crack growth resistance and thus fatigue life in the LCF regime (Ref 20, 
21). The latter seems to be related to the absence or less frequent occurrence of αp clusters at low αp volume fractions. 
These αp clusters in duplex structures with high αp volume fractions can act as large single grains through which 
microcracks can easily propagate. 

 

FIG. 14 DA/DN-∆K CURVES OF MICROCRACKS IN TIMETAL 1100. (A) FULLY LAMELLAR MICROSTRUCTURE. 

EFFECT OF PRIOR GRAIN SIZE. (B) DUPLEX MICROSTRUCTURE. EFFECT OF P CONTENT. SOURCE: REF 20, 
21 

Beta Alloys. Depending on the alloy class (solute-rich or solute-lean) the following microstructural parameters are 
important in determining fatigue life: beta grain size, degree of age hardening, and precipitate-free regions in the solute-
rich alloys such as Beta C. In addition, grain boundary α, αGB, αp size and volume fraction are important in solute-lean 
alloys such as Ti-10-2-3 (Ref 23). 

Typical microstructures in Beta C are shown in Fig. 15 comparing a conventionally aged (Fig. 12a) and a two-step aged 
(Fig. 12b) condition (Ref 24). Compared to conventional aging, two-step aging results in a more homogeneous 
precipitation of alpha particles in the beta grain interiors. Tensile properties of these structures are listed in Table 19. The 
two-step aging of 4 h at 440 °C plus 16 h at 560 °C was chosen to enable a comparison of fatigue behavior with the 
conventional aging cycle (16 h at 540 °C) on the basis of identical yield stresses. 

TABLE 19 TENSILE PROPERTIES IN BETA-C 

TREATMENT  0.2% YIELD, RA, %  



STRENGTH, MPA  
AS SHT  850  62  
16 H AT 540 °C  1085  23  
4 H AT 440 °C, 16 H AT 560 °C  1085  24  

SHT, solution heat treated. 

Source: Ref 24 

 

FIG. 15 MICROSTRUCTURES IN TI-3AL-8V-6CR-4MO-4ZR. (A) CONVENTIONALLY AGED. (B) TWO-STEP AGED. 
SOURCE: REF 24 

The S-N curves of the various conditions of Beta C are shown in Fig. 16. While aging clearly improves HCF strength due 
to the increase in yield stress, two-step aging is superior to conventional aging by about 50 MPa. The inferior 
performance of conventional aging is caused by the presence of precipitate-free regions within the beta grains (Fig. 15a), 
which were identified as fatigue crack nucleation sites (Fig. 17). Microhardness measurements have shown that these 
regions have strengths comparable to the solution-heat-treated reference (Ref 24). 

 

FIG. 16 S-N CURVES (R = -1) IN TI-3AL-8V-6CR-4MO-4ZR. DUPLEX STRUCTURE, TWO-STEP AGING; SIMPLEX 
STRUCTURE, CONVENTIONAL AGING. SHT, SOLUTION HEAT TREATED. SOURCE: REF 24 



 

FIG. 17 FATIGUE CRACK NUCLEATION IN CONVENTIONALLY AGED TI-3AL-8V-6CR-4MO-4ZR. SOURCE: REF 24 

Microcrack growth in the various conditions of Beta C is shown in Fig. 18 in terms of da/dN-∆K curves (Ref 25). No 
significant differences were observed among the various conditions. This result is in agreement with studies on long 
through-cracks in C(T)-type specimens (Ref 26). Obviously, the wide variation in fatigue crack growth resistance as 
observed in the class of alpha-beta alloys is not possible in solute-rich beta alloys. 

 

FIG. 18 DA/DN-∆K CURVES OF MICROCRACKS IN TI-3AL-8V-6CR-4MO-4ZR. SHT, SOLUTION HEAT TREATED. 
SOURCE: REF 25 

The alloy Ti-10-2-3 represents the class of solute-lean beta alloys in which the microstructure can be varied to a larger 
extent through the possible presence of αp in volume fractions similar to those in alpha-beta alloys (Ref 27, 28, 29, 30). 
Typical microstructures in Ti-10-2-3 with 15 and 30 vol% αp are shown in Fig. 19 and 20, respectively (Ref 31). In 
addition, a beta-annealed structure (0% αp) and a structure with 5 vol% αp are compared with the tensile properties of 
these typical conditions in Table 20. 



TABLE 20 TENSILE PROPERTIES IN TI-10-2-3 (AGED 8 H AT 480 °C) 

SOLUTION 
TREATMENT  

PRIMARY  
PHASE CONTENT, %  

0.2% YIELD, 
STRENGTH, MPA  

RA, %  

0.5 H AT 830 °C/AC  0   1555  2.0  
0.5 H AT 785 °C/AC  5  1370  8.6  
0.5 H AT 775 °C/AC  15  1330  11.3  
0.5 H AT 725 °C/AC  30  1195  22.1  

AC, air cool. 

Source: Ref 31 

 

FIG. 19 MICROSTRUCTURE OF TI-10V-2FE-3AL WITH 15% P CONTENT, WHICH IS CONSIDERED ABOUT 
OPTIMAL FOR STRENGTH AND TOUGHNESS. SOURCE: REF 31 

 

FIG. 20 TI-10V-2FE-3AL WITH 30% P SOURCE: REF 31 

The S-N curves of the various microstructures are shown in Fig. 21. Typical fatigue crack nucleation sites can be seen in 
Fig. 22. Fatigue cracks nucleated at beta grain boundaries in the beta-annealed structure (Fig. 22a), within the beta grains 
(Fig. 22b), and at thick alpha zones along beta grain boundaries (Fig. 22c) for material with 15 and 30% αp, respectively. 
The superior performance of microstructures with low αp contents of 5 and 15% seems to be related to both the absence of 
a continuous αGB layer and their comparatively high strengths (Table 20). This is also reflected in the high ratio 
αa(107)/α0.2 amounting to 0.58 and 0.55 for the microstructures with αp volume fractions of 15 and 5%, respectively. This 
ratio is only 0.45 for the beta-annealed microstructure, indicating the presence of a soft αGB film that not only dramatically 
affects ductility (Table 20) but also reduces the resistance to fatigue crack nucleation without affecting the macroscopic 
yield stress. Increasing the αp content to 30% increases the ratio αa(107)/α0.2 to 0.52. This corresponds to a decrease in 
strength differential between αGB and the grain interior, because the loss in macroscopic yield stress now reflects the 
contribution of the high volume fraction of the soft αp phase in the beta matrix and the concomitant low contribution of 
precipitation hardening by αs (Ref 31). 



 

FIG. 21 S-N CURVES (R = -1) IN TI-10V-2FE-3AL, P, PRIMARY ALPHA PHASE. SOURCE: REF 31 

 

FIG. 22 FATIGUE CRACK NUCLEATION SITES IN TI-10V-2FE-3AL. P, PRIMARY ALPHA PHASE. SOURCE: REF 
31 

Effect of Texture on Fatigue Life. While beta alloys are considered fairly isotropic due to their body-centered cubic 
structure, the mechanical properties of alpha and alpha-beta alloys can be quite anisotropic. Due to the anisotropy of the 
hexagonal alpha lattice structure and the resulting directionality of mechanical properties in single crystals, polycrystals in 
textured material with high volume fractions of the alpha phase can be quite anisotropic with respect to fatigue 
performance. Because the texture in alpha-beta alloys can be varied to a larger extent than in alpha alloys, the effect of 
crystallographic texture on fatigue behavior has been mainly studied in Ti-6Al-4V (Ref 32, 33, 34, 35). In contrast to 
beta-annealed (fully lamellar) microstructures, which normally have a nearly random texture, various types of textures 
can be developed in the alpha phase of the fully equiaxed and duplex microstructures. 

The four basic types of textures are basal (B), transverse (T), mixed basal/transverse (B/T), and weakly textured (WT). 
These textures are achieved by appropriate TMP, and the S-N curves of fully equiaxed microstructures of Ti-6Al-4V with 
various types of sharp textures are shown in Fig. 23 and 24 (Ref 10). The highest HCF strength, about 725 MPa, was 
obtained by testing the B/T type of texture parallel to the rolling direction (RD). The lowest HCF strength, 580 MPa, was 
measured for a T-type of texture tested perpendicular to RD in the rolling plane (TD). Comparing these results from 
fatigue testing in air (Fig. 23) with those in vacuum (Fig. 24), it is seen that laboratory air acts as a corrosive environment 
for Ti-6Al-4V and that the loss in fatigue strength due to the air environment strongly depends on crystallographic texture 
and loading condition. For example, the drop in fatigue strength is most pronounced for B/T- and T-textures in loading 
directions where higher yield stresses are observed due to the stress axis perpendicular to the basal planes (B/T-TD, T-
TD). This behavior is thought to be due to the stress-corrosion susceptibility of alpha-beta titanium alloys for loading 
directions perpendicular to the basal planes (Ref 36). Compared to fully equiaxed and fully lamellar microstructures, the 
HCF strength of duplex structures is less affected by environment, presumably due to the absence of alpha/alpha phase 
boundaries (isolated αp grains) (Ref 10). The effect of degree of texture can be seen in Fig. 25. A decrease in deformation 
degree for unidirectional rolling at 800 °C from 75 to 60% results in a slight loss of the HCF strength, from 650 to 590 
MPa (Ref 37). 



 

FIG. 23 S-N CURVES IN TI-6AL-4V (AIR). EFFECT OF TEXTURE AND LOADING DIRECTION. B, BASAL; T, 
TRANSVERSE; RD, ROLLING DIRECTION; TD, TRANSVERSE DIRECTION. SOURCE: REF 10 

 

FIG. 24 S-N CURVES IN TI-6AL-4V (VACUUM). EFFECT OF TEXTURE AND LOADING DIRECTION. B, BASAL; T, 
TRANSVERSE; RD, ROLLING DIRECTION; TD, TRANSVERSE DIRECTION. SOURCE: REF 10 



 

FIG. 25 S-N CURVES IN TI-6AL-4V. EFFECT OF DEGREE OF TEXTURE. SOURCE: REF 37 
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Fatigue and Fracture Properties of Titanium Alloys 

High-Cycle Fatigue Strength 

Fatigue limits (or endurance limits) represent the value of stress below which a material can presumably endure an 
infinite number of cycles. For many conditions, fatigue limits may be observed at 107 cycles or more. In other cases, 
however, fatigue limits are not observed. These cases are generally attributed to periodic overstrains or the absence of 
hardening, as with very low oxygen levels (Fig. 26). Also, the absence of a fatigue limit in Ti-6Al-4V alloy can be 
associated with subsurface initiations, especially at cryogenic temperatures (Ref 39). 



 

FIG. 26 EFFECT OF LOW OXYGEN AND YIELD STRENGTH ON TI-6AL-4V FATIGUE LIMITS. SOURCE: REF 38 

About 80 to 90% of HCF life involves the nucleation of surface cracks, which can be greatly influenced by stress 
concentrations (such as corrosion pits or notches) or surface residual stress. These factors are briefly reviewed and 
discussed below, and the next section describes various surface treatments for improved HCF. 

Notch Effects. The HCF strength of wrought Ti-6Al-4V at 107 cycles is typically between about 135 to 275 MPa (20 to 
40 ksi) ranges for notched (Kt = 3) specimens (Fig. 27). The static tensile strength has even less influence on fatigue 
strength for notched specimens than for unnotched specimens (Fig. 28). It should also be noted that fatigue limits of 
unnotched Ti-6Al-4V and other titanium alloys reveal more scatter than quenched-and-tempered low-alloy steels. For 
example, extensive tensile and smooth-bar fatigue testing on Ti-6Al-4V and regression analysis has been performed to see 
if a correlation exists between 107 cycle fatigue strength and yield or tensile strength (Ref 42). In both cases the 
coefficient of correlation was smaller than 0.1, indicating that essentially no correlation exists. This tends to point out an 
important difference between titanium alloys and steels, that the effects of microstructures on fatigue is a more complex 
variable, especially for the different variations of microstructures associated with dual-phase materials such as alpha-beta 
alloys or the solute-lean beta alloys such as Ti-10V-2Fe-3Al. 

 

FIG. 27 NOTCH EFFECTS ON (A) TI-6AL-4V AND (B) TI-10V-2FE-3AL. SOURCE: MIL HDBK-697A, 1974, AND 
REF 40 



 

FIG. 28 NOTCHED AND UNNOTCHED FATIGUE LIMIT OF TI-6AL-4V. 6.35 MM (0.25 IN.) SPECIMENS CUT FROM 
ASROLLED BAR, SOLUTION TREATED AT INDICATED TEMPERATURES, AND COOLED AT VARIOUS RATES 
(FURNACE, AIR, WATER QUENCH). ROTATING-BEAM FATIGUE AT 8000 RPM. FATIGUE LIMITS AT 107 CYCLES 
DETERMINED BY HIGHEST STRESS AMPLITUDE AT WHICH SPECIMENS RAN 107 CYCLES WITHOUT FAILURE. 
REF 41 

Effect of Residual Stress. Surface residual stress can be a predominant factor influencing fatigue, and the residual 
stress effect is most pronounced in the infinite-life stress range of the endurance-limit regime (Fig. 29). Surface residual 
stress is important, but the effect is not simple because of the combined influences of residual stress, cold-worked 
structure, and surface roughness on HCF strength. However, when surface roughness is within a reasonable range of 2.5 
to 5 μm (100 to 200 μin., arithmetic average), residual surface stress can be a more potent indicator of fatigue resistance 
than surface roughness (Ref 43). For many machining and finishing operations, residual stress and surface roughness are 
closely related, which accounts for the traditional correlation between fatigue strength and surface roughness. 

 

FIG. 29 ENDURANCE LIMIT OF TI-6AL-4V VS. RESIDUAL STRESS FROM VARIOUS FINISHING METHODS. AA, 
ARITHMETIC AVERAGE. SOURCE: REF 43 



Effect of Mean Stress on Fatigue Life. It has long been recognized that near-alpha and alpha-beta alloys can be highly 
mean stress sensitive with regard to HCF strength (Ref 44, 45). This so-called anomalous mean stress effect is best seen 
in a Smith diagram where the maximum allowable stress is plotted versus the mean stress (Fig. 30) (Ref 46). At low 
tensile mean stresses, the fatigue performance of duplex structures is markedly inferior to fully lamellar structures in 
TIMETAL 1100. These results confirm earlier work on Ti-6Al-4V (Ref 47). While the exact mechanism for this 
anomalous mean stress sensitivity is still not fully understood, from Ref 46 and 47 the following conclusions can be 
drawn:  

• THE ANOMALOUS MEAN STRESS EFFECT IS CRACK NUCLEATION CONTROLLED.  
• THE ANOMALOUS MEAN STRESS EFFECT IS ALSO PRESENT IN INERT ENVIRONMENTS.  
• BETA-ANNEALED (FULLY LAMELLAR) MICROSTRUCTURES USUALLY DO NOT SHOW 

THIS EFFECT.  
• IN ALPHA-BETA ANNEALED (FULLY EQUIAXED OR DUPLEX) MICROSTRUCTURES, THE 

DEGREE OF THE ANOMALOUS MEAN STRESS SENSITIVITY DEPENDS ON 
CRYSTALLOGRAPHIC TEXTURE AND LOADING DIRECTION.  

New results on TIMETAL 1100 (Ref 48) indicate that the anomalous mean stress sensitivity is absent at elevated 
temperatures (Fig. 30). 

 

FIG. 30 SMITH DIAGRAM OF TIMETAL 1100 AT ROOM AND ELEVATED (600 °C) TEMPERATURE. SOURCE: REF 
46 AND 48 
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Fatigue and Fracture Properties of Titanium Alloys 

Effects of Surface Treatments 

Mechanical surface treatments such as shot peening, polishing, or surface rolling can be used to improve the fatigue life in 
titanium alloys (Ref 49, 50). In most cases, three surface properties are altered:  

• SURFACE ROUGHNESS  
• DEGREE OF COLD WORK OR DISLOCATION DENSITY  
• RESIDUAL STRESSES  

Because fatigue failure represents the sum of both crack nucleation and crack propagation life, the changes induced by 
such treatments can have contradictory influences on the fatigue strength. The surface roughness determines whether 
fatigue strength is primarily crack nucleation controlled (smooth) or crack propagation controlled (rough) (Ref 50). For 
smooth surfaces, a work-hardened surface layer can delay crack nucleation owing to the increase in strength. In rough 
surfaces, the crack nucleation phase can be absent, and a work-hardened surface layer is detrimental to crack propagation 
owing to the reduced ductility (Ref 51). Near-surface residual compressive stresses are clearly beneficial, as they can 
significantly retard microcrack growth once cracks are present (Table 21, Ref 49). 

TABLE 21 EFFECTS OF SURFACE PROPERTIES ON FATIGUE LIFE OF TITANIUM 

SURFACE PROPERTY  CRACK 
NUCLEATION 
EFFECT  

MICROCRACK 
PROPAGATION 
EFFECT  

SURFACE ROUGHNESS  ACCELERATES  NO EFFECT  
DEGREE OF COLD WORK OR DISLOCATION 
DENSITY  

RETARDS  ACCELERATES  

RESIDUAL COMPRESSIVE STRESSES  MINOR OR NO 
EFFECT  

RETARDS  

Source: Ref 49 

It must be kept in mind that the changes induced by mechanical surface treatment are not necessarily stable. In particular:  

• RESIDUAL STRESSES CAN BE REDUCED OR ELIMINATED BY A STRESS-RELIEF 
TREATMENT  

• DEGREE OF COLD WORK (DISLOCATION DENSITY) CAN BE REMOVED BY 
RECRYSTALLIZING  

• SURFACE ROUGHNESS CAN BE REDUCED BY AN ADDITIONAL SURFACE TREATMENT 
(E.G., POLISHING)  



Furthermore, the beneficial residual compressive stresses can be reduced by cyclic plastic deformation (i.e., during fatigue 
loading in service). 

These factors can be taken into account to design surface treatments for titanium alloys that are appropriate to the 
application. For example, Fig. 31 shows a series of S-N curves for Ti-6Al-4V at room temperature and at elevated 
temperature (Ref 52). As a reference condition, an electropolished surface is considered that is free of residual stresses 
and cold work and has a mirror finish. Compared with EP, shot peening (SP) significantly improves the HCF strength at 
room temperature. At elevated temperature, however, SP lowers HCF strength to values below that of the reference 
condition. This can be explained by considering the individual contributions of the surface properties to fatigue life. For 
example, stress relieving (SR) 1 h at 600 °C after SP (SP + SR) decreases the endurance limit of the SP condition at room 
temperature but does not alter the HCF strength at 500 °C. In effect, SR is redundant when cyclic loading occurs at high 
temperature. If the compressive residual stresses were the only mechanism operating, one could conclude that SP cannot 
be used to improve fatigue performance at elevated temperatures. However, an additional surface treatment that reduces 
the surface roughness, in the present case electropolishing (SP + EP), demonstrates that work hardening the surface layer 
can also be exploited to improve HCF strength, irrespective of whether a stress relief treatment is applied (SP + SR + EP) 
or not. The degree of near-surface cold work (dislocation density) is not significantly altered by SR and thus raises the 
HCF strength. 

 

FIG. 31 S-N CURVES (R = 1) FOR TI-6AL-4V WITH A FINE LAMELLAR MICROSTRUCTURE. SP, SHOT PEENED; 
EP, ELECTROPOLISHED; SR, STRESS RELIEVED. (A) ROOM TEMPERATURE. (B) 500 °C. SOURCE: REF 52 

Microcrack growth rates in the conditions SP and SP + SR are compared to the reference EP in Fig. 32. At room 
temperature (Fig. 32a), crack growth is drastically retarded in SP, but it is accelerated in SP + SR as compared to EP. The 
difference in growth rate between curves SP and SP + SR is caused by the residual compressive stresses in SP, while the 



difference between curves SP + SR and EP is related to the high dislocation density in the SP + SR condition. At elevated 
temperature (Fig. 32b), no difference in microcrack growth was measured between curves SP and SP + SR owing to 
residual stress relaxation at that temperature. The inferior performance of SP and SP + SR compared to the reference is 
due to the negative effect of high dislocation densities (low residual ductility) on crack growth resistance (see Table 21). 



 

FIG. 32 MICROCRACK GROWTH IN TI-6AL-4V. SP, SHOT PEENED; EP, ELECTROPOLISHED; SR, STRESS 
RELIEVED. (A) ROOM TEMPERATURE. (B) 500 °C. SOURCE: REF 52 



Thermomechanical Surface Treatments. Surface microstructure of titanium can be tailored or varied to enhance 
fatigue crack initiation resistance at the surface, while still maintaining a bulk interior to meet differing requirements (e.g., 
as in the carburizing of steels). As demonstrated in the following examples, cold working induced by mechanical surface 
treatments can be used to develop a surface microstructure that is different from that in the bulk, thus combining the 
optimum features of both, even in cases where conventional TMP may not be practical, as in thick sections. A distinct 
advantage to be gained by altering the surface microstructure in this way is that such alterations are more stable than those 
induced by mechanical surface treatments alone. 

Surface Treatment of Alpha-Alloys. A mechanical surface treatment in combination with a subsequent 
recrystallization makes it possible to combine the high strengths and endurance limits associated with fine grains with the 
superior long through-crack fatigue crack growth behavior and fracture toughness of the coarse grains. To maximize the 
total fatigue life in thicker sections, fine grains are needed on the surface, where good resistance to crack initiation and 
microcrack growth is critical, and coarse grains are needed in the interior, where they can reduce the driving force to long 
crack growth. In one study, shot peening followed by a heat treatment of 1 h at 820 °C was performed on coarse-grained 
Ti-8.5Al to cold work and recrystallize the surface. The improvement in fatigue limit owing to the fine (20 μm) surface 
grains as opposed to the coarse grains in the bulk (100 μm) was significant, roughly 50 MPa at 350 °C (Fig. 33) (Ref 52). 

 

FIG. 33 S-N CURVES FOR COARSE-GRAINED TI-8.5AL AT 350 °C WITH AND WITHOUT THERMOMECHANICAL 
SURFACE TREATMENT FOR LOCAL GRAIN REFINEMENT. SOURCE: REF 49 

Near-alpha and alpha-beta alloys are often intended for elevated-temperature service (e.g., in gas turbines), so creep 
resistance is an important consideration. On this basis, lamellar microstructures would be preferable. However, these 
microstructures have poor fatigue resistance, particularly in the LCF regime, where surface crack growth determines 
fatigue life. In such cases, a variation in phase morphology between the surface and the core can be obtained by 
mechanically working the surface by shot peening and then heat treating. The improvement in S-N behavior (at high 
temperature) gained by this thermomechanical surface treatment is shown in Fig. 34 for Ti-6242 with a creep-resistant 
lamellar core and a fatigue-resistant fine equiaxed surface layer (Ref 52). 



 

FIG. 34 S-N CURVES FOR TI-6242 AT 550 °C WITH A FINE LAMELLAR MICROSTRUCTURE AND WITHOUT A 
THERMOMECHANICAL SURFACE TREATMENT. SOURCE: REF 49 

Beta Alloys. Both shot peening and surface rolling in combination with specially developed aging treatments have been 
applied to Ti-3Al-8V-6Cr-4Mo-4Zr (Ref 53, 54) to selectively age harden only the surface. This new thermomechanical 
surface treatment shows promise for improving properties of high-strength springs and fasteners. Figure 35 shows the 
near-surface region for shot-peened material both without and with a selective surface aging (SSA) treatment. The high 
strength of the surface increases the fatigue limit to values above those of a conventional bulk aging treatment, while the 
high ductility of the solution-heat-treated (SHT) condition in the interior provides good notched ductility and toughness 
(Ref 49). Fully reversed notched fatigue behavior for this alloy after surface rolling with and without SSA is shown in 
Fig. 35. Rolling alone increases the notched fatigue limit of the SHT condition (expressed as nominal stress times a 
concentration factor) from the low value of 400 MPa to 1100 MPa. Depending on the subsequent aging treatment, the S-N 
behavior can deteriorate slightly (SSA1) or be even further improved (SSA2). These results suggest that the residual 
compressive stresses present in the as-rolled condition are significantly relieved by the SSA1 treatment but not the SSA2 
treatment (Ref 49). 

 

FIG. 35 S-N CURVES FOR TI-3AL-8V-6CR-4MO-4ZR. SSA, SELECTIVE SURFACE AGING; SHT, SOLUTION HEAT 
TREATED. SOURCE: REF 49 

Mechanical surface treatments such as shot peening and surface rolling can be applied alone or in combination with heat 
treatments to obtain optimum properties in mechanically loaded titanium parts. The particular treatment applied should 
reflect the type of alloy (alpha, alpha-beta, or beta) to make use of its characteristic response to heat treatment and/or 
TMP. 
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Fatigue and Fracture Properties of Titanium Alloys 
Fatigue Crack Growth of Titanium Alloys 
J.K. Gregory, Martin-Luther University Halle-Wittenberg 

 

Just as KIc is important for calculating allowable loads in the presence of a flaw, it is also important to estimate remaining 
life when fatigue is one of the primary failure mechanisms. If inspections are regularly performed to detect cracks, as is 
the case in aircraft, fracture mechanics methods can be used to predict residual life and specify inspection intervals, 
providing that fatigue crack growth data are available that correspond to the material and loading conditions appropriate 
to the application. When plotted as da/dN versus ∆K, fatigue crack growth (FCG) rates of titanium alloys generally lie 
between those of steels and aluminum alloys. This results from the use of ∆K to characterize the stress field at the crack 
tip, because K, as a linear elastic fracture mechanics parameter, by nature depends itself on the elastic modulus. It should 
be kept in mind that ∆K is not strictly valid for titanium alloys with a significant volume fraction of alpha grains, because 
the alpha phase is anisotropic, and the derivation of K assumes isotropic elastic behavior. Nonetheless, K is widely used to 
describe crack growth behavior in titanium alloys. Typical FCG behavior for titanium as compared to steel and aluminum 
at a low load ratio is shown in Fig. 36. More so than in steel and aluminum, microstructural variations can significantly 
influence FCG rates and thresholds, but they are more or less pronounced according to specific loading and 
environmental conditions. 



 
FIG. 36 RANGE OF FATIGUE CRACK GROWTH RATES IN TITANIUM ALLOYS, WHICH LIE 
BETWEEN THOSE OF STEELS AND ALUMINUM ALLOYS. SOURCE: REF 55, 56 

The sections below first outline the interaction between microstructure, crack geometry, and load ratio in determining 
FCG and threshold, giving examples for commercial-purity (CP) Ti, near-alpha, alpha-beta, near-beta, and metastable 
beta alloys. FCG is commonly held to be slower in coarse microstructures than in fine microstructures. However, this is 
only true when cracks are long and the stress ratio is low (i.e., less than roughly 0.3). 

The importance of environment is discussed briefly. In general, FCG is more strongly affected by the environment in the 
alpha phase than in the beta phase. The influence of temperature is presented for alloys that are recommended for use at 
high temperatures (near-alpha, alpha-beta, and in some cases metastable beta) and cryogenic temperatures (ELI grades 
with enhanced toughness). Finally, the available data for FCG in weldments are presented and analyzed in terms of 
microstructure and residual stresses. 
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Fatigue and Fracture Properties of Titanium Alloys 

Metallurgical Effects on FCG 

The possible influences of microstructure are specific to the alloy type. For example, in CP Ti or alpha alloys, grain size, 
interstitial (oxygen) content, and cold work can be varied. Figure 37 shows the influence of grain size on FCG at R = 0.07 
for different grades of CP Ti. In general, the higher the oxygen content, the greater the influence of grain size, and vice 
versa (Ref 57). FCG rates in fine-grained material, (i.e., 20-35 μm or ASTM 7-8) are relatively insensitive to oxygen 



content. When grain size is increased to roughly 220 m, or ASTM 1.5, FCG rates not only are significantly lower than 
in fine-grained material, but a higher oxygen content can further lower FCG rates (Ref 57). Cold work would presumably 
cause slightly increased FCG rates by reducing residual ductility. 

 

FIG. 37 INFLUENCE OF GRAIN SIZE ON FATIGUE CRACK GROWTH AT R = 0.07 FOR CP TI WITH VARYING 
OXYGEN CONTENTS. UNDER THESE LOADING CONDITIONS, FATIGUE CRACK GROWTH IS LOWERED BY 
COARSE GRAINS AND INCREASED OXYGEN CONTENT. SOURCE: REF 57 

In near-alpha and alpha-beta alloys, the phase morphology (lamellar vs. equiaxed) is the most important microstructural 
feature (Ref 58, 59). Figure 38 (Ref 59, 60, 61) shows FCG rates at R = 0.1 for Ti-6Al-4V in both mill-annealed and 
coarse lamellar (beta-annealed) conditions. The fine, mill-annealed microstructure exhibits much higher FCG rates than 
the lamellar microstructure, particularly at lower ∆K values. Although this is commonly observed for long-crack data 
measured on standard fracture mechanics specimens, it must be kept in mind that when cracks are small or when 
specimen dimensions are small compared to the length of the crack front, coarse lamellar microstructures exhibit much 
higher FCG rates than fine microstructures (Ref 58). This is discussed below in the section "Small/Short Cracks."  



 

FIG. 38 TYPICALLY FATIGUE CRACK GROWTH RATES FOR TI-6AL-4V IN A LAMELLAR AND FINE EQUIAXED 
CONDITION AND FOR TI-10V-2FE-3AL AND TI-3AL-8V-6CR-4MO-4ZR. FATIGUE CRACK GROWTH RATES TEND 
TO BE LOWER IN LAMELLAR MICROSTRUCTURES THAN IN FINE EQUIAXED MICROSTRUCTURES IN TI-6AL-4V. 

FATIGUE CRACK GROWTH IN NEAR-  AND METASTABLE ALLOYS IS USUALLY SLIGHTLY HIGHER THAN THAT 

OF FINE EQUIAXED (  + ) ALLOYS. SOURCE: REF 59, 60, 61 

When both alpha grains and lamellar regions are present, as in duplex microstructures, FCG rates are intermediate 
between those of fine-grained and fully lamellar microstructures (Ref 62). Oxygen content also influences FCG rates in 
two-phase alloys in the same manner as in CP Ti; however, the effect is so minor as to be easily masked by other 
microstructural changes, presumably because the grain sizes in these alloys are always less than 20 μm. 

As was shown for CP Ti, FCG in fine-grained material is not very sensitive to interstitial content. The difference between 
FCG rates in mill-annealed Ti-6Al-4V in both the standard and ELI grades is roughly a factor of 2 (Ref 63). 

In near-beta and metastable beta alloys, grain size, the degree of age-hardening, and amount of cold work are possible 
microstructural parameters to be considered. The few data available suggest that FCG in these alloys is insensitive to 
grain size and degree of cold work (or residual deformation from hot working). Age hardening has only a minor influence 
on FCG (Ref 60, 61). Figure 38 shows typical FCG rates for the near-beta and metastable beta alloys Ti-10V-2Fe-3Al and 
Ti-3Al-8V-6Cr-4Mo-4Zr, respectively. FCG rates are slightly higher than those of fine-grained near-alpha and alpha-beta 
alloys. This is partially because of the slightly lower elastic modulus of the beta matrix, which tends to shift FCG curves 
to lower ∆K values. Although significantly lower FCG rates have been reported for Ti-10V-2Fe-3Al which was solution 
heat treated with no subsequent aging cycle (Ref 60), this condition exhibits virtually nil ductility and very poor fracture 
toughness. 



In CP-Ti and in near-alpha and alpha-beta alloys, a preferred crystallographic orientation, or texture in the alpha phase, 
can affect FCG. A preferred orientation in the alpha phase can be indirectly assessed by measuring the elastic modulus. In 
commercial alloys, values of roughly 100 GPa indicate that few basal planes are loaded in tension, while values as high as 
130 GPa can be found when many basal planes are loaded in tension. Normally, a higher elastic modulus is expected to 
lower FCG rates at a given ∆K. However, a high proportion of basal planes in the crack plane leads to more rapid crack 
growth in CP Ti (Ref 64) and alpha-beta alloys (Ref 65, 66), because cleavage is the preferred mode of crack advance on 
these planes. Figure 39 shows FCG rates in air for Ti-6Al-4V in a fine equiaxed condition (alpha grain size of 1-2 μm) 
loaded parallel and perpendicular to the basal planes. It was noted in Ref 66 that this texture effect is absent in vacuum, 
and in Ref 65 that an influence of texture becomes more pronounced in a salt water environment, suggesting that the 
acceleration mechanism is related to environment. For near-beta and metastable beta alloys, little data are available 
regarding the effect of texture on FCG. Where different sample orientations in rolled plate have been investigated, 
virtually no difference in FCG behavior has been found, suggesting that the influence of texture is negligible (Ref 67). 

 

FIG. 39 INFLUENCE OF TEXTURE ON FATIGUE CRACK GROWTH IN TI-6AL-4V. FATIGUE CRACK GROWTH 
RATES ARE HIGHER WHEN BASAL PLANES ARE LOADED IN TENSION. THE ELASTIC MODULUS IN TENSION FOR 
THE BASAL TEXTURE (B) IS 109 GPA; FOR THE TRANSVERSE TEXTURE (T), 126 GPA. THE YIELD STRESS IS 
ROUGHLY 1150 MPA FOR BOTH. TD, TRANSVERSE TEXTURE TESTED PERPENDICULAR TO THE ROLLING 
DIRECTION. SOURCE: REF 66 
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Fatigue and Fracture Properties of Titanium Alloys 

Fatigue Fracture Modes 

A wide variety of characteristic features on fracture surfaces have been observed, and they depend on both the underlying 
microstructure and loading and environmental conditions. Crack advance can proceed through the alpha phase by a 
structure-insensitive striation-forming mechanism (i.e., one that involves plastic deformation, or structure-sensitive 
faceted fracture, which produces cleavage-like facets, Ref 64, or cyclic cleavage, Ref 68). In the latter case, the facets are 
identical to those produced by cleavage during fast fracture. However, while conventional cleavage during FCG in 
titanium is associated with high FCG rates and salt water environments, two conditions must generally be met in order to 
observe cyclic cleavage: the principal tensile stress must be within 50° of the normal to the basal plane, and the FCG rates 
must be sufficiently low (Ref 64). For this purpose, FCG rates are considered low if the calculated cyclic plastic zone size 
is comparable to the alpha grain size (Ref 69, 70). When the tensile axis lies almost in the basal plane, cleavage and/or 
cyclic cleavage does not occur, and striations whose spacing correlates reasonably well with measured FCG rates can be 
found in alpha grains. 

Titanium alloys that contain both alpha and beta phases can consist of alpha grains with the beta phase at grain boundary 
triple points ("equiaxed" or "mill annealed"), consist of alpha grains separated by lamellar regions ("duplex"), or be fully 
lamellar ("transformed beta"). The alpha grains can give rise to fracture surface features, as previously described. 
Depending on the orientation of the lamellar packets, lamellar regions can either exhibit parallel markings that can 
potentially be mistaken for striations (Ref 71) or cause "blocky" fracture (Ref 70). The latter results from the tendency for 
cracks to propagate alternately along the basal planes of the alpha lamellae or between the lamellae. This blocky fracture 
has an asperity height that is comparable to the lamellar packet size and therefore corresponds to a high degree of out-of-
plane cracking. Because duplex microstructures contain both alpha grains and lamellar regions, which themselves can 
have various orientations relative to the loading axis, they also exhibit complex fatigue fracture surfaces (Ref 70). By 
comparison, the near-beta and metastable beta alloys have simple fracture modes. If material is in the solution-heat-
treated condition, planar slip in the beta phase can cause a high roughness that is comparable to the grain size, as well as 
slip traces on the fracture surface. If material has been age hardened, fatigue fracture is transgranular with a very low 
degree of roughness, presumably because no microstructural features are present that can cause the crack to deviate from 
the macroscopic plane (Ref 72). 
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Fatigue and Fracture Properties of Titanium Alloys 

Metallurgical Effects on Threshold 

The threshold stress-intensity factor, ∆Kth, measured at low R-ratios is strongly dependent on microstructure in titanium 
alloys that consist primarily of the alpha phase. An increase in grain size combined with an increased oxygen content can 
cause higher thresholds in CP Ti and alpha alloys. The highest thresholds are observed in lamellar microstructures for 
near-alpha and alpha-beta alloys, as well as the beta-eutectoid alloy Ti-2.5Cu (which consists of alpha plus a mixture of 
alpha and Ti2Cu rather than alpha plus beta). Low threshold values of roughly 3 MPa m are found in age-hardened 
metastable beta alloys. Thresholds are slightly higher for material in the solution-heat-treated condition. Table 22 shows 
values for threshold ∆K for several alloys in various microstructural conditions, tested in air at different R-ratios. Because 
most of the older available data were gathered prior to any general agreement regarding the measurement of ∆Kth, values 
of ∆K measured at FCG rates of 10-9 m/cycle are given. 

TABLE 22 ∆K AT 10-9 M/CYCLE FOR FATIGUE CRACK GROWTH IN TITANIUM IN AIR 

ALLOY  CONDITION(A)  R-
RATIO  

FREQUENCY, 
HZ  

∆K, 
MPA m   

REF  

0.07  130  5.3  57  
0.35     4.3     

TI115  D  35 M  

0.7     4.0     
0.07  130  9.0  57  TI115  D  230 M  
0.7     5.0     

TI130  D  40 M  0.07  130  6.0  57  
      0.35     5.0     
      0.7     4.3     

0.07  130  6.0  57  
0.35     4.3     

TI155  D  20 M  

0.7     4.0     
0.07  130  10.0  57  
0.35     8.0     

TI155  D  210 M  

0.7     6.0     
0.1  25  6.5-8.0  73  IMI 834  DUPLEX, 5-25% , D  16-22 M  
0.7     3.5-5.0     

DUPLEX, 40%  0.1  50  9.6  74  TI 1100  

BASKET WEAVE, PRIOR > 1 MM  0.1     11.0     
0.1  10  5.0  75  EQUIAXED, D  20 M  
0.7     2.3     
0.1     22.0     

TI-2.5CU  

LAMELLAR, LP 300 M, LW 30 M  
0.7     8.0     

EQUIAXED, D  12 M  0.3  30  6.5  76  

DUPLEX, D  7 M  0.3  30  6.0     
0.1  20  8.0     
0.3  30  7.1     

TI-6AL-4V  

FINE LAMELLAR, LP 40 M, LW 2 M  

0.75  20  6.0     



EQUIAXED, D  6 M  0.1  30  6.0  77  

DUPLEX, D  25 M        8.0     
FINE LAMELLAR, LP 100 M,        6.0     

TI-6AL-4V  

LW 1 M        8.0     
   COARSE LAMELLAR, LP 100 M, LW 1 

M  
            

TI-10V-2FE-3AL  ALMOST ALL  0.1  40  2.3-4  59  
BETA-CEZ  ALMOST ALL  0.1  . . .  4-5  78  

AS-SOLUTION HEAT TREATED  0.1  10  4-5  72  TI-3AL-8V-6CR-4MO-
4ZR  SOLUTION TREATED AND AGED  0.1     3-4      

(A) D , GRAIN SIZE; LP, LAMELLAR PACKET SIZE; LW, LAMELLAR WIDTH  
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Influence of Stress Ratio 

When comparing FCG data, in particular thresholds, care should be taken to ensure that the stress ratios are identical. The 
high-threshold ∆K values measured at low R-ratios are not intrinsic material constants, but rather extrinsic parameters 
(i.e., they depend on the geometry of the crack relative to the sample size). In titanium, the extrinsic contribution to ∆Kth 
is primarily caused by roughness-induced crack closure (Ref 79). As the R-ratio increases, threshold ∆K values for all 
alloys and microstructures converge to a value of about 2 MPa m , independent of composition and/or metallurgical 
factors. Figure 40 shows the scatterband from Ref 56, showing the influence of R-ratio on measured threshold for various 



alloys and microstructural conditions. Also shown on this diagram are the ∆K values corresponding to FCG rates of 10-9 
m/cycle from Table 22. 

 

FIG. 40 THRESHOLD ∆K VALUES FROM REF 56 TOGETHER WITH ∆K AT 10-9 M/CYCLE FROM REF 57, 59, 72, 
73, 74, 75, 76, 77, AND 78AS A FUNCTION OF R-RATIO. WIDELY DIFFERING VALUES AT LOW R-RATIO 
CONVERGE TO ROUGHLY 2 MPA m  AS R-RATIO INCREASES. 

If the extrinsic contribution of ∆K that is related to closure is subtracted from the applied ∆K, the effective stress intensity 
that drives FCG, ∆Keff, is obtained. For numerical modeling of FCG rates, this ∆Keff is considerably more useful than the 
applied ∆K. For example, the FCG rates at R-ratios ranging from 0.7 to -5.0 in a duplex microstructure of Ti-6Al-4V were 
found in Ref 68 to be brought into coincidence very well when plotted as da/dN versus ∆Keff, where ∆Keff was empirically 
calculated as: ∆Keff = 1.63/(1.73 - R) ∆K. 
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Fatigue and Fracture Properties of Titanium Alloys 

Small/Short Cracks 

The behavior of small cracks under cyclic loading is particularly important for parts that experience high-frequency 
fatigue, such as turbine blades and vanes. Of special significance for service is the fact that the high-threshold ∆K values 
obtained on standard fracture mechanics specimens are not necessarily applicable to small or short cracks. In fact, any 
metallurgical changes that decrease FCG rates in standard specimens tend to increase them in small crack specimens. For 
example, in Ti-6Al-4V, the most rapid FCG rates for small cracks are observed in coarse lamellar microstructures, and the 
lowest FCG rates are observed in fine-grained or duplex microstructures. Fine lamellar microstructures exhibit 
intermediate FCG rates (Ref 77). Figure 41 shows an example of this effect, comparing the near-alpha alloy IMI 685, 
which has an aligned lamellar microstructure, with the fine-grained alpha-beta alloy IMI 318. This discrepancy between 
FCG in long versus short cracks arises because in short cracks, the contribution to the extrinsic threshold owing to closure 
is small, leaving only the intrinsic threshold, which is determined primarily by the density of microstructural barriers to 
crack propagation, namely grain or lamellar packet boundaries (Ref 77). This is depicted schematically for various 
specimen geometries as relationships between grain size and crack front in Fig. 42. As short cracks grow, asperities in the 
crack wake combine with shear ahead of the crack tip to develop closure effects that prevent the crack from experiencing 
the complete range of the applied ∆K. In situ measurements using laser interferometry on a model alloy, Ti-8Al, have 
demonstrated that a minimum of roughly 2 mm in length measured as the surface trace is required for a crack to have 
developed closure behavior comparable to that of a crack in a standard specimen (Ref 81). These data are shown in Fig. 
43 as closure level as a function of crack length. Empirical correlations in IMI 685 having a coarse aligned lamellar 
microstructure showed that lengths of 3.5 mm are necessary in order for short corner cracks to behave as long cracks (Ref 
82). Hence, surface cracks can be expected to exhibit higher FCG rates than long cracks at low R-ratios if the depth is less 
than several millimeters. It has been suggested that FCG testing on standard specimens can be performed in lieu of the 
more difficult small crack experiments if data are obtained on long crack specimens at a sufficiently high R-ratio (Ref 83). 
However, R-ratios greater than 0.7 are required in order to reasonably reproduce small crack data for lamellar (Ref 75) 
and duplex two-phase (Ref 73) microstructures. Furthermore, if the crack size is comparable to the microstructural unit 
size, the validity of ∆K can be doubtful, because the material cannot be considered a continuum. 



 

FIG. 41 FATIGUE CRACK GROWTH RATES FOR THE NEAR-  ALLOY IMI 685 HAVING AN ALIGNED LAMELLAR 

MICROSTRUCTURE AND THE FINE-GRAINED -  ALLOY IMI 318. LAMELLAR MICROSTRUCTURES EXHIBIT 
LOWER FATIGUE CRACK GROWTH RATES THAN FINE MICROSTRUCTURES IF LONG THROUGH-CRACKS ARE 
CONSIDERED, BUT HIGHER FATIGUE CRACK GROWTH RATES WHEN SMALL/SHORT CRACKS ARE 
CONSIDERED. SOURCE: REF 80 

 

FIG. 42 SCHEMATIC RELATIONSHIP BETWEEN GRAIN SIZE AND (A) CYLINDRICAL SPECIMENS WITH A SMALL 



SURFACE CRACK AND (B) THIN STANDARD C(T) SPECIMENS. HERE THE HIGH DENSITY OF GRAIN 
BOUNDARIES HINDERS CRACK GROWTH. (C) FOR THICK STANDARD C(T) SPECIMENS, THIS EFFECT IS 
OVERCOMPENSATED BY ROUGHNESS-INDUCED CRACK CLOSURE CAUSED BY THE LARGE ASPERITY HEIGHT. 

 

FIG. 43 CONTRIBUTION OF ∆K TO CLOSURE FOR SMALL CRACKS IN TI-8AL AS A FUNCTION OF CRACK 
LENGTH. CLOSURE LEVELS (KIC) COMPARABLE TO THOSE OF LONG CRACKS ARE ACHIEVED AT A LENGTH OF 
APPROXIMATELY 2 MM. SOURCE: REF 81 
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Fatigue and Fracture Properties of Titanium Alloys 

Environmental Effects 

For titanium alloys, air must be considered an aggressive environment. Compared to FCG rates in vacuum or inert gas, 
FCG is much faster for CP Ti (Ref 57), near-alpha (Ref 84, 85) and alpha-beta alloys (Ref 65, 66, 86, 87) when tested in 
air. Both oxygen and hydrogen are elements with which titanium can readily react under ambient conditions. The 
accelerating effect of air on FCG has been attributed to residual moisture (Ref 66, 88), which is thought to oxidize the 
fresh titanium surface and release hydrogen, resulting in local embrittlement (Ref 84, 88). At a given frequency, FCG 
rates increase as the environment becomes more aggressive. In particular, liquids that contain halide ions, which can 
destroy the protective oxide layer of titanium, have been identified as being extremely detrimental to FCG resistance. A 
variety of aggressive environments were investigated in Ref 86 and demonstrate that FCG rates in solutions that contain 
Cl- or I- ions are up to 10 times faster than in distilled water (Fig. 44). 

 

FIG. 44 FATIGUE CRACK GROWTH RATES FOR TI-6AL-4V IN VARIOUS LIQUID ENVIRONMENTS. WATER IS 
AGGRESSIVE COMPARED TO AIR, AND A HIGH CONCENTRATION OF HALIDE IONS CAUSES RAPID FATIGUE 
CRACK GROWTH RATES. SOURCE: REF 86 

Although air is an aggressive environment for titanium alloys with a large fraction of the alpha phase, the loading 
frequency does not have a pronounced effect on FCG rates under ambient conditions. In more aggressive environments, 
the effect of loading frequency becomes significant. In Ref 89, environments were classified into three groups according 
to the possible influence of loading frequency. These are shown schematically in Fig. 45. In nominally inert environments 



such as vacuum, helium, argon, or air, FCG rates in titanium exhibit little or no effect of frequency (Fig. 45a). In liquids 
such as methanol, a "normal" frequency effect is found, in that higher FCG rates are found at lower frequencies (Fig. 
45b). In halide-containing solutions such as salt water, "cyclic SCC" with a characteristic discontinuity in the da/dN-∆K 
curve is found (Fig. 45c). The lower the loading frequency, the lower the ∆K value at which the discontinuity is observed, 
where the limiting value is such that Kmax = KIscc. This observation is valid for near-alpha and alpha-beta alloys for which 
KIscc is significantly lower than KIc. For near-beta and metastable beta alloys, no significant acceleration in FCG was 
found in aqueous 3.5% salt solutions as compared to air (Ref 72), and, equivalently, no effect of loading frequency in salt 
water has been observed (Ref 72, 90). 

 

FIG. 45 INFLUENCE OF LOADING FREQUENCY ON FATIGUE CRACK GROWTH FOR THREE CLASSES OF 
ENVIRONMENTS (SCHEMATIC). (A) LITTLE OR NO EFFECT OF FREQUENCY, AS IN VACUUM, INERT GAS, OR 
AIR. (B) FATIGUE CRACK GROWTH INCREASES WITH DECREASING FREQUENCY, AS IN METHANOL. (C) CYCLIC 
STRESS-CORROSION CRACKING EFFECT, AS IN SALT WATER. SOURCE: REF 89 
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Fatigue and Fracture Properties of Titanium Alloys 

Temperature Effects 

As temperature is increased, the mechanical properties of titanium alloys change in that yield stress and elastic modulus 
decrease. The tendency to react with the environment, most importantly the degree of oxidation, becomes much more 
pronounced. Titanium hydrides, which can form in the alpha phase and cause rapid FCG, are less stable at elevated 
temperature (Ref 91). Thus, at high temperatures, FCG rates depend on both environment and frequency. 

Near-alpha alloys intended for use up to 550 °C (1020 °F) have been the most frequent subjects of investigation. One 
unusual effect found is that at slightly elevated temperatures (i.e., at 150 °C, or 300 °F), FCG rates are lower than at room 
temperature (Ref 92). This is presumably related to the fact that needle-like hydrides that can form ahead of the crack tip 
are less stable at the higher temperature, so that FCG behavior actually improves. At still higher temperatures, FCG rates 
increase again so that at 260 to 300 °C (500 to 570 °F), behavior similar to that at room temperature is found for both long 
(Ref 93) and short (Ref 94) cracks. At still higher temperatures, between 400 to 650 °C (750 to 1200 °F), FCG rates are 
significantly higher than those measured under ambient conditions for ∆K values of up to approximately 25 MPa m  (Ref 
94, 95). An example of the magnitude of this influence is shown in Fig. 46(a). The temperature influence in near-alpha 
alloys cannot be rationalized using only simple mechanics considerations. Attempts to correlate FCG data obtained at 
different temperatures, using an elastic-plastic parameter similar to a crack-tip opening displacement (CTOD) calculated 
as (∆K)2/Eσy, have not been successful, as demonstrated in Fig. 46(b). This is likely to result from the facts that elastic 
modulus does not have the effect on FCG in the alpha phase that would normally be expected and that the anisotropy of 
slip and fracture (cleavage vs. striations) can change with temperature. In general, microstructures that exhibit lower FCG 
rates at room temperature also exhibit lower FCG rates at elevated temperature (Ref 74). This is shown in Fig. 47 for long 
cracks in Ti-1100 having both a basket weave and a duplex microstructure. These data also show the substantial decrease 
in threshold ∆K caused by the high temperature. 



 

FIG. 46 FATIGUE CRACK GROWTH IN BETA-PROCESSED TI-1100 AT 23, 593, AND 650 °C. (A) DA/DN-∆K. (B) 
THE SAME DATA PLOTTED AS DA/DN VS. (∆K)2/EσY. THE CORRELATION WITH A CTOD-LIKE PARAMETER DOES 
NOT HOLD WELL FOR THE HIGHLY ANISOTROPIC -PHASE, BECAUSE THE DEPENDANCE OF FATIGUE CRACK 
GROWTH ON ELASTIC MODULUS IS COMPLEX. SOURCE: REF 95 

 

FIG. 47 FATIGUE CRACK GROWTH RATES AT ROOM TEMPERATURE AND AT 600 °C FOR TI-1100 IN TWO 
MICROSTRUCTURAL CONDITIONS. MICROSTRUCTURAL DEPENDENCIES FOUND AT ROOM TEMPERATURE 
GENERALLY HOLD AT ELEVATED TEMPERATURE. SOURCE: REF 74 



Although the metastable beta alloys are not intended for elevated-temperature service as monolithic materials (the upper 
limit for the service temperature is approximately 350 °C), FCG in laminates of β21S has been investigated owing to 
interest in this alloy as a potential matrix material for composites with boron-type filaments at up to 760 °C (Ref 96). 
While FCG rates at room temperature and 482 °C are similar, temperatures greater than 650 °C (1200 °F) cause both 
substantial increases in FCG rate and decreases in threshold (Fig. 48a). At these temperatures, the ductility is so high that 
linear elastic fracture mechanics is not applicable, and elastic-plastic fracture mechanics parameters must be used. In 
contrast to the near-alpha alloys, data obtained at various temperatures could be correlated reasonably well using 
(∆K)2/Eσy (Ref 92), as shown in Fig. 48. 

 

FIG. 48 FATIGUE CRACK GROWTH IN LAMINATES OF -21S AT VARIOUS TEMPERATURES BETWEEN 23-760 
°C. (A) DA/DN- K CURVES. (B) DATA AT 23-482 °C PLOTTED AS DA/DN VS. ( K)2/E Y. THE CORRELATION 

USING THE CTOD-LIKE PARAMETER IS GOOD FOR THE BCC PHASE. SOURCE: REF 96 

At low temperatures, many materials become brittle as plastic deformation becomes more difficult. Titanium hydrides are 
thermodynamically more stable at low temperatures; however, diffusion becomes less rapid (Ref 91). Hence, FCG rates at 
low temperatures depend on environment as well as on internal hydrogen content. Although titanium alloys that consist 
primarily of the alpha phase do not exhibit the pronounced ductile-to-brittle transitions common to steels, low-
temperature applications usually specify the ELI grades of titanium, because they have higher toughness than their 
conventional counterparts. This is particularly true for applications at cryogenic temperatures. Hence, FCG data at very 
low temperatures tend to be available only for these alloys. Both Ti-5Al-2.5Sn (ELI) (Ref 97) and the compositionally 
similar alloy VT5-1ct (Ref 98) exhibit FCG rates at cryogenic temperatures (20 and 11 K, respectively), very similar to 
those at room temperatures at ∆K values of up to 40 MPa m . At higher ∆K values, the significantly reduced fracture 
toughness at the low temperature causes the transition from the linear regime to the fast fracture regime to shift to lower 
values of ∆K in the da/dN-∆K curve. This can be seen in Fig. 49 as scatterbands for Ti-5Al-2.5Sn (ELI). A similar result 
was obtained at R = 0.5 (Ref 97). While Ref 97 tested at room temperature in air and at low temperature in liquid 
hydrogen, Ref 98 determined the influence of temperature and environment by measuring FCG in both air and vacuum. 
Taking FCG under ambient conditions as a baseline, da/dN was significantly reduced and the threshold ∆K increased 
from roughly 7 to 15 MPa m  when tested in vacuum, irrespective of whether the temperature was 93 or 293 K. 
Environment can thus be said to be far more important than low temperature, at least for these alloys. 



 

FIG. 49 COMPARISON BETWEEN FATIGUE CRACK GROWTH AT ROOM TEMPERATURE IN AIR AND AT 20 K IN 
LIQUID HYDROGEN FOR TI-5AL-2.5SN TESTED AT R = 0.05, SHOWN AS SCATTERBANDS. THE REDUCED 
FRACTURE TOUGHNESS AT 20 K CAUSES THE TRANSITION TO THE FAST FRACTURE RANGE TO SHIFT TO 
LOWER K VALUES. SOURCE: REF 97 

In metastable beta alloys, distinct ductile-to-brittle transitions have been observed and have been found to shift to higher 
temperatures as internal hydrogen content is increased (Ref 99). This is to be expected from the body-centered cubic beta 
phase and should be kept in mind when these alloys are considered for service at low temperatures. The influence of 
decreasing temperature on FCG rates in the binary alloy Ti-30Mo depend in a complex manner on internal hydrogen 
content (Ref 100). For a low (22 wt ppm) hydrogen content, comparable to that of commercial metastable beta alloys, 
FCG at 123 K was slightly lower than at 340 K (Fig. 50). At 190 and 233 K, FCG rates were lower than those at 123 K by 
roughly a factor of 2. At a high (1200 wt ppm) internal hydrogen content, FCG rates were more rapid at 123 K than at 340 
K by about a factor of 3. The effects of temperature and/or hydrogen content were more pronounced at FCG rates lower 
than 10-9 m/cycle. The contribution of closure to ∆K in the near-threshold regime was found to be favored by ductility; 
hence, high hydrogen contents and low temperatures reduce the extrinsic contribution to threshold. 



 

FIG. 50 COMPARISON BETWEEN FATIGUE CRACK GROWTH AT 340 AND 123 K FOR TI-30MO WITH BOTH A 
LOW (22 WT PPM) AND A HIGH (1200 WT PPM) HYDROGEN CONTENT (AFTER REF 100). THE TEMPERATURE 

DEPENDENCE OF FATIGUE CRACK GROWTH IN THE PHASE DEPENDS ON THE INTERNAL HYDROGEN 
CONTENT. SOURCE: REF 100 
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Fatigue and Fracture Properties of Titanium Alloys 

Weldments 

In all types of titanium alloys, microstructures in the fusion zone and in the heat-affected zone can be completely different 
from that in the base metal. Grain coarsening can occur in CP Ti, near-alpha, alpha-beta, near-beta, and metastable beta 
alloys. In near-alpha and alpha-beta alloys, the temperature excursion above the beta transus results in lamellar 
microstructures. In metastable beta alloys, alpha precipitates can form, coarsen, or be dissolved, depending on the local 
time-temperature cycle. Owing to the reactivity of titanium with oxygen, great care must be taken to prevent oxygen take-
up during welding, which can influence FCG rates as well as other mechanical properties. Finally, the rapid cooling rates 
from elevated temperatures cause residual stresses, which when superposed on applied stresses can have a great influence 
on FCG rates. 

In grade 2 CP Ti, closure levels are significantly higher in weld metal than in the base metal (Ref 101), which is attributed 
to an increase in grain size. Experimental determination of FCG rates in various weldments of near-alpha and alpha-beta 
alloys (Ref 102, 103, 104, 105) using C(T) specimens have shown that FCG in the fusion or heat-affected zone is always 
much lower than in the untreated base metal, whether welding was done by gas-tungsten arc (Ref 102, 105), electron 
beam (Ref 104), or laser beam (Ref 103). An example is shown in Fig. 51 for crack orientations parallel and 
perpendicular to the welding direction. While a change in microstructure from mill-annealed (Ref 102) or duplex (Ref 
104) to fine lamellar could qualitatively rationalize the improved FCG resistance when FCG is parallel to the weld, FCG 
in weldments is in fact more strongly dependent on residual stresses than on microstructure. On the one hand, the 
threshold ∆K values obtained at the low R-ratios of 0 or 0.1 lie between 15 and 20 MPa m , which is significantly higher 
than the values of 8 to 12 MPa m  commonly observed in these alloys. On the other hand, the measurement (Ref 105) or 
elimination of residual stresses by a postweld heat treatment (Ref 103, 104), as well as the testing of FCG in weldments 
for cracks normal to the weld (Fig. 51b), unambiguously demonstrate the importance of residual stresses. Independent of 
orientation, a stress relief treatment of 4.5 h at 625 °C (1160 °F) caused FCG rates in weldments to increase almost to 
those of the base metal (Fig. 51). Furthermore, the retardation in FCG rates found for cracks normal to the weld (Fig. 51b) 
cannot be explained solely by microstructure. 



 

FIG. 51 FATIGUE CRACK GROWTH IN LASER BEAM WELDMENTS OF TI-6AL-4V BOTH WITHOUT AND WITH A 
POSTWELD STRESS RELIEF TREATMENT OF 4.5 H AT 625 °C (1160 °F). (A) FATIGUE CRACK GROWTH 
PARALLEL TO WELD. (B) FATIGUE CRACK GROWTH PERPENDICULAR TO WELD. THESE DATA SUGGEST THAT 
RESIDUAL STRESSES IN THE WELDMENT CONTRIBUTE TO LOW FATIGUE CRACK GROWTH RATES AND/OR 
HIGH THRESHOLDS. SOURCE: REF 103 

FCG data for the metastable beta alloy Ti-15V-3Cr-3Al-3Sn can be interpreted similarly, in part because FCG in these 
alloys is so insensitive to microstructure. Aging treatments of either 8 h at 480 °C or 8 h at 510 °C were performed after 
gas-tungsten arc welding, resulting in a factor-of-2 increase in FCG rate at ∆K values greater than 20 MPa m  over the 
as-welded condition (Ref 106). The FCG behavior of the postweld heat-treated material is almost identical to that of 
conventionally aged material, suggesting that the lower FCG rates in the as-welded condition could also conceivably be 
caused by residual stresses. 
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Introduction 

NICKEL-BASE SUPERALLOYS have been in continuous use since the late 1930s, when the Nimonic alloys were 
introduced in the first jet aircraft engines (Ref 1). Some authors consider superalloys to have been developed by Wilhelm 
Rohn in Germany in the 1920s and 1930s (Ref 2). These nickel-iron-chromium alloys were developed primarily for heat 
and corrosion resistance and were an early application of vacuum induction melting (Ref 3). Nonetheless, the vast 
majority of use by tonnage of nickel-base superalloys is found in turbines both for aerospace applications and for land-
based power generation. These applications require a material with high strength, good creep and fatigue resistance, good 
corrosion resistance, and the ability to be operated continuously at elevated temperatures. 

Nickel-base superalloys are used primarily in turbine blades (called "buckets" in land-based power turbines), turbine 
disks, burner cans, and vanes. The operating temperatures of these components range from the relatively mild temperature 
of 150 °C (300 °F) up to almost 1500 °C (2730 °F). Additionally, several components experience large temperature 
gradients; for example, turbine disks range from 150 °C (300 °F) at the center to 550 °C (1020 °F) at the rim where the 
blades are attached. In addition to the high temperatures they must endure, the blades are also subject to an extremely 
corrosive environment--namely, the products of combustion. The primary loading, which results mainly from centripetal 
acceleration of the rotating blades and disk, in conjunction with the high temperature, leads to creep deformation. Finally, 
fatigue cycles result from each engine startup and shutdown as the load changes from zero to maximum and back to zero. 
For some military engines, thrust settings are varied so greatly that they can also be considered as a fatigue cycle. 

Turbine components thus experience thermomechanical loading and fatigue as well as creep-fatigue interactions. The 
good combination of strength and toughness, as well as an unusual yield behavior (in which the yield strength increases 
with increased temperature up to about 700 °C, or 1290 °F), continues to make nickel-base superalloys the material of 
choice for high-performance, high-temperature applications. 

Other uses, both actual and proposed, for nickel-base superalloys include:  

• CRYOGENIC APPLICATIONS, SUCH AS THE COMPRESSOR SECTION OF LIQUID ROCKET 
ENGINES  



• AIRFRAME SKINS FOR HIGH-SPEED AIRCRAFT AND REENTRY VEHICLES  
• SUPERCONDUCTING APPLICATIONS  

Polycrystalline superalloys, although still being developed, are nevertheless quite well understood and will be covered 
only briefly. The interested reader should consult several other comprehensive reviews (Ref 4, 5, 6, 7). This article will 
cover fracture, fatigue, and creep of nickel-base superalloys, with additional emphasis on directionally solidified and 
single-crystal applications. 
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Physical Metallurgy 

The microstructure of nickel-base superalloys has a profound effect on their performance. Fortunately, their 
microstructure is quite simple--consisting of a solid-solution-strengthened austenitic face-centered cubic (fcc) matrix, 
coherent intermetallic precipitates with an L12 crystal structure, along with carbides and other phases occurring either in 
the matrix or at grain boundaries (Ref 8). This microstructure can be significantly influenced by appropriate 
thermomechanical treatments and composition modifications to create specific microstructures that are resistant to creep, 
oxidation/corrosion, fatigue crack propagation, and so forth. Compositional modifications are made to affect the 
microstructure, improve castability of single-crystal and directionally solidified components, enhance various mechanical 
properties, and decrease susceptibility to environmental attack. These compositional modifications can be quite complex: 
The dichotomy between an elegant, simple microstructure and a rather complex composition is quite striking. 

Although nickel-base superalloys are strengthened by both precipitates and solute atoms, an extensive treatment of these 
strengthening mechanisms is beyond the scope of this article. Instead, they will be discussed only as they pertain to 
fracture, fatigue, and creep. Precipitation hardening of nickel-base superalloys has been exhaustively studied and has an 
elegant fundamental basis. For more detailed information on strengthening mechanisms in nickel-base superalloys, 
consult Ref 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, and 19. 

Phases 

The microstructure of nickel-base superalloys consists primarily of the following phases:  



• AUSTENITIC MATRIX, USUALLY CALLED  
• COHERENT INTERMETALLIC PRECIPITATES, USUALLY CALLED '  
• CARBIDES  
• BORIDES  
• TOPOLOGICALLY CLOSE-PACKED (TCP) PHASES  

Early superalloys had volume fractions of 30 to 40% γ'; more modern superalloys have volume fractions of up to 75%. 

Austenitic Matrix. The γ matrix, as stated before, has an fcc crystal structure that can contain solute elements, thereby 
giving rise to solid-solution strengthening. Typical of solid-solution strengthening, the degree of strengthening 
corresponds to the difference in atomic size between the base material and the substitutional atoms. Chromium, 
molybdenum, and tungsten have all been observed to be strong solid-solution strengtheners, whereas others, including 
cobalt, iron, titanium, and aluminum, have only minor strengthening effects (Ref 20, 21). Both groups of solid-solution 
elements have been noted to have atomic sizes that vary from nickel by 1 to 13% (Ref 21). Finally, some of these alloying 
elements serve to increase the flow stress of the alloy as a whole by decreasing the stacking fault energy of the matrix, 
thereby reducing cross-slip of dislocations (Ref 21). Quantitative estimates of the increase in flow stress are given in Ref 
22 and 23. 

The ' precipitates possess a nominal Ni3Al composition and have an L12 crystal structure, often referred to as a 
derivative fcc structure. The aluminum atoms assume corner positions and the nickel atoms assume the face positions, as 
shown in Fig. 1. As with the matrix, element substitutions do occur. In fact, γ' is often referred to as (Ni,Co)3(Al,Ti) 
instead of Ni3Al. The precipitates play a crucial role in strengthening nickel-base superalloys. Additionally, their unusual 
yield behavior imparts an unusual yield behavior to the entire alloy. (Recall that Ni3Al has a yield strength that increases 
with temperature up to about 700 °C, or 1290 °F, and then decreases with increasing temperature.) 

 

FIG. 1 UNIT CELL FOR NI3AL. VARIOUS ELEMENTS SUCH AS TITANIUM MAY SUBSTITUTE EXTENSIVELY FOR 
THE ALUMINUM AND SIGNIFICANTLY AFFECT THE MECHANICAL PROPERTIES OF THE PRECIPITATES. 

Gamma-prime precipitates are spherical or cuboidal, depending on their size and misfit parameter, δ. Mismatch is defined 
as:  

  
(EQ 1) 



where ap is the lattice parameter of the precipitate, am is the lattice parameter of the matrix, and is the average lattice 
parameter. 

The shape of the precipitate is that which will reduce the free energy of the system. The two competing components of 
free energy are surface energy and strain energy, both of which vary with size and shape. In a general way, the surface 
energy varies with the square of the characteristic precipitate dimension, whereas the strain energy varies with the cube of 
this dimension. Thus, at small sizes, where the surface energy dominates, the surface area assumes the smallest possible 
value by forcing the precipitate to have a spherical geometry. As the size increases, the strain energy dominates and the 
precipitate assumes a shape to minimize it, even at the expense of the surface energy. 

Keeping in mind that fcc structures have cubic elastic symmetry and the [001] directions are "soft," it can be seen that as 
the size increases, a shape in which strains occur primarily in the [001] directions will dominate since strain along these 
directions involves a lower energy. A cube with parallel {001} <100> systems in both the precipitates and the matrix 
meets these requirements. Increasing γ/γ' mismatch reduces the required precipitate size to transition to a cuboidal shape, 
since increasing the mismatch increases the amount of strain that must be accommodated. Of course, the precipitates can 
change geometry under the effect of mechanical loading provided that there is a nonzero mismatch. This effect has been 
manifested in the formation of γ' "rafts," which form perpendicular to the loading direction under creep conditions and 
may lead to improved creep properties (Ref 24, 25, 26, 27). It has been reported that the formation of rafts is usually, 
though not always, associated with negative mismatch (Ref 27, 28, 29). 

Carbides occur both in the matrix and at the grain boundaries. Typical carbide compositions include M23C6, M6C, and 
MC. Although carbides were initially thought to be deleterious to the creep behavior of nickel-base superalloys, 
subsequent experience has shown them to increase the creep resistance of polycrystalline alloys by making grain-
boundary sliding more difficult. 

The effects that these carbides have on the mechanical behavior of the superalloys depends on their morphology and 
location. MC carbides have an fcc structure, usually have a coarse cubic morphology, and are distributed randomly 
throughout the alloy (Ref 21). When they occur in grain interiors, they are often found interdendritically (Ref 21). 
Common compositions include TiC, TaC, HfC, and CbC (Ref 21). Their effects on mechanical behavior are minimal; 
rather, their importance is related to their effects on the formation of certain microstructures. M23C6 carbides, on the other 
hand, play a very large role in the mechanical behavior of superalloys. They have been observed to form primarily on 
grain boundaries in alloys with a high chromium content (Ref 21). As stated before, they are generally beneficial and 
increase creep resistance by preventing grain-boundary sliding. However, they can cause early rupture failures by forming 
cellular structures at the grain boundary. Finally, M6C carbides serve to control grain size due to their high-temperature 
stability in comparison with the other carbides (Ref 21). In essence, they act as zener pinning points for grain boundaries. 

Carbides serve other purposes as well, primarily for control and development of microstructure. The interested reader is 
directed to Ref 21 and 30, 31, 32. 

Borides tend to segregate to the grain boundaries. They generally are of the type M3B6 and are quite hard. Their hardness 
reduces grain-boundary tearing and thus increases the creep resistance of the alloy. Furthermore, boron tends to occupy 
vacancies on the grain boundaries, thereby reducing the diffusion rates and increasing the creep resistance of the alloy. 

Deleterious Phases. In addition to the matrix, γ' precipitates, carbides, and borides, several additional phases occur that 
tend to be deleterious to the mechanical properties of the alloy. These include , σ, μ, and Laves phases. The phase has 
a hexagonal close-packed (hcp) structure and Ni3X composition and tends to occur at the grain boundaries. Unlike the 
borides, this is not a desirable phase, for it forms cellular structures at the grain boundary and thus decreases the notch 
stress-rupture strength. It has also been observed to precipitate intergranularly in a Widmanstätten morphology, reducing 
strength but not ductility (Ref 4). The σ, μ, and Laves phases all occur in platelike TCP form and generally occur at the 
grain boundaries (Ref 21). These phases are deleterious at both low and high temperatures. At low temperatures, their 
hardness and geometry lead to intergranular cracking. At higher temperatures, they reduce the solid-solution 
strengthening of the γ matrix by depleting alloying elements and also lead to intergranular fracture for the same reasons as 
listed for low temperatures (Ref 21, 33, 34). 

Effects of Grain Boundary and Grain Size 



As expected, many of the mechanical properties of superalloys depend on grain size. Furthermore, since it is widely 
recognized that many failure processes initiate at grain boundaries, the importance of understanding these two parameters 
is quite evident. 

Grain-size effects are in essence a trade-off between good creep resistance and premature failure due to grain sliding and 
reduced tensile strength (Ref 4). Fine grains are known to reduce creep resistance through increased grain-boundary 
sliding. On the other hand, excessively large grains can cause the formation of large microcracks. The relative size of the 
grain to the component has also been found to be important. It has been shown that rupture life and creep resistance 
increased with increasing component size to grain size ratio (Ref 35). Furthermore, for equivalent component size to grain 
size ratios, thinner sections exhibited lower rupture strengths. These effects are related to constraint; in thin sections there 
is little material to impede grain-boundary sliding and creep cracks open up prematurely. Grain size is typically controlled 
through carbides, γ' precipitates, and other particles that provide pinning points through a zener mechanism. 

As one would expect, grain-boundary chemistry plays an important role. Small additions of zirconium and boron, which 
segregate to the grain boundaries presumably because of their odd size compared to the other alloying elements, have 
been found to dramatically increase creep properties (Ref 36, 37, 38, 39). Although the reasons for the increased life are 
not completely clear, it has been postulated that the zirconium and boron atoms segregate to the grain boundaries and fill 
vacancies, thus reducing the coefficient of diffusion and hence creep (Ref 40). Finally, the grain-boundary chemistry has 
been modified to allow casting of more intricate shapes through the addition of hafnium. Hafnium additions serve to form 
stable, randomly arranged, fine MC carbides on the grain boundaries (Ref 34). These stable carbides serve to inhibit the 
amount of M23C6/M6C carbides formed on the grain boundaries. If there were no inhibition, there would be an excess of 
these carbides, which could interconnect and provide an easy path for cracking. Furthermore, the addition of hafnium 
raises the oxidation resistance of the superalloy as a whole. 

Single-Crystal and Directionally Solidified Alloys 

Single-crystal (SX) and directionally solidified (DX) components were recognized quite early as a possible technique to 
increase the temperature creep resistance of nickel-base superalloys--primarily through the elimination of boundary-
initiated cracking mechanisms. Although SX and DX alloys are designed to overcome many of the same problems, DX 
alloys are also affected by the presence of grain boundaries parallel to the primary loading direction. Complex part 
geometries and high thermal gradients produce enough loading perpendicular to the grain boundaries that grain-boundary 
strengthening must be addressed. Even with these complications, the dramatically lower production costs associated with 
DX blades has proved to be a continuing driving force behind their development. In fact, the second generation of DX 
alloys now outperforms their first-generation SX counterparts (Ref 41). However, the second generation of SX alloys 
outperforms their DX counterparts. 

In general, most of the comments for polycrystalline alloys apply to SX and DX alloys. Obvious exceptions include grain-
boundary effects for single crystals--although even this is not quite straightforward in engineering practice, for it is quite 
rare that SX components are true monocrystals. Manufacturing techniques have necessarily included compositional 
modifications to improve the castability of these alloys. It is important to remember that even though the microstructures 
of polycrystalline, DX, and SX alloys appear similar in the grain interiors, the grain-boundary effects play an important 
role in determining the mechanical behavior of these alloys. Attention will be focused on the SX alloys. 

Single crystals, similar to individual grains within polycrystalline alloys, typically develop dendrites along <100> 
directions. The concentration of carbides such as M23C6 is much lower than their polycrystalline counterparts. This is 
because there is no requirement for grain-boundary hardening, and carbide formers can be kept at a low level. Therefore, 
the carbon content is generally kept below 50 ppm. 

Casting Defects and Compositional Modifications. The principal defects found in SX and DX alloys include 
spurious grain boundaries, equiaxed grains, "freckles," low-angle boundaries, subgrains, splaying, recrystallized grains, 
and porosity (Ref 42). Compositional additions are used to control these defects and, with one important exception, are 
very similar for SX and DX alloys. 

Freckles consist of small chains of equiaxed grains oriented parallel to the <001> solidification direction (Ref 43). They 
have been attributed to convective instabilities associated with compositional segregation during the solidification 
process. A good correlation has been established between increased tendency to freckle and high levels of rhenium and 
tungsten and low levels of tantalum. As rhenium is a desirable compositional addition due to its strengthening effect, 
many of the SX alloys have elevated tantalum compositions (Ref 44) in an effort to counterbalance the effect of high 



levels of rhenium. Other elements do not significantly affect freckling (Ref 43). Freckle formation has also been shown to 
be a function of dendrite arm spacing, which in turn is a function of the cooling rate. Increasing the cooling rate to a 
critical level has also been shown to suppress freckle formation (Ref 16). 

Spurious grain growth affects both SX and DX superalloys. Simply put, spurious grain growth occurs when a grain 
grows in a completely arbitrary direction as a result of constitutional super-cooling and/or nucleating agents in the melt 
ahead of the liquid/solid interface. Usually, these grains are not equiaxed but rather are long and slender, having aspect 
ratios of up to 3:1 (Ref 43). As with the case of freckles, compositional modifications (e.g., increased tantalum levels) and 
appropriate heat treatments (e.g., increased cooling rates) can reduce or eliminate these defects. 

Composition Modifications for Improved Performance. Not all compositional modifications are made in order to 
address castability issues. Several elements have been shown to be very effective in increasing the high-temperature 
performance of SX and DX nickel-base superalloys. One compositional modification that has been associated with the 
transition from first- to second-generation SX alloys has been the addition of rhenium. This element acts as a solid-
solution strengthener by partitioning to the γ matrix and increasing the γ/γ' misfit (Ref 45). Furthermore, small rhenium 
clusters form and act as additional barriers to dislocation movement (Ref 46). 

Tables 1 and 2 show the compositions of first- and second-generation SX alloys, respectively. Comparable alloys from 
Canon-Muskegon and Pratt & Whitney show this rhenium addition quite clearly, as evidenced by the CMSX-2 to CMSX-
4 and PWA 1480 to PWA 1484 developments. A third generation of SX alloys is continuing this trend; for example, 
CMSX-10 has 6 wt% Re (Ref 47). In fact, rhenium has been such a success as a solid-solution strengthener that its use is 
spreading to polycrystalline nickel-base superalloys. Unfortunately, rhenium tends to promote freckling and usually 
requires increased levels of tantalum to counteract this tendency. 

TABLE 1 FIRST-GENERATION SX SUPERALLOYS 

NOMINAL COMPOSITION, WT%  ALLOY  
Cr  Co  Mo  W  Ta  V  Nb  Al  Ti  Hf  Ni  

PWA 1480  10  5  . . .  4  12  . . .  . . .  5  1.5  . . .  BAL  
RENÉ N4  9  8  2  6  4  . . .  0.5  3.7  4.2  . . .  BAL  
SRR 99  8  5  . . .  10  3  . . .  . . .  5.5  2.2  . . .  BAL  
RR 2000  10  15  3  . . .  . . .  1  . . .  5.5  4  . . .  BAL  
AM1  8  6  2  6  9  . . .  . . .  5.2  1.2  . . .  BAL  
AM3  8  6  2  5  4  . . .  . . .  6  2  . . .  BAL  
CMSX-2  8  5  0.6  8  6  . . .  . . .  5.6  1  . . .  BAL  
CMSX-3  8  5  0.6  8  6  . . .  . . .  5.6  1  0.1  BAL  
CMSX-6  10  5  3  . . .  2  . . .  . . .  4.8  4.7  0.1  BAL  
AF 56  12  8  2  4  5  . . .  . . .  3.4  4.2  . . .  BAL   

TABLE 2 SECOND-GENERATION SX SUPERALLOYS 

NOMINAL COMPOSITION, WT%  ALLOY  
Cr  Co  Mo  W  Ta  Re  Al  Ti  Hf  Ni  

CMSX-4  7  9  0.6  6  7  3  5.6  1  0.1  BAL  
PWA 1484  5  10  2  6  9  3  5.6  . . .  0.1  BAL  
SC 180  5  10  2  5  9  3  5.2  1  0.1  BAL  
MC2  8  5  2  8  6  . . .  5  1.5  . . .  BAL   

 
References cited in this section 

4. S.D. ANTOLOVICH AND J.E. CAMPBELL, IN APPLICATION OF FRACTURE MECHANICS FOR 
SELECTION OF METALLIC STRUCTURAL MATERIALS, J.E. CAMPBELL, W.W. GERBERICH, AND 
J.H. UNDERWOOD, ED., AMERICAN SOCIETY FOR METALS, 1983, P 253-310 



8. J.M. OBLAK AND B.H. KEAR, ANALYSIS OF MICROSTRUCTURES IN NICKEL BASE ALLOYS: 
IMPLICATIONS FOR STRENGTH AND ALLOY DESIGN, ELECTRON MICROSCOPY AND THE 
STRUCTURE OF MATERIALS, G. THOMAS, R.M. FULRATH, AND R.M. FISHER, ED., UNIVERSITY 
OF CALIFORNIA PRESS, 1972, P 565-616 

9. L.M. BROWN AND R.K. HAM, STRENGTHENING METHODS IN CRYSTALS, APPLIED SCIENCE 
PUBLISHERS, 1971, P 9-135 

10. S.M. COPLEY AND B.H. KEAR, A DYNAMIC THEORY OF COHERENT PRECIPITATION WITH 
APPLICATION TO NICKEL-BASE SUPERALLOYS, TRANS. TMS-AIME, VOL 239, 1967, P 984-992 

11. S. TAKEUCHI AND E. KURAMOTO, TEMPERATURE AND ORIENTATION DEPENDENCE OF 
THE YIELD STRESS IN NI3GA SINGLE CRYSTALS, ACTA METALL., VOL 21, 1973, P 415-425 

12. C. LALL, S. CHIN, AND D.P. POPE, THE ORIENTATION AND TEMPERATURE DEPENDENCE OF 
THE YIELD STRESS OF NI3(AL,NB) SINGLE CRYSTALS, METALL. TRANS. A, VOL 10A, 1979, P 
1323-1332 

13. M.H. YOO, ON THE THEORY OF ANOMALOUS YIELD BEHAVIOR OF NI3AL--EFFECT OF 
ELASTIC ANISOTROPY, SCR. METALL., VOL 20, 1986, P 915-920 

14. A. DEBUSSAC, G. WEBB, AND S.D. ANTOLOVICH, A MODEL FOR THE STRAIN-RATE 
DEPENDENCE OF YIELDING IN NI3AL ALLOYS, METALL. TRANS. A, VOL 22A, 1991, P 125-128 

15. W. MILLIGAN AND S.D. ANTOLOVICH, THE MECHANISM AND TEMPERATURE DEPENDENCE 
OF SUPERLATTICE STACKING FORMATION IN THE SINGLE CRYSTAL SUPERALLOY PWA 
1480, METALL. TRANS. A, VOL 22A, 1991, P 2309-2318 

16. N.S. STOLOFF, ORDERED ALLOYS--PHYSICAL METALLURGY AND STRUCTURAL 
APPLICATIONS, INT. MET. REV. ORDERED ALLOYS, VOL 29, 1984, P 123-135 

17. V. PAIDER, D.P. POPE, AND V. VITEK, A THEORY OF THE ANOMALOUS YIELD BEHAVIOR IN 
L12 ORDERED ALLOYS, ACTA METALL., VOL 32 (NO. 3), 1984, P 435-448 

18. M.H. YOO, J.A. HORTON, AND C.T. LIU, MICROMECHANISMS OF YIELD AND FLOW IN 
ORDERED INTERMETALLIC ALLOYS, ACTA METALL., VOL 36 (NO.11), 1988, P 2935-2946 

19. S.M. COPLEY AND B.H. KEAR, TEMPERATURE AND ORIENTATION DEPENDENCE OF THE 
FLOW STRESS IN OFF-STOICHIOMETRIC NI3AL ' PHASE, TRANS. TMS-AIME, VOL 239, 1967, P 
977-984 

20. R.F. DECKER AND C.T. SIMS, THE METALLURGY OF NI BASE ALLOYS, THE SUPERALLOYS, 
C.T. SIMS AND W.C. HAGEL, ED., JOHN WILEY & SONS, 1972, P 33-77 

21. E.W. ROSS AND C.T. SIMS, NICKEL-BASE ALLOYS, SUPERALLOYS II, C.T. SIMS, N.S. STOLOFF, 
AND W.C. HAGEL, ED., JOHN WILEY & SONS, 1987, P 97-133 

22. B.E.P. BEESTON, I.L. DILLAMORE, AND R.E. SMALLMAN, MET. SCI. J., VOL 2, 1960, P 12 
23. B.E.P. BEESTON AND L. FRANCE, J. INST. MET., VOL 96, 1968, P 105 
24. T. KHAN, P. CARON, D. FOURNIER, AND K. HARRIS, SINGLE CRYSTAL SUPERALLOYS FOR 

TURBINE BLADES: CHARACTERIZATION AND OPTIMIZATION OF CMSX-2 ALLOY, STEELS 
AND SPECIAL ALLOYS FOR AEROSPACE, 1985 

25. P. CARON AND T. KHAN, IMPROVED OF CREEP STRENGTH IN A NICKEL-BASE SINGLE-
CRYSTAL SUPERALLOY BY HEAT TREATMENT, MATER. SCI. ENG., VOL 61, 1983, P 173 

26. R.A. MACKAY AND L.J. EBERT, FACTORS WHICH INFLUENCE DIRECTIONAL COARSENING 
OF ' DURING CREEP IN NICKEL BASE SUPERALLOY SINGLE CRYSTALS, SUPERALLOYS 
1984, THE METALLURGICAL SOCIETY OF AIME, 1984, P 135-144 

27. A. FREDHOLM AND J.L. STRUDEL, ON THE CREEP RESISTANCE OF SOME NICKEL BASE 
SINGLE CRYSTALS, THE METALLURGICAL SOCIETY OF AIME, SUPERALLOYS 1984, 1984, P 
211-220 

28. T. MIYAZAKI, K. NAKAMURA, AND H. MORI, J. MATER. SCI., VOL 14, 1979, P 1827 
29. C. CARRY AND J.L. STRUDEL, ACTA METALL., VOL 26, 1978, P 859 
30. C.T. SIMS, J. MET., VOL 18, OCT 1966, P 1119 



31. E.L. RAYMOND, TRANS. AIME, VOL 239, 1967, P 1415 
32. B.J. PIEARCEY AND R.W. SMASHEY, TRANS. AIME, VOL 239, 1967, P 451 
33. E.W. ROSS, "RECENT RESEARCH ON IN-100," PRESENTED AT AIME ANNUAL MEETING 

(DALLAS), 1963 
34. E.W. ROSS, J. MET., VOL 19, DEC 1967, P 12 
35. E.G. RICHARDS, J. INST. MET., VOL 96, 1968, P 365 
36. C.G. BIEBER, THE MELTING AND HOT ROLLING OF NICKEL AND NICKEL ALLOYS, METALS 

HANDBOOK, AMERICAN SOCIETY FOR METALS, 1948 
37. R.W. KOFFLER, W.J. PENNINGTON, AND F.M. RICHMOND, R&D REPORT NO. 48, UNIVERSAL-

CYCLOPS STEEL CORP., BRIDGEVILLE, PA, 1956 
38. R.F. DECKER, J.P. ROWE, AND J.W. FREEMAN, NACA TECHNICAL NOTE 4049, WASHINGTON, 

DC, JUNE 1957 
39. K.E. VOLK AND A.W. FRANKLIN, Z. METALLKD., VOL 51, 1960, P 172 
40. R.F. DECKER, "STRENGTHENING MECHANISMS IN NI BASE SUPERALLOYS," PRESENTED AT 

CLIMAX MOLYBDENUM SYMP. (ZURICH), 5-6 MAY 1969 
41. A.D. CETEL AND D.N. DUHL, SECOND GENERATION COLUMNAR GRAIN NICKEL-BASE 

SUPERALLOY, SUPERALLOYS 1992, S.D. ANTOLOVICH ET AL., ED., MINERALS, METALS & 
MATERIALS SOCIETY, 1992, P 287-296 

42. D.N. DUHL, SINGLE CRYSTAL SUPERALLOYS, SUPERALLOYS, SUPERCERAMICS AND 
SUPERCOMPOSITES, J.K. TIEN AND T. CAULFIELD, ED., ACADEMIC PRESS, 1989, P 149-182 

43. T.M. POLLOCK, W.H. MURPHY, E.H. GOLDMAN, D.L. URAM, AND J.S. TU, GRAIN DEFECT 
FORMATION DURING DIRECTIONAL SOLIDIFICATION OF NICKEL BASE SINGLE CRYSTALS, 
SUPERALLOYS 1992, S.D. ANTOLOVICH ET AL., ED., MINERALS, METALS & MATERIALS 
SOCIETY, 1992, P 125-134 

44. D.J. FRASIER, J.R. WHETSTONE, K. HARRIS, G.L. ERICKSON, AND R.E. SCHWER, PROCESS 
AND ALLOY OPTIMIZATION FOR CMSX-4®SUPERALLOY SINGLE CRYSTAL AIRFOILS, CONF. 
PROC. HIGH TEMPERATURE MATERIALS FOR POWER ENGINEERING 1990, 1990 

45. A.F. GIAMEI AND D.L. ANTON, METALL. TRANS. A, VOL 16A, 1985, P 1997 
46. K. HARRIS, G.L. ERICKSON, S.L. SIKKENGA, W.D. BRENTNALL, J.M. AURRECOECHEA, AND 

K.G. KUBARYCH, DEVELOPMENT OF THE RHENIUM CONTAINING SUPERALLOYS CMSX-4® 
& CM 186 LC® FOR SINGLE CRYSTAL BLADE AND DIRECTIONALLY SOLIDIFIED VANE 
APPLICATIONS IN ADVANCED TURBINE ENGINES, SUPERALLOYS 1992, S.D. ANTOLOVICH ET 
AL., ED., MINERALS, METALS & MATERIALS SOCIETY, 1992, P 297-306 

47. SINGLE-CRYSTAL ENGINE ALLOY RESISTS CREEP, HIGH HEAT, ADV. MATER. PROCESSES, 
VOL 149 (NO. 3), MARCH 1996, P 7 

Fatigue and Fracture of Nickel-Base Superalloys 

Bruce F. Antolovich, Metallurgical Research Consultants, Inc. 

 

Fatigue Crack Propagation 

Fatigue crack propagation (FCP) in nickel-base superalloys is very important. Rates of FCP depend on a variety of 
intrinsic and extrinsic parameters. Intrinsic parameters include the physical metallurgy, mechanical metallurgy, and 
microstructure of the alloy (as well as others), and extrinsic parameters include factors such as temperature, environment, 
and loading histories. Considering the number of variables, development of an all-inclusive model to predict rates of FCP 
has proved to be impossible; instead, empirical or phenomenological approaches are typically used for quantitative rate 
predictions. Such predictive models usually are based on fracture mechanics. In addition to quantitative FCP rate 
modeling, the qualitative effects of intrinsic and extrinsic parameters have been the subject of much research. Finally, 



with the introduction over the last two decades of SX and DX components, the existing FCP rate models have become 
less useful. The fracture behavior of SX and DX components does not correspond to the traditional fracture mechanics 
basis of many of these models. 

Effects of Microstructure 

The effects of microstructure on FCP of nickel-base superalloys have been studied and reported on extensively. Usually, 
papers with experimental data present the results of a study on the behavior of a single nickel-base superalloy for which 
the effects of microstructural variables such as ' size and morphology and grain size are examined. The experiments are 
conducted under certain external conditions, such as temperature, environment, waveform loading type, and so on. These 
conditions are rarely constant from paper to paper; as such, it is somewhat difficult to establish trends that can be applied 
to all alloys. Instead, the predictions should be viewed as a starting point. 

The effects of grain size and γ' were studied for four different alloys: Inconel 718, Waspaloy, Astroloy, and René (Ref 48, 
49, 50, 51). The results of these studies universally showed a high dependence of FCP rate on grain size and a possible 
dependence on γ' size. Increasing the grain size and decreasing the γ' size were observed to decrease the FCP rate. This 
dependence on grain size has been reported in several other studies (Ref 48, 49, 50, 52, 53). Additionally, it has been 
reported that FCP rates increase with increasing strength (Ref 53). 

Results from a study on Waspaloy (Ref 50) examined the effects of grain size and γ' size. Heat treatments were used to 
provide specimens with grain sizes of either ASTM 3 or 9 with γ' sizes of either 8 or 90 nm. Regardless of γ' size, coarse-
grain specimens always had lower propagation rates than fine-grain specimens. Specimens with equivalent grain sizes 
showed lower FCP rates for small γ' rather than large γ'. These results are shown in Fig. 2. Studies taken from both low-
cycle fatigue (LCF) and FCP studies were used to examine the deformation mechanisms. The large-grain/small-
precipitate specimens were found to exhibit particle shearing by the dislocations, whereas the small-grain/large-
precipitate specimens deformed by looping. The intermediate rates were found to depend slightly on the degree of 
deformation inhomogeneity; lower rates of FCP corresponded to greater degrees of inhomogeneity. 

 



FIG. 2 DEPENDENCE OF FCP RATE ON ' SIZE AND GRAIN SIZE IN WASPALOY TESTED AT ROOM 
TEMPERATURE. SOURCE: REF 50 

In a study of Inconel 718, the effects of γ'' size and grain size were likewise examined (Ref 51). Grain sizes of 250 and 25 
μm were examined, with precipitate sizes of 150 and 20 nm diam disks. Rates of FCP were found to exhibit the same 
dependence on grain size as in the previously cited study. The FCP dependence on γ'' precipitate size, however, was not 
the same. For the fine-grain specimens, larger precipitates were observed to have lower FCP rates than small precipitates. 
Coarse-grain specimens exhibited two regimes: one in which specimens with small precipitates exhibited lower FCP rates 
and another in which they exhibited higher FCP rates (Fig. 3). These results, when viewed only in terms of precipitate 
size effect, seem to contradict the results of the previous study. Investigation of the deformation mechanisms suggested 
that shearing was operative regardless of precipitate size. Furthermore, deformation in the specimens with large 
precipitates was found to exhibit faulting, with correspondingly more inhomogeneous slip than specimens with small 
precipitates. When viewed in terms of deformation inhomogeneity, the Inconel 718 results appear to be in accordance 
with the previously cited Waspaloy results. 



 

FIG. 3 EFFECT OF PRECIPITATE AND GRAIN SIZE ON FCP RATES IN INCONEL 718 TESTED IN AIR AT 425 °C 
(800 °F), R = 0.05, 0.33 HZ. (A) FINE GRAIN; UNDERAGED VERSUS OVERAGED. (B) COARSE GRAIN; 
UNDERAGED VERSUS OVERAGED. (C) UNDERAGED; FINE GRAIN VERSUS COARSE GRAIN. (D) OVERAGED; 
FINE GRAIN VERSUS COARSE GRAIN. SOURCE: REF 51 

Another study examined the effects of microstructural variables such as antiphase boundary (APB) energy, volume 
fraction of γ' precipitates, and γ/γ' mismatch using model alloys of varying composition and heat treatments (Ref 54). The 
results, when viewed solely in terms of slip planarity and reversibility, show that increases in both factors have the effect 
of reducing the rate of FCP (Ref 55). Other published works are in agreement with these conclusions (Ref 56). 

A possible explanation for the correlation between increased slip planarity and lowered FCP rates may be based on 
surface roughness effects (Ref 57). Although the effects and mechanisms of roughness have been extensively 



investigated, essentially surface roughness lowers the effective value of ∆K by contact of the opposing fracture surfaces 
prior to the complete release of load. If an alloy exhibits high slip planarity, the fracture surfaces usually will take on a 
faceted appearance, where the facets occur on the octahedral planes of individual grains. Although each facet will present 
a smooth face, the unoriented polycrystalline nature of the material ensures that these facets will have different 
orientations, thus creating surface roughness. 

Figure 4 shows the surface roughness of René 95 specimens with differing grain sizes. The surface area of this crack can 
be considerably larger than a projected surface area that would correspond to a "smoother" crack surface, as shown in Fig. 
5. Thus, crack growth rates, which are usually measured macroscopically and correspond to projected crack lengths, may 
in fact be higher than indicated. It has also been proposed that the local stress-intensity factor is lower due to the "slant" 
nature of the local crack, resulting in lower propagation rates. Such an effect would be expected to be secondary in nature, 
for numerical results show that small cracks that deviate from the expected path normal to the load by up to 30° have a 
stress-intensity factor virtually identical to cracks normal to the loading direction (Ref 58). Nonetheless, the effects of 
surface roughness on lowering FCP rates are well documented. 

 

FIG. 4 FRACTURE SURFACES OF RENÉ 95 TESTED AT 540 °C (1000 °F) AND 0.34 HZ. (A) MATERIAL HAD 

COARSE GRAIN SIZE, FINE ' PRECIPITATES (~0.1 M), AND A CRYSTALLINE APPEARANCE. (B) MATERIAL 

HAD FINE GRAIN SIZE AND CONTAINED LARGE ' PRECIPITATES (~0.3 M), AND THE FRACTURE SURFACE 
WAS FLATTER THAN THAT IN (A). BOTH MICROGRAPHS CORRESPOND TO ∆K OF 65 MPA m  (60 KSI in ). 
SOURCE: REF 111 

 

FIG. 5 VARIOUS MEASURES OF CRACK LENGTH ILLUSTRATING THE DIFFERENCE BETWEEN PROJECTED AND 



SURFACE MEASUREMENTS. NOTE THAT THE PROJECTED LENGTHS ARE ALWAYS LESS THAN THE TOTAL 
LENGTH AS MEASURED BY THE "PERIMETER." ASSUMING CONCURRENCY OF LOADING DIRECTION AND 
DIRECTION 1, PROJECTED CRACK LENGTH 1 WOULD CORRESPOND TO THAT MEASURED USING A 
TRADITIONAL MEASURING TECHNIQUE, SUCH AS TRAVELING MICROSCOPE OR ELECTROPOTENTIAL DROP. IT 
ALSO CORRESPONDS TO CRACK LENGTHS OF "SMOOTH" CRACKS. 

Although the effects of intrinsic parameters on FCP rates can be easily seen, the complexity of the interrelationships 
between various intrinsic parameters prevents a single conclusion based on independent parameters such as ' size and 
morphology or grain size. Rather, the microstructure and physical metallurgy must be controlled to produce a desired 
effect--namely, the promotion of planar slip through methods such as lowered APB and/or / ' mismatch or large grains 
and small ' precipitates. 

Effects of Extrinsic Parameters 

Some common parameters that are considered to be extrinsic in nature include temperature, frequency, environment, 
specimen geometry, Kmax, Kmin, ∆K, R ratio, and overload ratio (Ref 59). The effects of extrinsic parameters are very 
difficult to address individually; they all, to one extent or another, affect one another. In addition to the normal extrinsic 
parameters relating to loading, the environmental parameters are particularly important for nickel-base superalloys, which 
are almost invariably used in an extremely high-temperature, corrosive environment. 

Temperature/Environment Interactions. The importance of environmental effects has been discussed and researched 
extensively (Ref 60). A study of René 95 compared the LCF rates of specimens with subsurface cracks with those of 
specimens containing surface cracks. Presumably the specimens with subsurface cracks would be "shielded" from the 
effects of environment. As expected, the lives of the specimens with surface cracks were much shorter than those with 
subsurface cracks. 

These findings were extended by a study of environmental effects on FCP (Ref 61). For a given value of ∆K, da/dN was 
found to be heavily dependent, although not monotonically, on temperature (Fig. 6). However, in the region most 
applicable to turbine engines (i.e., at temperatures above 500 °C, or 930 °F), increasing temperature was observed to 
increase the rate of crack propagation. For an assumed thermally activated singular environmental interaction, an 
Arrhenius-type equation is expected to describe the effects of temperature on FCP rate:  

  
(EQ 2) 

where A is a constant and Q(∆K) is the apparent activation energy. As implied, the apparent activation energy is a 
function of ∆K. Possible explanations include a dilatation of the lattice due to the imposed strains ahead of the crack tip 
(Ref 62). This dilatation would be expected to be linear with the strains and hence with (∆K)2. The apparent activation 
energy would then be expected to decrease linearly with (∆K)2. Such behavior has been noted in other materials, such as 
steel (Ref 63) and titanium (Ref 64). It should be strongly emphasized that this Arrhenius-type equation only describes 
thermally activated mechanisms. For example, temperature-dependent crack-tip oxide cracking would not be modeled 
well by the Arrhenius equation over all temperature ranges. 



 

FIG. 6 EFFECTS OF TEMPERATURE ON FCP RATES OF RENÉ 95 FOR CONSTANT ∆K. SOURCE: REF 61 

Not all temperature-dependent increases in FCP rates can be modeled with Arrhenius-type equations. Rather, 
environmental effects can change the cracking mechanisms. For example, fracture surfaces may undergo a transition from 
intergranular to transgranular cracking with changes in environment, as was shown for Inconel 718 (Ref 65). Tests 
conducted at 650 °C (1200 °F) at a frequency of 0.1 Hz with sinusoidal loading and R = 0 showed transition from 
transgranular to intergranular with a change from helium to oxygen and sulfur-bearing environments. Such results suggest 
a weakening of grain boundaries and consequent formation of preferential crack paths along the boundaries. Fatigue crack 
propagation rates increased dramatically under the presence of the hostile oxygen and sulfur-bearing environments. 
Interestingly, unstressed prior exposure to the hostile environments did produce significant surface attack, thus precluding 
exposure tests as an indicator of potential environmental effects. 

Environmental effects do not always lead to higher FCP rates (Ref 4). One frequently observed environmental effect is 
oxide formation on the crack surface and at the crack tip accompanied by lower FCP rates. Reduction of FCP rate for the 
case of oxidation products forming at the crack tip has been reported to be caused by the prevention of crack resharpening 
during unloading (Ref 66). Alternatively, it has been proposed that microcreep at the crack tip is responsible for crack-tip 
blunting with consequent reduction in stress intensification (Ref 4). Such an explanation would obviously introduce a 
hold time and/or frequency effect as well. 

Without crack-tip resharpening, the stress intensification is reduced along with FCP rates. Such an explanation would 
predict decreasing FCP rates with increasing temperatures and/or tensile hold times/lower frequencies. Experimental 
studies of René 95 revealed these trends (Ref 67). However, there is a clear changeover point on a da/dN versus ∆K 
curve. Above a certain ∆K level, the FCP rates show a discontinuous increase--possibly associated with the onset of 
crack-tip oxide cracking. As previously mentioned, oxides have also been observed to form as asperities on the fracture 
surface. These oxides then may contribute to surface-roughness-induced closure, thus reducing the effective ∆K levels 
and consequent crack growth rates. 



The previous examples show several modes of affecting FCP rates. One type of mode is purely extrinsic, such as directly 
controlling K. In another, extrinsic parameters such as environment indirectly affect other extrinsic parameters such as 
oxide-induced closure (as opposed to the purely intrinsic parameter of grain-size effects on surface roughness and 
consequent closure). Finally, some extrinsic parameters affect intrinsic parameters such as cracking mechanisms. Often 
there are competing effects. For example, a study on the effect of temperature and environment on FCP rates in model 
nickel-base superalloys showed that although the intrinsic fatigue resistance as measured by FCP rates was up to 30 times 
greater in high vacuum than in air, the rates in vacuum were not 30 times lower due to an absence of oxide-induced 
closure effects (Ref 70). (As an aside, this study pointed out that as FCP rates increase, the behavior becomes more and 
more like that of specimens tested in vacuum, due to a lack of time for diffusion penetration at the crack tip.) 

Although the effects of loading waveform and frequency have been discussed briefly, a few additional remarks are in 
order. First, a large effect on fatigue life is shown not only by time per cycle (Ref 71) but also by waveform (Ref 4). For 
example, the loading rate of a triangle waveform will be lower than that of a square waveform with the same frequency. 
The change in loading rate can affect the deformation mechanisms and hence the FCP rates. 

Second, the retardance or acceleration of FCP rates depends strongly on temperature and frequency. Changing 
deformation and cracking mechanisms and formation of oxides all are temperature dependent and can accelerate or retard 
crack growth. Extremely high time-based crack growth rates due to high ∆K levels or high loading frequencies tend to 
"shield" a material from environmental effects. 

Third, the loading waveform has a significant effect on FCP lives. Introduction of a dwell time through a trapezoid or 
square waveform can have differing effects, depending on material properties, length of dwell, and load ratio. The effects 
of compressive dwell, as shown in Fig. 7, seem to be largest for fine-grain superalloys (Ref 69). It also should be noted 
that dwell effects cannot be explained entirely in terms of creep or microcreep. Compressive dwell (negative R ratio) has 
been found to be particularly damaging (Ref 69, 70, 71, 72). 

 

FIG. 7 EFFECT OF DWELL TIME ON FATIGUE LIFE OF POWDER METALLURGY INCONEL 100 TESTED AT 650 °C 
(1200 °F). TESTS WITH NO DWELL WERE CONDUCTED AT 0.33 HZ. SOURCE: REF 69 

Unfortunately, the complexity of environmental interactions makes it difficult to predict quantitatively their effects on 
FCP rates. In fact, the large number of competing mechanisms even makes it difficult to predict qualitatively the effects 
on FCP rates. Experimental results can help the engineer understand which competing mechanisms are operating and 
eventually which will dominate. However, even with this understanding, it is quite difficult, even under laboratory 
conditions, to quantitatively predict FCP rates for untested environment/temperature combinations. For the present, in 
order to accurately predict FCP rates, tests generally must be run under conditions that are as close as possible to those 
met in service by the part. Regardless of the difficulty of quantitative prediction, understanding the mechanisms of crack 
advance are very useful in making incremental design changes for new alloys. 

Modeling FCP Rates 

Most, though not all, of the modeling of FCP rates in nickel-base superalloys used for life prediction has been empirical 
in nature and frequently based on fracture mechanics arguments and parameters. As such, results are usually valid only 
for a single temperature/environment/loading combination. For example, one empirical model is given by (Ref 73):  



  
(EQ 3) 

where C1, C2, C3, and C4 are empirical constants that are condition specific; and ∆K is the stress-intensity range (Kmax - 
Kmin). Aside from the obvious dependence on the temperature/environment combination, the empirical constants C1 to C4 
are also heavily dependent on R, loading frequency, and loading waveform. While it is easy to determine the values of C1 
to C4 through experimentation and regression analysis, a significant amount of testing must be done to cover appropriate 
temperature/environment/loading combinations. (This form of equation also suggests symmetry about an inflection point-
-behavior which has not been observed experimentally or justified physically.) An alternative that also allows the direct 
introduction of R-ratio effects is given by (Ref 74):  

  

(EQ 4) 

where A1 and A2 are functions of the load ratio, R. Again, a fair amount of experimental work must be carried out in order 
to develop the constants. Another possible model incorporates not only the load ratio but also the fracture toughness of 
the material (Ref 75):  

  
(EQ 5) 

where KIc is the fracture toughness of the material. Finally, one of the most widely used and recognized models is the 
classic Paris law equation (Ref 76):  

  
(EQ 6) 

For superalloys at room temperature in intermediate crack growth, a correlation exists between the FCP rate and Young's 
modulus of the alloy and can be incorporated into the Paris law (Ref 77):  

  
(EQ 7) 

As can be seen, there are many available empirical models, ranging from the simple and effective Paris law to more 
complicated models. It must be noted that these equations are useful solely for life predictions but do not give insight into 
the mechanisms of crack propagation or techniques to improve life under FCP. A compilation of models of this class can 
be found in Ref 78. 

A great deal of work has attempted to integrate intrinsic parameters into life prediction models. Some are based on 
dislocation arguments (Ref 79, 80) and are summarized in Ref 59. Other models, originating with McClintock (Ref 81), 
try to incorporate LCF models with FCP models based on the assumption that the cracking directly at the crack tip is 
essentially an LCF-type behavior in which damage occurs in a process zone (Ref 82, 83, 84, 85). A common element of 
these two types of models is extraordinarily complicated equation forms. For example, the dislocation-based model 
presented by Yokobori et al. (Ref 80) can take the form (Ref 59):  

  

(EQ 8) 



where cy is the initial cyclic yield stress, n' is the cyclic strain-hardening exponent, p is the exponent on the stress in the 
equation for dislocation velocity, and s is the characteristic distance near the crack tip over which applied shear stress is 
averaged. 

The integrated LCF/FCP model of Antolovich et al. (Ref 82) takes on the form:  

  
(EQ 9) 

where σ'yc is cyclic yield, E is Young's modulus, C is a constant, and L is the assumed LCF process zone size. As can be 
seen, there is direct integration of intrinsic material properties into each of these models, but each retains a ∆K 
dependence. 

Single-Crystal Alloys 

Fatigue modeling of SX nickel-base superalloys has been the subject of much research (Ref 70, 88, 89, 90, 91, 92, 93, 94, 
95, 96, 97, 98, 99, 100, 101, and 102). Although numerous alloy systems and testing variables have been examined, many 
observations have been made that appear to be generally applicable to SX nickel-base superalloys with large volume 
fractions of γ' precipitates. These generally applicable observations apply both to macroscopic fracture surface 
morphologies and to the effect of changing testing variables (e.g., environment, temperature, and load ratio). However, on 
the microstructural level, generalization of observations does not appear to be as applicable. 

Fracture Surface Morphologies and Crack Advance Mechanism. Fracture surfaces on most SX nickel-base 
superalloy specimens, regardless of temperature, environment, crystallographic orientation, or even applied state of stress, 
appear to have three common aspects (Ref 86, 87, 88, 90, 92, 94, 96, 97, 99, 101, 102):  

• REGIONS IN WHICH THE CRACK APPEARS TO PROPAGATE ON {111} PLANES AND 
SHOWS NO EVIDENCE OF BEING DEFLECTED BY ' PRECIPITATES. FIGURES 8 AND 9 
SHOW AN EXAMPLE OF THIS CRACKING MORPHOLOGY (REF 103).  

• REGIONS IN WHICH THE CRACK PROPAGATES MACROSCOPICALLY ON A PLANE 
NORMAL TO THE LOADING DIRECTION, WITH ' PRECIPITATES AND THE RESIDUAL 
DENDRITIC STRUCTURE CLEARLY VISIBLE ON THE SURFACE. FIGURE 10 SHOWS AN 
EXAMPLE OF THIS PRECIPITATE AVOIDANCE MORPHOLOGY (REF 103).  

• REGIONS IN WHICH THE CRACK GROWS MACROSCOPICALLY NORMAL TO THE 
LOADING DIRECTION, WITH NO CLEAR CRYSTALLOGRAPHIC PLANE OR ' 
PRECIPITATES VISIBLE  

The relative extent of these regions and their locations all change with changing variables and materials. However, all 
three regions appear on all specimens, with few exceptions. Figure 11 shows fracture surfaces from specimens with two 
different orientations that exhibit all three morphological aspects (Ref 105). 



 

FIG. 8 CRYSTALLOGRAPHIC CRACK MORPHOLOGY FROM A CT SPECIMEN OF CMSX-2 TESTED AT ROOM 
TEMPERATURE WITH A SECONDARY ORIENTATION OF [110]. SOURCE: REF 103 

 

FIG. 9 HIGH-MAGNIFICATION VIEW OF FIG. 8 SHOWING CRYSTALLOGRAPHIC CRACKING. NOTE THAT THE 
CRACKING OCCURS ON MULTIPLE {111} PLANES. SOURCE: REF 103 



 

FIG. 10 STEREO VIEW OF PRECIPITATE AVOIDANCE MORPHOLOGY ON CRACK SURFACE. GAMMA-PRIME 
PRECIPITATES ARE CLEARLY VISIBLE. SOURCE: REF 103 

 

FIG. 11 MICROGRAPHS SHOWING FRACTURE SURFACES OF CMSX-2 SPECIMENS WITH [010] AND [110] 
ORIENTATIONS. EACH SPECIMEN CLEARLY SHOWS EVIDENCE OF DENDRITIC MACROSTRUCTURE IN THE NON-
CRYSTALLOGRAPHIC PORTIONS OF THE FRACTURE SURFACE. CRYSTALLOGRAPHIC FACES CORRESPOND TO 
{111} PLANES. VACUUM ENVIRONMENT. SOURCE: REF 103 



Crystallographic crack propagation has been observed in both single-crystal and polycrystal nickel-base superalloys 
(Ref 87, 88, 90, 92, 94, 96, 97, 99, 101, 102). These regions have been referred to as "faceted" in polycrystals, as well as 
in single crystals where the length of cracking on a particular {111} plane is small. In single crystals, the crystallographic 
crack growth appears always to occur on {111} planes (i.e., no crystallographic cracking on cube planes). For those 
specimens tested under nominal single-mode conditions such as those created by compact-tension (CT)-type specimens, 
the crack transitions between intersecting {111} planes in such a fashion as to attempt to maintain a macroscopic crack 
plane normal to the loading direction (Ref 90, 101). However, depending on the loading direction relative to the 
crystallographic orientation, the crack may grow macroscopically on a plane that is not normal to the loading direction 
(Ref 94). Even so, as the crack grows farther and farther from the plane normal to the loading direction, it will transition 
to an intersecting {111} plane that returns it closer to the normal plane (Ref 94, 96, 102). 

Noncrystallographic Crack Propagation. Two types of noncrystallographic crack propagation are typically observed: 
one in which the γ' precipitates are clearly visible on the fracture surface and another in which they are not (Ref 90, 96). 
Gamma-prime precipitates do not appear on the fracture surface near catastrophic failure where a finite amount of crack 
growth appears with each cycle. Since this region is of limited interest, it will not be discussed further. When the fracture 
surface does contain γ' precipitates, the relative amount of this noncrystallographic crack growth appears to be affected by 
crystallographic orientation, temperature, environment, and applied ∆K. The effect of these parameters on the promotion 
of noncrystallographic crack growth is inverse to that for crystallographic crack growth. This is to be expected, because 
the fracture surface is composed only of noncrystallographic regions and crystallographic regions. 

Influence of External Variables on Crack Growth Morphologies. The extent of crystallographic crack growth 
appears to be influenced by temperature, environment, crystallographic orientation, and applied ∆KI. The effects of 
changing crystallographic direction do not lend themselves to generalization. Increasing the temperature generally 
decreases the amount of crystallographic crack growth, regardless of environment. There is not widespread agreement on 
the mechanisms responsible for this behavior. 

The effects of environment can be shown most clearly by comparing the results of tests in laboratory air and in vacuum, 
where other testing conditions are held constant. At lower temperatures, the effect of changing the environment appears to 
be inconsequential to the amount of crystallographic crack growth. At elevated temperatures, specimens tested in vacuum 
have more crystallographic crack growth than those tested in air. Those tested in air sometimes exhibit no observable 
crystallographic crack growth. It has been proposed that the reduction of crystallographic crack growth is tied to diffusion 
of oxygen (Ref 99). Although single crystals have no grain boundaries for oxygen diffusion, the residual dendritic 
structure has been proposed as a diffusion path for oxygen (Ref 97). According to this proposal, the diffusion paths are 
weakened by the oxidation, resulting in a preferred path for crack propagation. The diffusion arguments are particularly 
compelling--explaining both the environmental effects and the temperature effects. A transition from noncrystallographic 
to crystallographic and back to noncrystallographic crack growth has been reported when going from low to high ∆K 
values. The physical basis for this correlation has not been established. Furthermore, the applicability of ∆K for this class 
of material is uncertain. Nonetheless, it has been widely reported that crystallographic cracking occurs only at 
intermediate values of ∆KI. 

The fact that crystallographic cracking occurs on {111} planes suggests that cracking is intimately tied to glissile 
dislocation movement on slip planes. This has led to predictive models for planes of crack propagation based on stress 
fields affecting dislocation movement. One proposed model suggests that dislocation movement on {111} planes 
damages these planes, thereby weakening them (Ref 90). A normal stress to these planes can then break them apart, 
advancing the crack. A parameter based on the product of the shear stress resolved in the direction of the Burgers vector 
and the normal stress to the plane containing the Burgers vector has been proposed as a crack driving force (Ref 90). The 
slip system that maximizes this parameter will dictate the plane on which crack propagation will occur. This proposed 
model provides a rational mechanism for the observed non-self-similar crack growth. 

Fatigue Crack Growth Rate Modeling. Although many researchers have investigated fatigue behavior in single 
crystals or in materials with a very large grain size, only a few have proposed new models or modified existing models 
(Ref 90, 92, 94, 96, 97, 102). These models are based on either micromechanics or macroscale observations. The former 
approach is usually dislocation based, whereas the latter is usually based on global quantities such as energy release rate. 
Two factors that further complicate modeling efforts include the elastic anisotropy of the material and the non-self-similar 
crack growth. An example of the elastic anisotropy of PWA 1480 is shown in Fig. 12. 



 

FIG. 12 ELASTIC MODULUS OF PWA 1480 AT ROOM TEMPERATURE. SOURCE: REF 42 

A significant body of experimental evidence suggests that fatigue crack growth in both SX and polycrystalline materials 
is intimately tied to dislocation emission from the crack tip (Ref 104, 105, 106). Three models have been proposed in 
which this association with crack advance is the basis for proposed correlating factors for crack growth rates (Ref 90, 96, 
102). A common element of all three approaches is the utilization of the resolved shear stress in the direction of the 
Burgers vector, rss. The resolved shear stress depends on all elements of the stress tensor, which in turn depends on all 
three modes of stress-intensity factor (Ref 107):  

  

(EQ 10) 

Note that the anisotropic forms of the field equations are necessary due to the anisotropy of single crystals that exhibit 
cubic symmetry. The values of μare developed from the characteristic equation:  

C11
4 - 2C16

3 + (2C12 + C66) 2 - 2C16  + C22 =  (EQ 11) 

where Cij are the elements of the elastic stiffness matrix. 

One correlating factor for crack growth rates based on the shear stress resolved in the direction of the Burgers vector is 
the resolved shear stress-intensity coefficient (RSSIC) (Ref 102), which is defined as:  

  
(EQ 12) 

Equation 12 implies a number of different values of RSSIC--one for each slip system. This implies that specific values of 
θ must be used when calculating the stress tensor. This equation can be combined with the full set of anisotropic field 
equations for a more direct definition of RSSIC:  

RSSIC = [BI''] [CI''J'] (EQ 13) 



[K'IA, K'IIA, K'IIIAF( S)] [CI''J']T[NJ'']  

where double primes indicate material principal axes, single primes indicate specimen principal axes, Ci''j' is the matrix of 
direction cosines, bi is the Burgers vector, and nj is the unit vector normal to the slip plane. 

It must be reiterated that this definition of RSSIC is valid only for a particular slip system, leading up to 12 independent 
values of RSSIC for materials with fcc crystal structures. The choice of which RSSIC value to use as a correlating 
variable adds subjectivity and limits the usefulness of this approach. Furthermore, the fracture mechanics basis of this 
approach is two dimensional. As will be shown later, this is a rather significant limitation. 

Other researchers have extended the RSSIC-based models (Ref 98). A slightly more rigorous definition of the resolved 
shear stress-intensity parameter is given by:  

  
(EQ 14) 

In a direct comparison of crack growth rates for a single specimen using ∆Krss and ∆KI as correlating functions, no 
apparent benefit is seen. The curves for each correlating parameter follow each other except for a fixed offset on the ∆K 
axis. Additionally, ∆KI was naturally shown to depend on whether a state of plane stress or plane strain was assumed. 
Holding all other conditions constant, the value of ∆KI was shown to be approximately twice as high under conditions of 
plane stress than under plane strain. Although ∆KI was not evaluated critically as to its applicability for use with single 
crystals, the investigators did show that it was an effective aid in qualitatively understanding crack growth mechanisms, 
as will be discussed later. 

Several researchers have used crack growth models that are based on energy arguments (Ref 92, 94, 98). Although the 
maximum energy dissipation rate criterion has been used for predicting which crack planes will be subject to cracking, 
this function has not been used extensively as a correlating parameter for predicting rates of crack growth (Ref 98). 
Nonetheless, this type of criterion does show some promise. 

A different approach that has been used more extensively is a modification of the ∆Keff concept (Ref 92, 94). The term 
∆Keff is defined following the definitions of total energy release rate (Ref 107):  

  
(EQ 15) 

Using this definition of ∆Keff as a correlating function, crack growth rates for various orientations from various types of 
specimens appear to initially correlate well. Testing under multiaxial conditions shows that changing the loading path in 
stress space results in poor correlation between da/dN and ∆Keff. Critical examination of the theoretical basis and the 
practical implementation of this model reveals the sources of some of these deficiencies. The theoretical basis of this 
model is the linear addition of energy release rates associated with each loading mode. This total energy release rate is 
then normalized by one of the constants in the characteristic equation (Eq 11). Although the addition of the scalar quantity 
of energy release rate is clearly on sound mathematical ground, its use as a correlating function makes several material 
behavior assumptions that are subject to debate. The essential assumption is that each mode of loading is equally 
damaging to the material (i.e., that equivalent energy release rates, regardless of which mode generates them, would result 
in equivalent crack growth rates). The physical basis of this assumption is not obvious. Furthermore, the difficulty in 
accommodating different loading paths in stress space suggests that it is probably incorrect. 

Examination of the experimental technique for finding the stress-intensity factors for each mode also reveals possible 
shortcomings. Mode I and II stress-intensity factors have been calculated using the well-characterized boundary integral 
equation (BIE) technique (Ref 58, 108, 109, 110). This technique has been shown to show close agreement with ASTM 
results for the CT-type specimen. Stress-intensity factors for mode III are estimated based on an assumed crack geometry. 
The assumed crack is self-similar and is inclined relative to the thickness of the specimen. KIII was calculated based on the 
through-thickness shear stresses. These stresses were in turn estimated by taking the state of stress calculated from the 
two-dimensional approach and applying boundary corrections. The assumption of self-similarity is open to discussion, as 



pointed out in Ref 94. Furthermore, the non-self-similarity of the crack raises questions as to the applicability of the 
applied boundary corrections. 
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Creep 

As previously stated, the relatively constant rotational velocities of turbines, in conjunction with their high operating 
temperatures, produce creep loading. Fortunately, nickel-base superalloys possess quite good creep resistance and creep 
rupture strengths. Creep crack growth (CCG) must be considered since it can lead to a catastrophic failure while creep 
elongation is also quite important from a design point of view due to the tight dimensional tolerances typically found in 
turbine engines. A full treatment of both subjects is beyond the scope of this article, instead, attention will be focused 
upon creep crack growth. 

Modeling Creep and Creep-Fatigue Crack Growth Rates 

Because there are superimposed fatigue cycles and creep cycles, crack growth is usually addressed as a CCG problem. 
Experimental work usually consists of square wave loading (with low or very low frequencies) or triangle wave loading. 
In order to facilitate the analysis of overall crack growth rates, much effort has been expended to partition the total crack 
growth rates into fatigue and creep components. Because of the extensive database of FCP rates in which ∆K is treated as 
an independent variable for correlation of FCP rates in terms of crack extension per cycle (da/dN), there has been an 
effort to cast similarly cast CCG rates in terms of ∆K. A study of CCG rates for typical superalloys has resulted in an 
expression correlating K with 100 h of life prior to failure. One of the assumptions is that there exists a critical strain 
ahead of the crack tip that can serve as a criterion for CCG (Ref 111). The value of K required to produce failure within 
100 h is given by:  

K = (3 0 YSE + 0.3 YSE D *)   (EQ 16) 

where δ0 is the initial crack-tip displacement, σys is the yield strength, E is Young's modulus, * is the critical strain, and 
D is the grain diameter. Equation 16 captures the association between resistance to CCG and large grain size, which has 
been validated experimentally elsewhere (Ref 110). However, this model does not address the problem of crack growth 
rate (da/dt). 

Several parameters based on modifications to the J-integral exist to predict crack growth rates, including C*, C(t), and Ct 
(see the article "Elevated-Temperature Crack Growth" in this Volume). For example, C* is a relatively straightforward 
modification of the J-integral in which strain components are replaced by strain-rate components:  

  
(EQ 17) 

where  



  

and is the path contour from the lower crack surface to the upper crack surface, ds is the incremental arc length along 
, Ti is the traction vector along path , x and y are Cartesian coordinates with their origin at the crack tip, ui is the 
displacement vector, σij is the stress tensor, and εij is the strain-rate tensor. 

It should be noted that Eq 17 is valid only for secondary creep in which the creep strains dominate any existing elastic or 
plastic strains. Typical constitutive equations describing this type of creep take on a power-law expression:  

= A N  (EQ 18) 

where A and n are the creep coefficient and exponent, respectively. 

For the case of transient creep, Saxena (Ref 112) has defined the Ct parameter:  

  
(EQ 19) 

where B is specimen thickness and is instantaneous stress power. This expression represents the instantaneous stress 
power dissipation rate, whereas C* represented the steady-state rate. The expressions for Ct take on a variety of forms, 
depending on the material and creep regime. A good summary is provided in Ref 113. 

As mentioned before, creep and fatigue combine to create creep-fatigue loading. Modeling of crack growth rates under 
creep-fatigue loading usually is based on a partitioning of crack growth between fatigue and creep components:  

  
(EQ 20) 

Establishment of expressions for (da/dN)time based on Ct and the modified parameter, (Ct)avg, have been investigated (Ref 
114, 115). For small-scale creep:  

  
(EQ 21A) 

  
(EQ 21B) 

The following two expressions can then be used:  

  
(EQ 22A) 

  
(EQ 22B) 

These equations can then be used in conjunction with expressions for (da/dN)cycle to model total crack growth rates (Ref 
113). 



Influence of Microstructure and Physical Metallurgy 

As mentioned earlier, larger grains tend to lower CCG rates as well as FCP rates. Furthermore, serrated grain boundaries, 
produced by slow cooling of a warm-worked alloy and associated zener pinning as ' nucleates at the grain boundaries, 
have also been shown to lower CCG rates. Lowered creep rates due to serrated boundaries have been reported in Ref 116 
and 117. Raj and Ashby (Ref 116) proposed the following model correlating boundary sliding to parameters that quantify 
the serrated grain boundaries:  

  
(EQ 23) 

where is the grain-boundary sliding rate, a is applied shear stress, λ is the periodicity of the boundary perturbation, h 
is the double amplitude of boundary perturbation, DB is the grain-boundary diffusion coefficient, Dv is the volume 
diffusion coefficient, is atomic volume, and is the thickness of grain-boundary diffusion zone. Clearly, increased 
serration height decreases the rate of grain-boundary sliding and consequent creep. These general observations are 
corroborated by Ref 117, as shown in Fig. 13. 

 

FIG. 13 EFFECTS OF SERRATED GRAIN BOUNDARIES UPON TIME TO FAILURE FOR IN-792 AT 704 °C (1300 
°F). SOURCE: REF 117 

Single Crystal Considerations 

As was the case with FCP, creep for single crystals merits closer examination of the unique effects that monocrystalline 
form imposes on creep behavior. In general, SX and DX components exhibit vastly superior creep properties than their 
polycrystalline counterparts. This is shown in Fig. 14, which compares the creep behavior of polycrystalline equiaxed 
Inconel 100, directionally solidified DS 200 HF, and single-crystal CMSX-2 (Ref 118). For SX alloys, crystallographic 
orientation also plays a major role in creep-rupture lives and creep elongation. However, these effects are highly 
temperature dependent, as shown in Fig. 15 and 16. 



 

FIG. 14 STRESS-RUPTURE LIVES OF SINGLE-CRYSTAL CMSX-2, DIRECTIONALLY SOLIDIFIED DS 200 HF, AND 
EQUIAXED INCONEL 100 VS LARSON-MILLER PARAMETER. SOURCE: REF 25 

 

FIG. 15 STRESS-RUPTURE LIVES AS A FUNCTION OF ORIENTATION. (A) SPECIMENS TESTED AT 760 °C (1400 
°F). SOURCE: REF 25. (B) SPECIMENS TESTED AT 960 °C (1760 °F). SOURCE: REF 119 



 

FIG. 16 CREEP ELONGATION OF PWA 1480 AS A FUNCTION OF TEMPERATURE AND ORIENTATION. (A) 760 °C 
(1400 °F). (B) 980 °C (1800 °F). SOURCE: REF 42 

The microstructure of SX nickel-base superalloys has been found to play a significant role in creep resistance. Gamma-
prime precipitate size and geometry are particularly important. Analysis of these effects is somewhat complicated by the 
microstructural changes that affect the precipitates. The influence of ' size is well illustrated for the case of CMSX-2, 
where it is varied between approximately 0.25 and 0.65 m through appropriate heat treatments (Ref 119). Figure 17 
shows the effect of ' size on creep-rupture times as well as time to reach a strain of 1% for two different temperatures. 
In each case, ' precipitates of about 0.5 m seem to produce the best creep resistance. 



 

FIG. 17 CREEP-RUPTURE TIMES AS A FUNCTION OF ' SIZE FOR CMSX-2. (A) 760 °C (1400 °F); 750 MPA 
(110 KSI). (B) 950 °C (1740 °F); 240 MPA (35 KSI). SOURCE: REF 24 

Precipitate morphology is another important factor. Two different heat treatments were used to produce irregularly shaped 
precipitates (combinations of spheres and cubes) or regularly shaped cuboidal precipitates. Examination of the 
deformation mechanisms for the two microstructures showed relatively inhomogeneous and homogeneous deformation 
for the irregular and regularly shaped precipitates, respectively (Fig. 18). Correspondingly, the creep-rupture behavior for 
the specimens with a microstructure consisting of regularly shaped ' precipitates was more favorable than that of the 
irregularly shaped ' precipitate microstructure (Fig. 19). As mentioned before, under certain conditions the ' 
precipitates coalesce and form "rafts" (Fig. 20). These rafts form perpendicular to the loading direction and can 
dramatically improve the creep resistance of the alloy. 



 

FIG. 18 DIFFERING ' MORPHOLOGIES AS A FUNCTION OF HEAT TREATMENT. SOURCE: REF 24 

 

FIG. 19 EFFECT OF PRECIPITATE MORPHOLOGY ON CREEP-RUPTURE PROPERTIES. CURVE T1 CORRESPONDS 
TO SPECIMENS WITH A HEAT TREATMENT THAT PRODUCED IRREGULARLY SHAPED PRECIPITATES. CURVE T2 
CORRESPONDS TO REGULAR CUBOIDAL PRECIPITATES. SOURCE: REF 24 

 

FIG. 20 COALESCENCE OF THE ' PHASE INTO "RAFTS" UNDER CREEP LOADING. SOURCE: REF 24 

Conclusions 



The FCP and creep behavior of nickel-base superalloys are heavily interdependent upon extrinsic and intrinsic factors. 
Furthermore, intrinsic microstructural features such as γ' size and morphology, which directly affect FCP and creep 
performance, are subject to change under the combined effects of loading and temperature. Directionally solidified and 
single crystals must also include orientation dependence for FCP and creep behavior. Changes in extrinsic parameters 
such as temperature may be quite beneficial for one environment but detrimental for another. Considerable care must be 
exercised in order to take into account all extrinsic and intrinsic factors when making quantitative or qualitative FCP or 
CCG rate predictions. Nonetheless, with appropriate care, an engineer can make meaningful predictions of FCP or CCG 
behavior. 

While polycrystalline superalloys remain quite useful due to lower production costs than DX and SX alloys, their 
performance is generally lower. The lower production costs for DX components in comparison with SX counterparts 
ensures their future use and development. Unfortunately, many of the life prediction models developed for polycrystalline 
alloys are not directly applicable to their SX and DX counterparts. Nonetheless, their superior performance for military 
and commercial applications ensures that their use will continue to increase. Considerable efforts are being made in the 
development of appropriate life prediction models and seem likely to continue. 
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Introduction 

COMPARED to most structural materials, relatively few applications of copper alloys involve cycling stressing. The most 
common use of copper alloys under dynamic loading is in rotating electrical machinery used for power generation. This 
application involves copper and very dilute copper alloys, which are not covered in this article. The reader is referred to 
Ref 1 for information on fatigue of copper. 

One application of copper alloys requiring resistance to fracture after two or three highly stressed reverse bend cycles 
relates to the use of leadframe in insertion mounted microelectronic devices. The "leadbend fatigue" test involves 
repeated 90 degree bending and straightening of the leadframe leads. The test was designed to ensure that materials used 
for leadframes would not be susceptible to fracture if leads were straightened after inadvertent deformation during 
handling. This subject is covered in Ref 2 and 3, which describe the test method, list many of the alloys used for 
leadframes, and provide comparative leadbend fatigue data. With the increasing use of surface-mounted devices, the 
leadbend fatigue test and this property have become less important. 

Copper alloys whose fatigue characteristics are covered in this article are used in applications involving repeated flexing: 
springs used for contacts and connectors, bellows, and Bourdon tubes. Alloys used for these applications include the 



brasses, bronzes (tin-, silicon-, aluminum-, and combinations thereof), and beryllium coppers. Copper-nickel-tin 
spinodally hardened alloys are also used in connectors and contacts. Flexural fatigue properties of all these classes of 
alloys in strip form are presented in this article. Heavier copper alloy sections subjected to cyclic loading are largely 
confined to the beryllium coppers for applications such as aircraft landing gear bushings, races and rollers for rolling-
element bearings, and oil and gas downhole hardware such as antigalling thread-saver subs and instrument housings. 
Rotating-beam fatigue results are reported for beryllium copper alloy C17200. 

The alloy designations and compositions of alloys covered in this article are given in Table 1. Copper alloys are classified 
by the International Unified Numbering System (UNS) designations, which identify alloy groups by major alloying 
element. 

TABLE 1 ALLOY DESIGNATIONS AND COMPOSITIONS 

UNS 
DESIGNATION  

NOMINAL 
COMPOSITION, %  

C17200  1.9 BE, 0.25 CO  
C17410  0.3 BE, 0.4 CO  
C17510  0.4 BE, 1.8 NI  
C26000  30 ZN  
C51000  5.0 SN, 0.2 P  
C63800  2.8 AL, 1.8 SI, 0.4 CO  
C65400  3.1 SI, 1.6 SN, 0.05 CR  
C68800  23 ZN, 3.4 AL, 0.4 CO  
C72050  3.2 NI, 0.75 SI, 0.2 MG  
C72900  15 NI, 8 SN  
C76200  29 ZN, 12 NI, 0.5 MN   

The brasses, nickel silvers, and bronzes covered in this article are strengthened by cold work, the exception being 
C70250, the copper-nickel-silicon-magnesium alloy, which is strengthened by combinations of cold work and 
precipitation hardening. The beryllium coppers are strengthened by cold work and/or precipitation hardening. The 
spinodally strengthened copper-nickel-tin alloy is cold worked and aged. The temper designations used for the materials 
tested are listed in Table 2. These designations are used throughout the text and figures. Because of their ability to be 
precipitation hardened, C70250 and beryllium copper alloys can be tailored across a wide range of strength and 
conductivity combinations. 

TABLE 2 COPPER ALLOY TEMPER DESIGNATIONS 

ASTM B 601 
TEMPER DESIGNATION(A) 

PROCESS 
SOFT ANNEALED(B)  

H01  CW TO QUARTER-HARD  
H02  CW TO HALF HARD  
H03  CW TO THREE-QUARTER HARD  
H04  CW TO HARD  
H06  CW TO EXTRA HARD  
H08  CW TO SPRING  
H10  CW TO EXTRA SPRING  
H14  CW TO SUPER SPRING  
TB00  ST  
TF00  ST AND AGE  
TD01  ST + CW  
TD02  ST + CW  



TD04  ST + CW  
TH01  ST + CW + AGE  
TH02  ST + CW + AGE  
TH04  ST + CW + AGE  
TM00  CW + AGE (MILL HARDENED)  
TM02  CW + AGE (MILL HARDENED)  
TM03  CW + AGE (MILL HARDENED)  
TM04  CW + AGE (MILL HARDENED)  
TM06  CW + AGE (MILL HARDENED)  
TM08  CW + AGE (MILL HARDENED)   

(A) TD, TH, AND TM TEMPERS INCREASE IN NUMBER WITH INCREASING COLD WORK. 
(B) CW, COLD WORK; ST, SOLUTION TREAT  
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Alloy Metallurgy and General Mechanical Properties 

Brasses. Both the standard cartridge brass (C26000, 70Cu-30Zn) and the higher-strength aluminum brass (C68800) offer 
excellent combinations of strength and formability and are widely used as spring materials. The microstructure of C26000 
is an all-α solid solution. In addition to a copper-zinc-aluminum solid solution, C68800 contains a second-phase cobalt 
aluminide that acts as a grain refiner. 

Nickel-Silvers. The copper-nickel-zinc alloy C76200 is a nickel-modified brass. The nickel modification offers 
improved strength over conventional brasses. This family of alloys is used in springs of all types. 

Bronzes. Tin bronze (C51000) is one of the most widely used alloys for springs that require strength higher than 
standard brass. It is also used for bellows and Bourdon tubes. It is essentially a single-phase alloy. 

The silicon-aluminum-bronze alloy (C63800) and the silicon-tin-bronze alloy (C65400) both are used in a broad range of 
electronic and electrical springs. The microstructure is a single-phase solid solution, with a coarse second-phase 
particulate (cobalt silicide in the case of C63800). 



The nickel-silicon alloy C70250 has wide application in electrical and electronic springs. It combines moderately high 
conductivity and formability with high strength. The alloy microstructure consists of an solid solution and a second-
phase nickel silicide that provides precipitation hardening. 

Beryllium Coppers. Commercial wrought beryllium copper alloys contain from 0.2 to 2.0 wt% Be and 0.2 to 2.7 wt% 
Co (or up to 2.2 wt% Ni), with the balance primarily copper. Within this compositional band, two distinct classes of 
commercial materials have been developed: high-strength alloys and moderate-conductivity alloys. 

Wrought high-strength alloys (C17000 and C17200) contain 1.6 to 2.0 wt% Be and nominal 0.25 wt% Co. Wrought 
moderate-conductivity alloys (C17500 and C17510) contain 0.2 to 0.7 wt% Be and nominal 2.5% Co (or 2 wt% Ni). The 
leanest alloy is C17410, which contains less than 0.4 wt% Be and 0.6 wt% Co. 

Additional detailed information on the composition, physical metallurgy, mechanical properties, and thermal treatments 
of beryllium copper alloys, including casting alloys and special tempers and alloys, can be found in Ref 4. 

Spinodal Alloys. The family of copper-nickel-tin alloys spinodally strengthened during aging is represented here by the 
highest-strength version, the 15Ni-8Sn alloy C72900 used for connectors. Optimum strength and formability are obtained 
by a combination of cold working followed by aging. 
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Fatigue Testing 

Strip. Bend fatigue testing of strip was performed in conformance with the ASTM B 593 standard method for copper 
alloy spring materials. This method employs a fixed-cantilever, constant-deflection machine. The tapered test sample is 
held as a cantilever beam in a clamp at one end and deflected near the opposite end of the apex of the tapered section. 
Testing was done in a Krouse machine, with the force applied to the sample by a cam and rod linkage. A wide range of 
bending load ratios can be applied with this method. Typically, load ratios are chosen between R = -1 and 0 to simulate 
reverse bending and unidirectional bending, respectively. The test frequency is approximately 20 Hz. 

Test samples were made from commercial materials. Gages covered 0.20 to 0.38 mm (0.008 to 0.015 in.) for the 
beryllium coppers and spinodal alloys and 0.25 to 1.5 mm (0.010 to 0.060 in.) for the remaining alloys. Samples of the as-
rolled strip were milled to the required test specimen geometry. The rolled surface was left intact and the milled edges 
deburred. 

The required deflection is determined by using either the cantilever simple beam equation or measured with strain-gaged 
samples under dynamic conditions. The maximum outer fiber bending stress is calculated by:  

  

where S is the desired bending stress, P is the applied load at the connecting pin (apex of the sample triangle), L is the 
distance between the connecting pin and the point of stress, b is the specimen width at length L from the point of load 
application, and d is the specimen thickness. 



A load cell at the fixed end of the sample is used to detect change in the sample loading resulting from a macroscopic 
crack initiation. The load cell information is relayed to a monitoring circuit that determines the test completion based on 
the failure criteria required. 

Rotating Beam. Fatigue tests of materials representing heavy section products made from rod, bar, and plate were 
conducted by the rotating-beam method following ASTM E 647 guidelines. 
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Fatigue Data 

Strip 

Nonaging Alloys. All flexural fatigue data are reported as S-N curves, where S is the maximum stress in flexure and N is 
the number of cycles to failure. Failure is defined as complete specimen fracture. Fatigue strength is defined here as the 
maximum stress without failure after 100 million cycles of reversed bending. Figures 1, 2, 3, 4, 5, and 6 present S-N 
curves for the solid-solution (nonaging) strengthened alloys (with or without a second-phase grain refiner). In general, 
fatigue strength follows tensile strength monotonically, but there are exceptions where fatigue strength is relatively 
insensitive to temper and a few cases, most notably C51000 but also C65400, where crossovers occur. This behavior has 
been observed before in tin-bronze alloys (Ref 5, 6). 

 

FIG. 1 S-N CURVES FOR C26000. LONGITUDINAL LOADING, R = -1 



 

FIG. 2 S-N CURVES FOR C68800. LONGITUDINAL LOADING, R = -1 

 

FIG. 3 S-N CURVES FOR C76200. LONGITUDINAL LOADING, R = -1 

 

FIG. 4 S-N CURVES FOR C51000. LONGITUDINAL LOADING, R = -1 



 

FIG. 5 S-N CURVES FOR C63800. LONGITUDINAL LOADING, R = -1 

 

FIG. 6 S-N CURVES FOR C65400. LONGITUDINAL AND TRANSVERSE LOADING, R = -1 

For many copper alloy systems, transverse tensile and yield strengths are substantially higher than longitudinal strengths, 
and this characteristic is reflected normally by higher transverse fatigue strengths, as shown in Fig. 6. Although transverse 
data are not shown for the other alloys, similar behavior is observed. In general, low-stacking-fault-energy (SFE) alloys 
such as C68800 and C63800, as well as C65400, exhibit greater directionality, more so than the beryllium coppers or 
C70250. 



 

FIG. 7 S-N CURVES FOR C70250. LONGITUDINAL LOADING, R = -1 

The C70250 alloys are shown in Fig. 7 for three tempers. At higher cycles, the temper effect is minimal; at lower 
cycles, there is some temper dependence. 

All of the curves shown in Fig. 1, 2, 3, 4, 5, 6, and 7 represent fatigue stresses at which 50% of the samples would be 
expected to fail. The data should therefore be treated as representative and not be used for design purposes. Table 3 lists 
tensile properties and fatigue strengths for the alloys shown in Fig. 1, 2, 3, 4, 5, 6, and 7. 

TABLE 3 TENSILE AND FATIGUE STRENGTHS OF THE COPPER ALLOYS IN FIG. 1, 2, 3, 4, 5, 6, AND 7 

0.2% YIELD STRENGTH  ULTIMATE TENSILE STRENGTH  ALLOY  TEMPER  
MPA  KSI  MPA  KSI  

ELONGATION, 
%  

108 
CYCLES  

H01  310  45  421  61.1  33  18  
H02  427  62  476  69  17  22  
H04  538  78  572  83  5  24  

C26000  

H08  641  93  676  98  2  26  
H04  581  84  597  86  8  35  
H08  712  103  732  106  3  34  

C51000  

H14  745  108  788  114  3  33  
O60  290  42  517  75  42  30  
H02  614  89  696  101  13  32  
H04  696  101  772  112  7  35  
H06  765  111  834  121  4  36  

C63800  

H08  793  115  869  126  3  44  
H02L  568  82  657  95  18  29  
H02T  593  86  701  101  10  34  
H04L  746  108  832  120  4  24  
H04T  731  106  866  125  3  31  
H08L  846  122  934  135  3  37  

C65400  

H08T  859  124  991  143  2  50  
O60  331  48  538  78  37  32  
H02  621  90  676  98  7  32  
H06  731  106  814  118  2  32  

C68800  

H10  758  110  862  125  1  33  
TM00  568  82  712  103  15  33  C70250  
TM02  643  93  718  104  12  33  
H06  724  105  737  107  4  29  C76200  
H08  772  112  786  114  3  32   



Beryllium Coppers: Heat-Treatable and Heat-Treated Alloys. Fatigue data shown here for beryllium copper alloys 
are represented by a band, the lower bound determined by the lowest stress to cause failure and the upper bound 
determined by regression analysis of failure data from four or more commercial lots of materials. These upper bound 
curves are equivalent to the 50% failure curves shown in Fig. 1, 2, 3, 4, 5, 6, and 7. 

Beryllium copper in the solution-annealed or cold-rolled condition prior to age hardening is referred to as being in the 
heat-treatable temper. Examples of the bending fatigue behavior of C17200 strip heat-treatable tempers are shown in Fig. 
8. The effect of cold reduction, up to 37% for the TD04 temper, has only a small effect on the fatigue response. 

 

FIG. 8 BENDING FATIGUE CURVES FOR BERYLLIUM COPPER C17200 STRIP IN THE HEAT-TREATABLE 
CONDITION. LONGITUDINAL LOADING, R = -1 

Figure 9 demonstrates the effect of age hardening to peak strength after cold work on fatigue behavior--about a 70 MPa 
(10 ksi) increase in fatigue strength. The differences due to prior cold work become pronounced at R = 0 (unidirectional) 
stressing (Fig. 10). The benefit available for unidirectional stressing is useful for switch designs that operate in 
unidirectional bending. 

 

FIG. 9 BENDING FATIGUE CURVES FOR HEAT-TREATED (PEAKAGED) C17200 STRIP. LONGITUDINAL LOADING, 
R = -1 



 

FIG. 10 BENDING FATIGUE CURVES FOR HEAT-TREATED (PEAKAGED) C17200 STRIP. LONGITUDINAL 
LOADING, R = 0 

The fatigue response for age hardened C17510 (TH04), the higher-conductivity alloy with lower strength (Fig. 11), 
demonstrates that fatigue strengths achievable at this higher conductivity level are comparable to the higher-strength 
beryllium copper C17200 in the solution-treated and cold-worked, unaged condition (see Fig. 8). 

 

FIG. 11 BENDING FATIGUE CURVES FOR C17510 TH04 STRIP. LONGITUDINAL AND TRANSVERSE LOADING, R 
= -1 

Beryllium Coppers: Mill-Hardened Strip. Mill hardening consists of age hardening to a specific strength level as part 
of the manufacturing process. This process can reduce or eliminate the need for age hardening after component forming 
that is required for the age-hardenable tempers. The data in Fig. 12 represent two mill-hardened tempers of C17200 strip. 
The TM04 temper is a medium-strength product (760 to 930 MPa, or 110 to 135 ksi, yield strength); the TM08 temper 
offers the greatest strength available (1035 to 1240 MPa, or 150 to 180 ksi, yield strength). The TM08 temper shows 
greater stress to failure at high cycles than the TM04 temper. Both tempers show very little directionality at either load 
ratio, as illustrated by comparing Fig. 12 and 13. Compared to the heat-treated tempers in Fig. 9, the TM08 temper 
displays the greater fatigue strength in reverse bending; however, in contrast, the TH04 temper displays the greatest 
fatigue strength in unidirectional bending (Fig. 10). 



 

FIG. 12 BENDING FATIGUE CURVES FOR C17200 TM04 AND TM08 STRIP TEMPERS. LONGITUDINAL LOADING, 
R = 0 AND -1 

 

FIG. 13 BENDING FATIGUE CURVES FOR C17200 TM04 AND TM08 STRIP TEMPERS. TRANSVERSE LOADING, R 
= 0 AND -1 

C17410 is manufactured in two mill-hardened strip tempers, designated by their manufacturer as TH02 and TH04. 
Typical mill-hardened tempers are designated TMx. These alloys do not require additional aging by the customer. Figures 
14 and 15 show the fatigue curves for these alloys. The lower-strength (TH02) temper generally shows greater fatigue 
strength in reverse bending than the higher-strength temper. This is in contrast to the tensile strength/fatigue trend seen in 
C17200 alloys. The difference between the two tempers is diminished in unidirectional bending. Fatigue strengths around 
550 MPa (80 ksi) are achieved for unidirectional bending. In general, the reverse bending fatigue response of this alloy 
compares to the fatigue strength of the C17200 mill-hardened strip, but shows slightly reduced response unidirectionally. 



 

FIG. 14 BENDING FATIGUE CURVES FOR C17410 TH02 STRIP. LONGITUDINAL AND TRANSVERSE LOADING, R 
= -1 

 

FIG. 15 BENDING FATIGUE CURVES FOR C17410 TH04 STRIP. LONGITUDINAL AND TRANSVERSE LOADING, R 
= -1 

Edge condition can severely affect the fatigue response of strip products, particularly high-strength alloys. Electrical and 
electronic spring contacts are usually manufactured by stamping, slitting, electrodischarge machining, or chemically 
etching. Each of these operations can impart some degree of damage to the affected edge. The effect of slit edges, 
simulating stamped conditions, on fatigue response were addressed in Ref 7, which studied stamped versus milled edge 
samples. The results confirmed that high-cycle fatigue is surface dependent in strip and that careful application of fatigue 
data to a design is critical. 

Table 4 lists tensile and fatigue strengths of the beryllium copper alloys shown in Fig. 8, 9, 10, 11, 12, 13, 14, and 15. 

TABLE 4 TENSILE AND FATIGUE STRENGTHS OF SELECTED TEMPERS OF THE BERYLLIUM COPPER ALLOYS 
IN FIG. 8, 9, 10, 11, 12, 13, 14, 15 

0.2% YIELD 
STRENGTH  

ULTIMATE TENSILE 
STRENGTH  

ALLOY  TEMPER  

MPA  KSI  MPA  KSI  

ELONGATION, 
%  

108 
CYCLES 
(R = -1)  



TD01  415-550  60-80  515-605  75-88  30-45  31-36  
TD02  515-655  75-95  585-690  85-100  12-30  32-38  
TD04  620-795  90-115  690-825  100-120  2-18  35-39  
TH01  1035-1275  150-185  1205-1415  175-205  3-10  40-45  
TH02  1105-1345  160-195  1275-1480  185-215  1-8  42-47  
TH04  1140-1415  165-205  1310-1515  190-220  1-6  45-50  
TM04  760-930  110-135  930-1035  135-150  9-20  45-52  

C17200  

TM08  1035-1240  150-180  1205-1310  175-190  3-12  50-60  
C17510  TH04  655-825  95-120  760-930  110-135  8-20  42-47  

TH02  550-690  80-100  655-790  95-115  10 (MIN)  45  C17410  
TH04  690-825  100-120  760-895  110-130  7 (MIN)  45   

Spinodal Alloy. S-N data for alloy C72900 are shown in Fig. 16 for TM02, 04, and 06 tempers. Fatigue strengths at 100 
million cycles in reversed bending are in the range of 220 to 275 MPa (32 to 40 ksi) for all three tempers. These curves 
represent averaged data comparable to S-N curves in Fig. 1, 2, 3, 4, 5, 6, and 7. 

 

FIG. 16 S-N CURVE FOR C72900 IN TM02, TM04, AND TM06 TEMPERS. LONGITUDINAL LOADING, R = -1 

Heavy-Section Beryllium Copper 

Rotating-beam S-N curves are shown in Fig. 17 for C17200 in age-hardened tempers TF00 and TH04. Generally 
speaking, the smaller the diameter or size, the greater the fatigue strength. This behavior is linked directly to the 
microstructure, which will be discussed in the following section. 



 

FIG. 17 ROTATING-BEAM FATIGUE CURVES FOR C17200 TF00 AND TH04 ROD AS A FUNCTION OF DIAMETER 
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Discussion 

As noted earlier, fatigue strength for copper alloys is usually defined as the stress sustainable without failure for 100 
million cycles. [For the average (50% failure) curves, this actually means 50% will fail at this stress level.] For this high-
cycle condition, most of the life is spent in crack nucleation, assuming the component in question does not have 
mechanical defects or other notches in the high-stress area. 

High SFE alloys exhibit fatigue crack nucleation within persistent slip bands--markings produced by cyclic microplastic 
deformation. This is not an apparent mode of crack nucleation for low-SFE alloys. In general, cold work has a more 
beneficial effect on fatigue strength of low-SFE alloys versus copper and high-SFE copper alloys. Reducing grain size 
generally increases fatigue strength. This effect diminishes with increasing cold work. 

Resistance to microplastic deformation and enhancement of fatigue life can be produced by precipitation hardening if the 
precipitate phase is stable under cyclic loading. This is the case for beryllium copper and copper-nickel-tin precipitates. 

Beryllium Coppers. Microstructure plays an important role in the fatigue performance of beryllium copper alloys. Age-
hardened structures contain a mixture of metastable precipitates within a copper alloy matrix. The metastable precipitates 
dominate the deformation behavior of these alloys because of the small size, high volume fraction, homogeneous 



distribution, and high elastic strain contribution within the copper matrix. Aging, therefore, significantly affects fatigue 
behavior. 

The high-strength C17200 alloys and C17410 contain a stable cobalt beryllide intermetallic, and C17510 contains a nickel 
beryllide. These beryllides are considerably larger than the precipitates and spaced sufficiently apart (i.e., long mean free 
path) so they do not contribute significantly to the fatigue performance. 

An overaged structure will generally result in improved bending or rotating fatigue performance. Even though overaging 
results in somewhat lower strength, the net result is an improvement in fatigue life, because overaging prolongs the crack 
nucleation stage. Overaging causes the precipitate/matrix orientation relationship to progress to form incoherent phase 
from the metastable coherent Guinier-Preston zones (GPZ). 

Conversely, the fatigue crack propagation behavior worsens as the alloys are overaged (Fig. 18). Deformation becomes 
highly localized at the grain boundaries as a result of the heterogeneous cellular reaction forming the equilibrium phase 
while creating adjacent regions within the grain boundaries of solute-depleted copper. Dislocation pileups at the grain 
boundaries are not adequately blunted and propagate easily into the boundaries, resulting in a crack path "short circuit." 
Nonetheless, the increase in crack propagation rate for overaged versus peak-aged material does not alter the overall 
improved life associated with the overaged condition. 

 

FIG. 18 FATIGUE CRACK PROPAGATION RATE OF C17200 IN THE OVERAGED AND UNDERAGED CONDITIONS. 
MATERIAL AGED TO 760 MPA (110 KSI) YIELD STRENGTH 
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Fatigue and Fracture Resistance of Magnesium Alloys 

 

Introduction 

Magnesium possesses the lowest density of all structural metals, having about 25% the density of iron and approximately 
33% that of aluminum. Because of this low density, both cast and wrought magnesium alloys (Tables 1 and 2) have been 
developed for a wide variety of structural applications in which low weight is important, if not a requirement. In this 
context, this article briefly summarizes the fatigue and fracture resistance of magnesium alloys. 



TABLE 1 NOMINAL COMPOSITION, TYPICAL TENSILE PROPERTIES, AND CHARACTERISTICS OF SELECTED MAGNESIUM CASTING ALLOYS 

NOMINAL COMPOSITION  TENSILE PROPERTIES  ASTM 
DESIGNATIO
N  

BRITISH 
DESIGNATIO
N  

A
L  

Z
N  

M
N  

S
I  

C
U  

Z
R  

RE 
(MM
)  

RE 
(ND
)  

T
H  

Y  A
G  

CONDITIO
N  0.2% 

YIELD 
STRENGT
H, 
MPA  

ULTIMATE 
TENSILE 
STRENGT
H, 
MPA  

ELONGATIO
N, 
%  

CHARACTERISTIC
S  

AS-SAND 
CAST  

75  180  4  GOOD ROOM-
TEMPERATURE 
STRENGTH AND 
DUCTILITY  

AZ63  . . .  6  3  0.3  . . 
.  

. . .  . . .  . . .  . . .  . . .  . . 
.  

. . .  

T6  110  230  3     
AS-SAND 
CAST  

80  140  3  TOUGH, LEAK-
TIGHT CASTINGS  

AZ81  A8  8  0.5  0.3  . . 
.  

. . .  . . .  . . .  . . .  . . .  . . 
.  

. . .  

T4  80  220  5  WITH 0.0015 BE, 
USED FOR 
PRESSURE DIE 
CASTING  

AS-SAND 
CAST  

95  135  2  GENERAL-
PURPOSE ALLOYS 
USED FOR SAND 
AND DIE CASTINGS  

T4  80  230  4     
T6  120  200  3     
AS-CHILL 
CAST  

100  170  2     

T4  80  215  5     

AZ91  AZ91  9.5  0.5  0.3  . . 
.  

. . .  . . .  . . .  . . .  . . .  . . 
.  

. . .  

T6  120  215  2     
AM50  . . .  5  . . .  0.3  . . 

.  
. . .  . . .  . . .  . . .  . . .  . . 

.  
. . .  AS-DIE 

CAST  
125  200  7  HIGH-PRESSURE 

DIE CASTINGS  
AM20  . . .  2  . . .  0.5  . . 

.  
. . .  . . .  . . .  . . .  . . .  . . 

.  
. . .  AS-DIE 

CAST  
105  135  10  GOOD DUCTILITY 

AND IMPACT 
STRENGTH  

AS41  . . .  4  . . .  0.3  1  . . .  . . .  . . .  . . .  . . .  . . 
.  

. . .  AS-DIE 
CAST  

135  225  4.5  GOOD CREEP 
PROPERTIES TO 
150 °C  

AS21  . . .  2  . . .  0.4  1  . . .  . . .  . . .  . . .  . . .  . . 
.  

. . .  AS-DIE 
CAST  

110  170  4  GOOD CREEP 
PROPERTIES TO 
150 °C  

ZK51  Z5Z  . . .  4.5  . . .  . . 
.  

. . .  0.7  . . .  . . .  . . .  . . 
.  

. . .  T5  140  235  5  SAND CASTINGS, 
GOOD ROOM-
TEMPERATURE 
STRENGTH AND 
DUCTILITY  

ZK61  . . .  . . .  6  . . .  . . 
.  

. . .  0.7  . . .  . . .  . . .  . . 
.  

. . .  T5  175  275  5  AS FOR ZK51  

ZE41  RZ5  . . .  4.2  . . .  . . . . .  0.7  1.3  . . .  . . .  . . . . .  T5  135  180  2  SAND CASTINGS, 



.  .  GOOD ROOM-
TEMPERATURE 
STRENGTH, 
IMPROVED 
CASTABILITY  

ZC63  ZC63  . . .  6  0.5  . . 
.  

3  . . .  . . .  . . .  . . .  . . 
.  

. . .  T6  145  240  5  PRESSURE-TIGHT 
CASTINGS, GOOD 
ELEVATED-
TEMPERATURE 
STRENGTH, 
WELDABLE  

SAND CAST 
T5  

95  140  3  GOOD 
CASTABILITY, 
PRESSURE TIGHT, 
WELDABLE, CREEP 
RESISTANT TO 250 
°C  

EZ33  ZRE1  . . .  2.7  . . .  . . 
.  

. . .  0.7  3.2  . . .  . . .  . . 
.  

. . .  

CHILL 
CAST T5  

100  155  3     

HK31  MTZ  . . .  . . .  . . .  . . 
.  

. . .  0.7  . . .  . . .  3.2  . . 
.  

. . .  SAND CAST 
T6  

90  185  4  SAND CASTINGS, 
GOOD 
CASTABILITY, 
WELDABLE, CREEP 
RESISTANT TO 350 
°C  

HZ32  ZT1  . . .  2.2  . . .  . . 
.  

. . .  0.7  . . .  . . .  3.2  . . 
.  

. . .  SAND OR 
CHILL 
CAST T5  

90  185  4  AS FOR HK31  

QE22  MSR  . . .  . . .  . . .  . . 
.  

. . .  0.7  . . .  2.5  . . .  . . 
.  

2.5  SAND OR 
CHILL 
CAST T6  

185  240  2  PRESSURE TIGHT 
AND WELDABLE, 
HIGH YIELD 
STRENGTH TO 250 
°C  

QH21  QH21  . . .  . . .  . . .  . . 
.  

. . .  0.7  . . .  1  1  . . 
.  

2.5  AS-SAND 
CAST T6  

185  240  2  PRESSURE TIGHT, 
WELDABLE, GOOD 
CREEP 
RESISTANCE AND 
YIELD STRENGTH 
TO 300 °C  

WE54  WE54  . . .  . . .  . . .  . . 
.  

. . .  0.5  . . .  3.25  . . .  5.
1  

. . .  T6  200  285  4  HIGH STRENGTH 
AT ROOM AND 
ELEVATED 
TEMPERATURES. 
GOOD CORROSION 
RESISTANCE, 
WELDABLE  

WE43  WE43  . . .  . . .  . . .  . . 
.  

. . .  0.5  . . .  3.25  . . .  4  . . .  T6  190  250  7     
 





TABLE 2 NOMINAL COMPOSITION, TYPICAL TENSILE PROPERTIES, AND CHARACTERISTICS OF SELECTED WROUGHT MAGNESIUM ALLOYS 

NOMINAL COMPOSITION  TENSILE PROPERTIES  ASTM 
DESIGNATION  

BRITISH 
DESIGNATION  AL  ZN  MN  ZR  TH  CU  LI  

CONDITION  
0.2% 
YIELD 
STRENGTH, 
MPA  

ULTIMATE 
TENSILE 
STRENGTH, 
MPA  

ELONGATION, 
%  

CHARACTERISTICS  

SHEET, PLATE 
F  

70  200  4  

EXTRUSIONS F  130  230  4  

M1  AM503  . . .  . . .  . . .  1.5  . . .  . . .  . . 
.  

FORGINGS F  105  200  4  

LOW- TO MEDIUM-STRENGTH ALLOY, 
WELDABLE, CORROSION RESISTANT  

SHEET, PLATE 
O  

120  240  11  

H24  160  250  6  
EXTRUSIONS F  130  230  4  

AZ31  AZ31  3  1  0.3 (0.20 
MIN)  

. . .  . . .  . . .  . . 
.  

FORGINGS F  105  200  4  

MEDIUM-STRENGTH ALLOY, WELDABLE, 
GOOD FORMABILITY  

EXTRUSIONS F  180  260  7  AZ61  AZM  6.5  1  0.3 (0.15 
MIN)  

. . .  . . .  . . .  . . 
.  FORGINGS F  160  275  7  

HIGH-STRENGTH ALLOY, WELDABLE  

AZ80  AZ80  8.5  0.5  0.2 (0.12 
MIN)  

. . .  . . .  . . .  . . 
.  

FORGINGS T6  200  290  6  HIGH-STRENGTH ALLOY  

SHEET, PLATE 
O  

120  240  11  

H24  165  250  6  
EXTRUSIONS  155  235  8  

ZM21  ZM21  . . .  2  1  . . .  . . .  . . .  . . 
.  

FORGINGS  125  200  9  

MEDIUM-STRENGTH ALLOY, GOOD 
FORMABILITY, GOOD DAMPING CAPACITY  

ZMC711  . . .  . . .  6.5  0.75  . . .  . . .  1.25  . . 
.  

EXTRUSIONS 
T6  

300  325  3  HIGH-STRENGTH ALLOY  

LA141  . . .  1.2  . . .  0.15 
MIN  

. . .  . . .  . . .  14  SHEET, PLATE 
T7  

95  115  10  ULTRALIGHT WEIGHT (SPECIFIC GRAVITY 
1.35)  

EXTRUSIONS 
T5  

210  295  8  ZK31  ZW3  . . .  3  . . .  0.6  . . .  . . .  . . 
.  

FORGINGS T5  205  290  7  

HIGH-STRENGTH ALLOY, SOME 
WELDABILITY  

EXTRUSIONS F  210  285  6  
T5  240  305  4  

ZK61  . . .  . . .  6  . . .  0.8  . . .  . . .  . . 
.  

FORGINGS T5  ?160  275  7  

HIGH-STRENGTH ALLOY  

SHEET, PLATE 
H24  

170  230  4  HK31  . . .  . . .  . . .  . . .  0.7  3.2  . . .  . . 
.  

EXTRUSIONS 
T5  

180  255  4  

HIGH CREEP RESISTANCE TO 350 °C, 
WELDABLE  

SHEET, PLATE 
T8  

135  215  6  

T81  180  255  4  

HM21  . . .  . . .  . . .  0.8  . . .  2  . . .  . . 
.  

FORGINGS T5  175  225  3  

HIGH CREEP RESISTANCE TO 350 °C, SHORT 
TIME EXPOSURE TO 425 °C, WELDABLE  

HZ11  ZTY  . . .  0.6  . . .  0.6  0.8  . . .  . . 
.  

EXTRUSIONS F  120  215  7  CREEP RESISTANCE TO 350 °C, WELDABLE  
 



Fatigue and Fracture Resistance of Magnesium Alloys 

Fatigue 

Most of the fatigue data for magnesium alloys are S-N curves dating from the 1930s to 1960s. Strain-life ( -N) curves for 
magnesium alloys are very rare, and most fatigue crack growth behavior data have originated from work conducted in the 
former Soviet Union. Data from these sources are compiled in Ref 1. 

Like other alloys, fatigue strength of magnesium alloys depends on tensile strength (Fig. 1). However, the ratio of fatigue 
strength to tensile strength is not as well defined for magnesium alloys as for steels. This is due, in part, to the effect of 
strengthening mechanisms on fatigue strength. For example, solid-solution strengthening increases the fatigue strength of 
magnesium alloys, whereas cold working and precipitation strengthening produce little improvement in fatigue strength at 
longer lives (Ref 3). 

 

FIG. 1 ROTATING BENDING FATIGUE STRENGTH VS. ULTIMATE TENSILE STRENGTH OF MAGNESIUM ALLOYS 
(SMALL SMOOTH SPECIMENS). SOURCE: REF 2 

Axial fatigue S-N curves for AZ91E and WE43 are shown in Fig. 2, along with comparative data for A357 aluminum. 
The flat curve typical of magnesium alloys contrasts with that of aluminum where there is a marked change in slope 
between low- and high-cycle regimes. These different shapes of curve indicate that, although A357 performs well at low 
cycles, the situation changes so that WE43 has the better properties at high cycles. AZ91E has significantly lower 
properties in the low-cycle regime as a result of lower strength and porosity, but at high cycles the difference is not so 
marked. 



 

FIG. 2 FATIGUE PROPERTIES OF A357, AZ91E, AND WE43. R = 0.1. SOURCE: REF 4 

Fatigue Mechanisms. The initiation of fatigue cracks in magnesium alloys is related to slip in preferably oriented grains 
and is often related to the existence of micropores. For pure magnesium, crack orientation is more strongly influenced by 
grain boundaries than the slip (Ref 3). 

The initial stage of fatigue crack growth usually occurs from quasicleavage, which is common in hexagonal close-packed 
structures such as magnesium. Further crack growth micromechanisms can be brittle or ductile and trans- or intergranular, 
depending on metallurgical structure and environmental influence. Some magnesium alloys can have either a hexagonal 
or body-centered cubic structure, depending on their chemical composition. 

Effect of Surface Condition. High-cycle fatigue strength is influenced primarily by surface condition. Sharp notches, 
small radii, fretting, and corrosion are more likely to reduce fatigue life than variations in chemical compositions or heat 
treatment. For example, removing the relatively rough as-cast surfaces of castings by machining improves fatigue 
properties of the castings (see Fig. 3). 



 

FIG. 3 EFFECT OF SURFACE TYPE ON THE FATIGUE PROPERTIES OF CAST MAGNESIUM-ALUMINUM-ZINC 
ALLOYS. SOURCE: METALS HANDBOOK, 9TH ED., VOL 2, ASM INTERNATIONAL, 1979, P 461 

When fatigue is the controlling factor in design, every effort should be made to decrease the severity of stress raisers. Use 
of generous fillets in re-entrant corners and gradual changes of section greatly increase fatigue life. Conditions in which 
the effects of one stress raiser overlap those of another should be eliminated. Further improvement in fatigue strength can 
be obtained by inducing stress patterns conducive to long life. Cold working the surfaces of critical regions by rolling or 
peening to achieve appreciable plastic deformation produces residual compressive surface stress and increases fatigue life. 

Surface rolling of radii is especially beneficial to fatigue resistance because radii generally are the locations of higher-
than-normal stresses. In surface rolling, the size and shape of the roller, as well as the feed and pressure, are controlled to 
obtain definite plastic deformation of the surface layers for an appreciable depth (0.25 to 0.38 mm, or 0.010 to 0.015 in.). 
In all surface working processes, caution must be exercised to avoid surface cracking, which decreases fatigue life. For 
example, if shot peening is used, the shot must be smooth and round. The use of broken shot or grit can result in surface 
cracks. 

Test Effects. As with other alloys, several test variables affect the fatigue strength of magnesium alloys. As expected, 
notched specimens and increasing R ratios decrease fatigue strength (Fig. 4a and 4b). The size of parts also reduces 
bending fatigue strength. 



 

FIG. 4 EFFECT OF STRESS RATIO AND NOTCHES ON FATIGUE OF TWO MAGNESIUM ALLOYS. (A) ROTATING 
BENDING AND TENSION-COMPRESSION S-N CURVES OF ZK60. (B) FATIGUE LIFE OF AZ61X-H WITH 
DIFFERENT NOTCH FACTORS. SOURCE: REF 5 

Generally, thicker portions of castings have greater microporosity and thus reduced fatigue strength, and thick extended 
bars (>75 mm diameter) and large forgings can experience reduced fatigue strength and increased notch sensitivity. 
Fatigue strength is also affected by specimen size (Fig. 5), because larger specimens provide greater surface area for crack 
initiation. 

 

FIG. 5 EFFECT OF SPECIMEN SIZE ON FATIGUE STRENGTH OF MAGNESIUM ALLOYS (SMOOTH, ROTATING 
BENDING SPECIMENS). SOURCE: REF 6 
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Fatigue and Fracture Resistance of Magnesium Alloys 

Fatigue Crack Growth 

As previously mentioned, availability of fatigue crack growth data on magnesium alloys is rather limited because most 
fatigue crack growth data were generated in the former Soviet Union. However, in examining fatigue crack growth rate 
curves for many materials, the striking feature is the similarity of curves normalized by modulus. Although from an 
engineering viewpoint, the differences in crack growth rate between alloys can be important when integrating along 
da/dN curves to obtain the lifetime of a structure, a large range of metals can be represented by a single curve if the 
driving force is normalized by modulus, as illustrated in Fig. 6 (Ref 7). The effect of environment is important, 
particularly water vapor (see Fig. 7 for magnesium alloy ZK60A). 

 

FIG. 6 CRACK GROWTH RATE CURVES FOR SEVERAL METALS COMPARED ON THE BASIS OF DRIVING FORCE 
NORMALIZED BY MODULUS. ORIGINAL WORK INCLUDES A MUCH LARGER RANGE OF MATERIALS, INCLUDING 
POLYMERS. SOURCE: REF 7 



 

FIG. 7 CORROSION-FATIGUE CRACK GROWTH CURVES FOR ZK60A-T5 IN DIFFERENT ENVIRONMENTS. 
SOURCE: REF 8 
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Fatigue and Fracture Resistance of Magnesium Alloys 

Fracture Toughness 

Typical values of magnesium alloy toughness are summarized in Table 3 (Ref 9). The critical stress intensity factor, KIc, a 
material constant, is the largest stress intensity the material will support, under conditions of plane strain, without failing 
catastrophically. If KIc is known for the material, and the geometry and stress are known for the part, the largest crack that 
can be tolerated can be calculated. The larger the critical stress intensity factor, the larger the flaw size that can be 
tolerated. 

TABLE 3 TYPICAL TOUGHNESS OF MAGNESIUM ALLOYS 

TENSILE STRENGTH, KSI  ALLOY  TEMPER  TEMPERATURE, 
°C  UNNOTCHED  NOTCHED  RATIO  

CHARPY 
V-NOTCH, J  

KIC, 
KSI in   

SAND CASTINGS  
AZ81A  T4  25  . . .  . . .  . . .  6.1  . . .  

F  25  . . .  . . .  . . .  0.79  . . .  
T4  25  . . .  . . .  0.90  4.1  . . .  

AZ91C  

T6  25  . . .  . . .  0.86(A)  1.4  10.4  
F  25  . . .  . . .  . . .  0.7  . . .  
T4  25  . . .  . . .  . . .  4.1  . . .  

AZ92A  

T6  25  . . .  . . .  . . .  1.4  . . .  
EQ21A  T6  20  . . .  . . .  . . .  . . .  14.9  
EZ32A  T5  20  . . .  . . .  . . .  1.5(B)  . . .  



HZ32A  T5  20  . . .  . . .  . . .  2.2(B)  . . .  
QE22A  T6  25  . . .  . . .  1.06(A)  2.0  12.0  
WE54A  T6  20  . . .  . . .  . . .  . . .  10.4  
QH21A  T6  25  . . .  . . .  . . .  . . .  17.0  
ZE41A  T5  25  . . .  . . .  . . .  1.4  14.1  
ZE63A  T6  25  . . .  . . .  . . .  0.07  19.1  
ZH62A  T5  25  . . .  . . .  . . .  3.4(B)  . . .  
ZK51A  T5  20  . . .  . . .  . . .  3.5(B)  . . .  
EXTRUDED ALLOYS  
AZ31B  F  25  . . .  . . .  . . .  3.4  25.5  
AZ61A  F  25  . . .  . . .  . . .  4.4  27.3  

F  25  46  34(C)  0.75  1.3  26.4  
   -195  61  25(C)  0.40  . . .  . . .  

25  50  22(C)  0.45  1.4  14.75  T5  
-195  65  14(C)  0.22  . . .  . . .  

AZ80A  

T6  25  . . .  . . .  . . .  1.4  . . .  
T5  25  44  38(C)  0.87  . . .  . . .  
   -78  51  38(C)  0.75  . . .  . . .  

HM31A  

   -195  59  39(C)  0.66  . . .  . . .  
ZK30  F  25  . . .  . . .  . . .  4.0  41.8(D)  

T5  25  51  49(C)  0.96  3.4  31.4  
   0   . . .  . . .  . . .  2.2  . . .  
   -78  . . .  . . .  . . .  2.2  . . .  

ZK60A  

   -195  74  45(C)  0.61  . . .  . . .  
SHEET  

. . .  24  38  31(E)  0.83  5.9  . . .  AZ31B-O  

. . .  -196  58  33(E)  0.53  . . .  . . .  

. . .  24  41  33(E)  0.81  . . .  26  AZ31B-H24  

. . .  -196  60  24(E)  0.40  . . .  . . .  

. . .  24  31  27(E)  0.86  4.0  30  HK31A-O  

. . .  -196  52  30(E)  0.57  . . .  . . .  

. . .  24  39  33(E)  0.85  3.0  23  HK31A-H24  

. . .  -196  58  36(E)  0.63  . . .  . . .  

. . .  24  36  33(E)  0.94  . . .  23  

. . .  -78  46  30(E)  0.67  . . .  . . .  
HM21A-T8  

. . .  -196  54  32(E)  0.59  . . .  . . .  

. . .  24  33  29(E)  0.87  6.6  21  

. . .  -78  44  30(E)  0.69  . . .  . . .  
ZE10-O  

. . .  -196  53  31(E)  0.59  . . .  . . .  

. . .  24  38  38(E)  1.00  . . .  28  

. . .  -78  46  38(E)  0.83  . . .  . . .  
ZE10A-H24  

. . .  -196  54  30(E)  0.56  . . .  . . .  
ZH11A-H24  . . .  20  . . .  . . .  . . .  4.4(B)  . . .  

Source: Adapted from Ref 9 

(A) NOTCHED/UNNOTCHED TENSILE STRENGTH RATIO WITH A NOTCH RADIUS OF 0.008 MM. 
(B) IZOD SPECIMEN. 
(C) THE NOTCHED SPECIMEN HAS A REDUCED SECTION OF 0.06 IN. × 1 IN., A 60 ° V-NOTCH, A 

0.700 IN. NOTCHED WIDTH, AND A NOTCH ROOT RADIUS OF 0.0003 IN. 
(D) VALUE IS FOR JIC SINCE SPECIMEN WAS TOO SMALL FOR AN ACCURATE KIC VALUE; TRUE 

VALUE FOR KIC IS LOWER. 
(E) SPECIMEN DIMENSIONS: TOTAL WIDTH, 1 IN.; NOTCHED WIDTH, 0.700 IN.; THICKNESS, 0.60 

IN.; 60° V-NOTCH WITH 0.0003 IN. RADIUS.  

One of the most difficult problems in fracture mechanics is the prediction of failure when section stresses approach or 
exceed yield values. Under these conditions, the critical stress intensity (Kc) lies outside the domain of linear elastic 
fracture mechanics and is not a material constant. In such cases, the apparent KIc depends on specimen geometry and flaw 
size. An example of variations in apparent KIc values outside the domain of linear conditions is shown in Fig. 8 for 
magnesium alloy HM21A-T8 (Ref 10). 



 

FIG. 8 VARIATION OF APPARENT FRACTURE TOUGHNESS (KIC) WITH CRACK SIZE. SOURCE: REF 10 

The J-integral method has been used as a fracture criterion for nonlinear fracture mechanics. From tests on various alloys 
including magnesium alloy AZ31B, the J-integral is a valid fracture criterion for monotonic loading of thin section metals 
by Mode I stress systems. The results indicate that for a wide range of material behavior and specimen size Jc is not a 
function of crack length or specimen geometry. Additional details of the results are given in Tables 4 and 5. Statistical 
data for CT (compact tension) specimens are presented in Table 4 and compared with the mean values for data from CC 
and DEC (double edge cracked) specimens in Table 5. Standard deviations for Jc from CT specimens are seen to be on the 
order of ±11% of the mean for most of the alloys. These data can be put in the perspective of linear elastic fracture 
mechanics by the conversion:  

KC =   

TABLE 4 FRACTURE TOUGHNESS OF VARIOUS ALLOYS 

ALLOY  MEAN 
VALUE, 
JC, J/MM2  

STANDARD 
DEVIATION, 
JC, J/MM2  

MEAN 
VALUE, 
KC, MPA m   

STANDARD 
DEVIATION, 
KC, MPA m   

6061-0  0.125  0.009  93.0  3.4  
7075-0  0.075  0.008  71.7  3.5  
70/30  0.282  0.029  176.0  9.1  
AZ31B  0.052  0.003  48.4  1.4  
1018  0.342  0.039  266.0  15.0  
4130  0.218  0.021  212.0  10.0  
HP9-4-20  0.245  0.023  218.0  11.0  

Compact tension (CT) specimens 

TABLE 5 COMPARISON OF MEAN VALUES OF JC FOR VARIOUS SPECIMEN GEOMETRIES AND 



ALLOYS 

MEAN VALUES OF JC, J/MM2  ALLOY  
COMPACT TENSION 
(CT) SPECIMENS  

CENTER CRACKED 
(CC) SPECIMENS  

DOUBLE EDGE 
CRACKED 
(DEC) SPECIMENS  

6061-0  0.125  0.115  . . .  
7075-0  0.075  0.078  0.065  
70/30  0.282  0.285  . . .  
AZ31B  0.052  0.054  0.048  
1018  0.342  0.368  . . .  
4130  0.218  0.248  0.216   
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Fatigue and Fracture Resistance of Magnesium Alloys 

Stress-Corrosion Cracking 

Wrought and cast magnesium alloys (particularly those containing aluminum) are susceptible to stress-corrosion cracking 
(SCC) when statically loaded below their yield strengths in some environments. Early studies found susceptibility for 
wrought forms but little or no susceptibility for cast forms. However, the presence of aluminum as an alloying element is 
the main factor affecting SCC susceptibility, rather than cast or wrought form. For aluminum-containing magnesium 
alloys, SCC susceptibility is comparable to that of wrought and cast forms of similar composition (Fig. 9, Ref 11). 

 

FIG. 9 DATA COMPARING SIMILAR CAST AND WROUGHT MAGNESIUM ALLOYS DURING LONG-TERM STRESS-



CORROSION CRACKING (SCC). LONG-TERM RURAL-ATMOSPHERE SCC DATA COMPARE SIMILAR-COMPOSITION 
AZ61 SHEET, EXTRUDED AZ61, AND SAND-CAST AZ63. ALTHOUGH THERE IS A GREAT DEAL OF SCATTER IN 
THESE DATA, ALL THREE MATERIALS EXHIBITED SIMILAR BEHAVIOR AT THE HIGHER STRESS LEVELS. AT 
LOWER STRESS LEVELS, THE CAST ALLOYS BECAME MORE RESISTANT TO SCC. SOURE: REF 11 

While all magnesium alloys will stress corrode to some extent, the most susceptible are those containing aluminum as an 
alloying element. Magnesium alloys containing aluminum should not be designed for prolonged exposure to stresses near 
the yield point. Residual stresses from operations such as welding or machining must also be relieved by heat treatment 
(Ref 9). Service failures normally result from excessive residual stress produced during fabrication (Ref 12, 13, 14, 15, 
16, 17, 18). Speidel (Ref 19), in a comprehensive review of more than 3000 unclassified failure reports from aerospace 
companies, government agencies, and research laboratories in the United States and five Western European countries, 
estimated that approximately 10 to 60 magnesium aerospace component SCC service failures occurred each year from 
1960 to 1970. Of this total, more than 70% involved either cast alloy AZ91-T6 or wrought alloy AZ80-F, both of which 
contain aluminum. In contrast, magnesium alloys without aluminum do not, in practice, have a stress-corrosion problem 
(Ref 9). The broad class of alloys containing zirconium are also sufficiently insensitive that SCC is not a problem in 
practice. 

Stress-corrosion cracking of magnesium alloys can occur in many environments. In general, the only solutions that do not 
induce SCC are either those that are nonactive to magnesium, such as dilute alkalies, concentrated hydrofluoric acid, and 
chromic acid, or those that are highly active, in which general corrosion predominates. More information on the effect of 
air, water, and aqueous solutions is contained in Ref 20. 

Effects of Alloy Composition. Pure magnesium is not susceptible to SCC when loaded up to its yield strength in 
atmospheric and most aqueous environments (Ref 13, 21, 22, 23, 24). The only reports of SCC of pure magnesium have 
emanated from laboratory tests in which specimens were immersed in very severe SCC solutions (Ref 25, 26, 27). 

As previously mentioned, aluminum-containing magnesium alloys have the highest SCC susceptibility, with the 
sensitivity increasing with increasing aluminum content, as illustrated in Fig. 10 (Ref 28). An aluminum content above a 
threshold level of 0.15 to 2.5% is reportedly required to induce SCC behavior (Ref 14, 29, 30), with the effect peaking at 
approximately 6% Al (Ref 31). The aluminum- and zinc-bearing AZ alloys, which are the most commonly used 
magnesium alloys, have the greatest susceptibility to SCC. Alloys with higher aluminum content, such as AZ61, AZ80, 
and AZ91, can be very susceptible to SCC in atmospheric (Fig. 11) and more severe environments (Fig. 12), while lower-
aluminum AZ31 is generally more resistant. However, it too can suffer SCC under certain conditions. 

 



FIG. 10 STRESS VS. TIME-TO-FAILURE (TF) FOR MAGNESIUM-ALUMINUM ALLOYS IN AQUEOUS 40 G/L NACL + 
40 G/L NA2CRO4. SOURCE: REF 28 

 

FIG. 11 STRESS CORROSION OF SAND-CAST AZ91C (T4 AND T6) IN RURAL ATMOSPHERE. SOURCE: REF 9 

 

FIG. 12 STRESS VS. TIME-TO-FAILURE (TF) FOR THE TWO-PHASE ALLOYS AZ80 (MG-8.5AL-0.5ZN) AND AZ61 
(MG-6AL-1ZN) IN AQUEOUS 40 G/L NACL + 40 G/L NA2CRO4 



Magnesium-zinc alloys that are alloyed with either zirconium or RE elements, but not with aluminum, such as ZK60 and 
ZE10, have intermediate SCC resistance (Fig. 13), and in some cases SCC has not been a serious problem. However, SCC 
can still occur in atmospheric environments at stresses as low as 50% of the yield strength, although life is significantly 
longer than for Mg-Al-Zn alloys. 

 

FIG. 13 STRESS CORROSION OF ZK60A-T5 EXTRUSION IN RURAL ATMOSPHERE. SOURCE: REF 9 

Magnesium alloys that contain neither aluminum nor zinc are the most SCC resistant. Magnesium-manganese alloys, such 
as M1, are among the alloys with the highest resistance to SCC, and they are generally considered to be immune when 
loaded up to the yield strength in normal environments. In fact, SCC of Mg-Mn alloys has been reported only in tests 
involving stresses higher than the yield strength (Ref 11, 32) and/or exposure to very severe laboratory environments (Ref 
33). Alloys QE22, HK31, and HM21 are also resistant to SCC, exhibiting SCC thresholds at approximately 70 to 80% of 
the yield strength in rural-atmosphere tests (Ref 11). 

Magnesium-lithium alloys are of commercial interest because of their higher stiffness and lower density compared with 
other magnesium alloys. Tests in humid air have resulted in SCC failures of Mg-Li-Al alloys, but SCC did not occur 
during testing of Mg-Li alloys strengthened with zinc, silicon, and/or silver instead of aluminum (Ref 34). 

The earliest investigations of SCC of magnesium and magnesium alloys focused on the influence of alloy chemistry and 
microstructure, which were just gaining recognition as controlling factors in magnesium corrosion behavior (Ref 35, 36). 
The overwhelming majority of these studies used a chromate-chloride electrolyte (typically 40 g-1 each) because of its 
relevance to service conditions, in which chloride ions present in the environment attempt to penetrate a chromate-
inhibited magnesium surface. These solutions cause especially severe cracking, but magnesium is also affected similarly 
by neutral solutions containing only chlorides or even distilled water (Ref 37). 

A recent study (Ref 38) sought to compare the stress-corrosion behavior of rapidly solidified alloys to that of cast Mg-Al 
alloys, paying special attention to the role played by hydrogen and repassivation kinetics. This investigation, which was 
the first for rapidly solidified Mg-Al alloys, showed that all the alloys, as well as pure magnesium, failed by transgranular 
SCC in a chromate-chloride electrolyte at displacement rates between 5 × 10-5 and 9 × 10-3 mm s-1. This failure mode was 
manifested in quasi-cleavage on the fracture surfaces and in lower maxima in stress intensity and displacement, and it was 
concluded that transgranular SCC probably occurs in these materials as a result of hydrogen embrittlement. Results from 
constant displacement rate testing were explained by a hydride formation model using realistic estimates for the 
diffusivity of hydrogen in magnesium. Based on repassivation results, dissolution appears incapable of achieving the 



observed crack growth rates. Potential pulse and scratching electrode experiments demonstrated superior repassivation 
behavior for rapidly solidified Mg-Al alloys compared with their as-cast counterparts, indicating that homogeneity retards 
pit nucleation and thereby retards the development of local environments that impair repassivation. Increasing the 
aluminum content from 1 to 9% improved the repassivation rate of rapidly solidified alloys. This study also showed that 
repassivation participates in this SCC mechanism, probably by localizing the corrosion reactions and controlling the 
amount of hydrogen that enters the unprotected alloy surface when film rupture occurs. 
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Fatigue and Fracture Resistance of Magnesium Alloys 

Corrosion Fatigue 

Substantial reductions in fatigue strength are shown in laboratory tests using NaCl spray or drops. Such tests are useful 
for comparing alloys, heat treatments (Fig. 14), and protective coatings. Effective coatings, by excluding the corrosive 
environment, provide the primary defense against corrosion fatigue. 



 

FIG. 14 FATIGUE OF COMMERCIAL PURE 9980A MAGNESIUM (UNS M19980) IN AIR AND IN VACUUM. 
CONDITIONS: CANTILEVER BENDING, R = -1, 30 HZ, ROOM TEMPERATURE. SOURCE: J. SPACECRAFT 
ROCKETS, VOL 5, 1968, P 700-704 

A fundamental study of the corrosion fatigue of magnesium alloys is that of Speidel et al. on high-strength magnesium 
alloy ZK60A (Ref 8, 39) (Fig. 7). All magnesium alloys behave similarly with respect to environmentally enhanced 
subcritical crack growth, according to Speidel et al. They found that both stress-corrosion and corrosion-fatigue cracks 
propagate in a mixed transgranular-intergranular mode. They measured the corrosion-fatigue crack growth for all of the 
aqueous environments shown in Fig. 7 and compared the corrosion fatigue with stress-corrosion-behavior. They found 
that:  

• CORROSION-FATIGUE CRACK GROWTH RATE IS ACCELERATED BY THE SAME 
ENVIRONMENTS AS THOSE THAT ACCELERATE STRESS-CORROSION CRACK GROWTH 
(I.E., SULPHATE AND HALIDE IONS).  

• THE BOUNDARY BETWEEN REGIONS II AND III IN NABR SOLUTIONS OF THE DA/DN 
VERSUS ∆K CURVE IS HIGHER THAN THE STRESS-CORROSION THRESHOLD (KISCC), 
WHICH OCCURS AT A MUCH LOWER STRESS INTENSITY.  

• THERE IS A DISTINCT BOUNDARY BETWEEN REGIONS II AND III FOR ALL THE MEDIA 
GIVEN IN FIG. 7 (EXCEPT DRY ARGON). THIS BOUNDARY OCCURS AT ABOUT THE SAME 
STRESS INTENSITY (~14 MPA m ) AS KISSC IN DISTILLED WATER.  

Surface Protection. It is common practice to protect the surface of magnesium and its alloys, and such protection is 
essential where contact occurs with other structural metals because this may lead to severe galvanic corrosion. Methods 
available for magnesium are summarized below. Additional information is contained in Surface Engineering, Volume 5 
of the ASM Handbook.  

• Fluoride anodizing involves alternating current anodizing at up to 120 v in a bath of 25% ammonium 
bifluoride, which removes surface impurities and produces a thin, pearly white film of mgf2. This film is 
normally stripped in boiling chromic acid before further treatment because it gives poor adhesion to 
organic treatments.  

• Chemical treatments involve pickling and conversion of the oxide coating. Components are dipped in 



chromate solutions, which clean and passivate the surface to some extent through formation of a film of 
mg(oh)2 and a chromium compound. Such films have only slight protective value, but they form a good 
base for subsequent organic coatings.  

• Electrolytic anodizing includes proprietary treatments that deposit a hard ceramic-like coating, which 
offers some abrasion resistance in addition to corrosion protection (e.g., dow 17, hea, and mgz 
treatments). Such films are very porous and provide little protection in the unsealed state, but they may 
be sealed by immersion in a solution of hot dilute sodium dichromate and ammonium bifluoride, 
followed by draining and drying. A better method is to impregnate with a high-temperature curing 
epoxy resin (see below). Resin-sealed anodic films offer very high resistance to both corrosion and 
abrasion, and in some instances they can even be honed to provide a bearing surface. Impregnation is 
also used to achieve pressure tightness in casting that are susceptible to microporosity.  

• Sealing with epoxy resins: the component is heated to 200 to 220 °c to remove moisture, cooled to 
approximately 60 °c, and dipped in the resin solution. After removal from this solution, draining, and air 
drying to evaporate solvents, the component is baked at 200 to 220 °c to polymerize the resin. Heat 
treatment may be repeated once or twice to build up the desired coating thickness, which is commonly 
0.025 mm.  

• Standard paint finishes: the surface of the component should be prepared as in the methods described 
above, after which it is preferable to apply a chromate-inhibited primer followed by a good-quality top 
coat.  

• Vitreous enameling can be applied to alloys that do not possess too low a solidus temperature. Surface 
preparation involves dipping the work in a chromate solution before applying the frit.  

• Electroplating: several stages of surface cleaning and the application of pretreatments, such as a zinc 
conversion coating, are required before depositing chromium, nickel, or some other metal.  

Magnesium alloy components for aerospace applications require maximum protection. Schemes involving chemical 
cleaning by fluoride anodizing, pretreatment by chromating or anodizing, and sealing with epoxy resin, a chromate 
primer, and a top coat are sometimes mandatory. 
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Introduction 

AN UNDERSTANDING of the mechanical and fatigue properties of solders used in electronic packaging is a 
requirement for better design of solder joints and the development of accelerated tests and improved solders. Fatigue 
failures of a solder joint in an electronic device result from the imposition of strain caused by the joining of materials with 
different thermal expansivity under conditions of thermal cycling. This process of thermal fatigue in a given device is 
controlled by the total strain. The strain levels are determined by thermal expansion mismatch of materials used in a 
package, thermal gradients in a package, temperature excursions during service, the geometry of the solder joint, and 
compliance of the joint system. 

However, even though failure of solder joints is due to thermal fatigue, most of the data available are for isothermal 
fatigue of solders. Isothermal tests are easier to control, conduct, and interpret, and they are less costly than 
thermomechanical fatigue tests. Methods to relate isothermal fatigue data to thermal fatigue data are being developed. 
The long-range objective of solder fatigue research is to use isothermal properties along with short-time 
thermomechanical behavior to predict solder joint lifetime. It will be shown (based on the experimental data, 
metallurgical observations, and the micromechanically based theory of the solder behavior) that the thermomechanical 
fatigue tests that are used to verify the quality of solder joints can be replaced with isothermal tests. In fact, an isothermal 
fatigue test called the mechanical deflection system (MDS) test was developed and implemented for reliability assessment 
of solder joints (Ref 1). 

Variables Affecting Isothermal Fatigue of Solders. The most important variables during isothermal fatigue of 
solders are mode of loading, strain range, ramp time, hold times, temperature, and environment (as discussed later in this 
article). Factors such as solder composition, microstructure, aging conditions, specimen design, and fatigue life definition 
should be critically reviewed. 

Because of processing needs and operational requirements, solders of different compositions are used in electronic 
packaging. While there are some similarities in fatigue behavior of different solders, all are different materials with 
specific microstructural, mechanical, and fatigue properties. It is important to stress that because of the very high 
sensitivity of solder microstructure to impurities and aging conditions, solders of the same composition may have 
different mechanical properties if aged differently. Therefore, application of solder fatigue and mechanical property data 
available in the literature to a specific solder and application must consider all of the conditions under which the data 
were obtained to avoid erroneous assessment of the reliability of a solder joint. 



Isothermal fatigue data for solders have been developed for specimens of different design, ranging from a solder 
joint in a real device (Ref 2, 3, 4), two plates joined by solder (Ref 5, 6, 7, 8, 9) to a bulk specimen (Ref 10, 11, 12, 13, 
14) tested under different loading conditions: tension (Ref 11, 12, 13), shear (Ref 3, 4, 5, 6, 7, 8, and 9), bending (Ref 15), 
and torsion (Ref 2, 10). Different fatigue life criteria have been used at different laboratories: visible cracking 
proportioned from total fracture (Ref 15), a predetermined drop in load (Ref 2, 3, 4, 5, 6, 10, 14, 16, 17), start of the drop 
of the maximum tensile stress (Ref 11, 12, 13, 14) or of the tensile stress-compressive stress ratio (Ref 14), and 
predetermined increase in resistance (Ref 3, 15). A different definition of failure leads to a different fatigue life. For 
example, when end of fatigue life in near-eutectic solder was defined as the number of cycles to reduce the initial tensile 
stress to 75, 50, or 10% of its initial value, the different definitions of fatigue life led to different slopes of Coffin-Manson 
plots (Ref 18). Thus, it is very often difficult, if not impossible, to compare data developed at different laboratories and 
correlate these data to the fatigue life of the solder joint in the device. 

Microstructural Properties of Solders and Other Ductile Polycrystalline Materials. The behavior of solders 
operating in a high-temperature environment is very complex and far from understood. Temperature, strain rate, and 
strain range alter the mechanical properties of the materials, shift the source of material nonlinearity within different 
levels of the internal structure, and frequently define the fracture regime. Intergranular failure occurs when the inelastic 
behavior is localized near grain boundaries; hence dislocation creep and grain-boundary slip dominate, both of which are 
associated with the cavitation process (Ref 19, 20). Dislocation glide is typical at the upper stress extreme and leads to 
transgranular failure mechanism, while diffusional creep is characteristic at lower stresses. 

In general, the total deformation is composed of elastic, recoverable inelastic, and plastic portions. The irreversible 
(plastic) deformation is responsible for damage processes, while the microstructural recovery allows for relaxation of the 
residual stresses stored in the internal structure and brings the microstructure into its equilibrium configuration. The 
damage and recovery processes minimize free energy: The first leads to the energy dissipation; the second minimizes the 
internal energy inside grains. Recovery dominates within the range of conditions that favor creep mechanisms, and the 
amount of the recovered inelastic strain is proportional to the magnitude of stress applied during the creep process (Ref 
21). 

The recovery phenomenon can be driven by several mechanisms, among them: partial recovery of grain shape, relaxation 
of grain-boundary dislocation pileups leading to reversible grain-boundary slip, or void sintering. In all these cases, grain 
boundaries are explicitly involved in the recovery process. Frequently, these mechanisms operate together. Extensive 
studies of these phenomena for tin-lead solders were conducted by Schneibel (Ref 22), Betrabet and Raman (Ref 19), and 
Tien and Attarwala (Ref 23). All the experimental data suggest that the continuously evolving internal structure has a 
critical influence on the behavior of solders, especially when fatigue load conditions are applied. 

A fatigue model of solders, if predictive, should incorporate the overall creep behavior and the microstructural recovery 
processes. Such a model was derived by Zubelewicz (Ref 24) and presented at the Lead Free Solders Workshop (Ref 25). 
It was shown that the solder fatigue life is explicitly dependent on the recoverable and irreversible evolution of the solder 
microstructure. Particularly, this theory explains the effect of high versus low frequency of cycling, and the differences in 
fatigue life caused by the isothermal versus thermomechanical test conditions. The experimental results and the 
understanding of the behavior of solders lead to the conclusion that an isothermal test should and does provide 
meaningful reliability data for solder joints used in electronic industry. 
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Isothermal Fatigue of Solder Materials 

Effect of Strain Range on Fatigue Life. Increasing the strain range during cycling of materials leads to a decrease in 
the number of cycles to failure. Low-temperature (<0.3 absolute melting point, Tm), low-cycle fatigue data for many 
metals may be fit to the empirical Coffin-Manson relationship (Ref 26, 27):  

P = C  
(EQ 1) 

where Nf is the number of cycles to failure, εp is the plastic strain range, and β and C are constants. For most metals the 
constant β is equal to approximately 0.5. Despite the fact that this relationship was developed for fatigue of metals at low 
homologous temperature, this relationship and its modifications are used widely for prediction of fatigue lives of solders. 

Isothermal fatigue data for high-lead, 95Pb-5Sn solder (Ref 15), developed under bending conditions, was reported to 
obey the Coffin-Manson relationship in the temperature range of 25 to 85 °C. In this temperature range, the exponent β 
was found to be equal to 0.43 to 0.46 in the strain range of 0.1 to 5.0% and a frequency of 1800 cycles per day. The 
Coffin-Manson relationship failed to describe the experimental data for this solder at temperatures equal to or higher than 
120 °C. At strain ranges higher than 1%, the exponent β became approximately 1 (Ref 15). 

95Pb-5Sn solder was found to obey approximately the Coffin-Manson relationship when tested in torsion from 0.05 to 
2.0% at frequency of 1 Hz (Fig. 1) (Ref 10). At 1.0% total strain at room temperature, transgranular cracking was 
observed. At 150 °C, the solder failed at the grain boundaries. 



 

FIG. 1 FATIGUE OF 95PB-5SN SOLDER IN TORSION AT 25 °C. SOURCE: REF 10 

Indalloy 151 (92.5Pb-5Sn-2.5Ag) tested in shear in the 0.5 to 3% plastic shear range at 35 °C was found to obey 
approximately the Coffin-Manson relationship (Fig. 2) (Ref 8). However, the exponent β was found to be higher than 0.5; 
the actual value for β varied from 0.68 to 0.95, depending on fatigue life definition. The fractured surfaces were relatively 
featureless examples of ductile failure. Very shallow holes as well as occasional perpendicular cracks were observed. 

 

FIG. 2 FATIGUE OF IN151 (92.5PB-5SN-2.5AG) SOLDER IN SHEAR AT 35 °C. SOURCE: REF 18 

Solders have low melting points, and room temperature is close to or above 0.5 Tm. The Coffin-Manson relationship is not 
expected to describe the fatigue data for solders even at room temperature because deviation from the Coffin-Manson 
relationship at low strain ranges (below 1%) is found for many steels fatigued at high temperatures (Ref 28). Indeed, it is 
evident that the data for 96.5Pb-3.5Sn solder (Fig. 3) (Ref 11) tested at low strain ranges in tension-tension cannot be well 
fit to a single log-log straight line. The data are much better represented by two straight lines with a breakpoint at 
approximately 0.3% plastic strain. The break in the lines in the Coffin-Manson plot has been attributed to the change in 
the fracture mode from intergranular at low strains to mixed transgranular-intergranular at high strains (Ref 11). In part, 
the deviation from the Coffin-Manson plot for this solder at low strain ranges can be attributed to environmental 
reactions, namely oxidation (Ref 29, 30). 



 

FIG. 3 FATIGUE OF 96.5PB-3.5SN SOLDER IN TENSION AT 25 °C. RAMP TIME (TR) IS 0.1 TO 2.5 S. SOURCE: 
REF 11 

The Coffin-Manson relationship was found to be valid for 60Sn-40Pb solder (Ref 5, 6, 18) tested in shear in the high 1 to 
10% plastic strain range at 35 and 150 °C at a frequency of 0.3 Hz. The slope β was approximately 0.5 at temperatures 
below 150 °C and decreased to 0.37 at 150 °C. An intergranular mode of failure was observed. Practically no deviation 
from the Coffin-Manson relationship was detected for 60Sn-40Pb solder tested in 0.5 to 10% shear strain range (Ref 31). 
However, the choice of failure criterion significantly influenced the slope of the Coffin-Manson plot. No deviation from 
Coffin-Manson relation was found for 60Sn-40Pb in tests of lap joints without hold time under strain as well as under 
load control (Fig. 4) (Ref 32). 

 

FIG. 4 FATIGUE OF 60SN-40PB SOLDER IN SHEAR AT 25 °C. SOURCE: REF 32 

The importance of the testing procedure (compliance of the testing system, in particular) on the solder fatigue results was 
demonstrated during fatigue studies of 63Sn-37Pb solder (Ref 33) (Fig. 5). The solder was tested under strain and stroke 
controls. For the same total strain range, the fatigue life was an order of magnitude longer in stroke-controlled tests (a 
more compliant system) than in strain-controlled tests (stiffer system). 



 

FIG. 5 FATIGUE OF 63SN-37PB SOLDER IN SHEAR AT 25 °C. STRESS RATIO (R) IS -1; FREQUENCY IS 0.1 HZ. 
SOURCE: REF 33 

62Sn-36Pb-2Ag solder that was tested in tension-tension isothermal fatigue over 0.3 to 3.0% total strain range did not 
obey the Coffin-Manson relationship at low strain ranges (Ref 34). The data for this solder (bulk specimens) are plotted in 
Fig. 6 together with the results of tests for 60Sn-40Pb solder (small solder joints) performed under plastic shear strain 
control (Ref 5). To compare the fatigue data obtained in tensile fatigue test to data obtained in shear fatigue tests, the 
equivalent von Mises strain (εVM) is used. The same definition of failure must be used. Tensile strain (εtens) is equivalent to 
von Mises strain. Shear strain (γ) relates to von Mises strain as follows:  

= VM  (EQ 2) 

or:  

TENS = /3  = 0.577   (EQ 3) 

This figure is very important because it shows that bulk and solder joint specimens of very different geometry and tested 
in different loading modes can give comparable results. 



 

FIG. 6 FATIGUE ON 62SN-36PB-2AG, 97SN-3AG, 91SN-9ZN (BULK, TENSION, TOTAL STRAIN CONTROL), AND 
60SN-40PB (SMALL SPECIMEN, SHEAR, PLASTIC STRAIN CONTROL) SOLDERS. SOURCE: REF 17 

As already discussed, for low-cycle, high-stress conditions, inelastic deformation is dominant, and a plastic-strain 
criterion (the Coffin-Manson relationship) is used. However, use of only plastic strain as a failure criterion may not be 
sufficient for a reliable assessment of solders. A more accurate failure criterion is needed to combine the effects of both 
stress and strain. A hysteresis-energy criterion of fatigue failure appears to be a very good choice in solder-fatigue 
research. The hysteresis energy is a scalar quantity and has a cumulative effect. 

The fundamental hypothesis in deriving the energy-based failure criterion is that, under cycling of stress and strain, 
fatigue damage is proportional to the change in the internal strain energy. A change in the internal strain energy is 
assumed to be reflected in the hysteresis stress-strain curve. 

A damage function that includes stress as well as inelastic strain range was proposed as the basic measure of low-cycle 
fatigue damage at elevated temperature (Ref 35). It is assumed that low-cycle fatigue is essentially a crack propagation 
process; therefore, only the tensile part of the cycle is considered. In general, a damage function of the form σmax εp or τmax 
γp is considered to be a sufficiently accurate approximation of the proposed measure of fatigue damage. This damage 
function replaced the plastic strain in the Coffin-Manson and frequency-modified Coffin-Manson relationships. A good 
correlation between the number of cycles to failure and the damage function was found for steels and nickel-base 
superalloys tested at elevated temperatures (Ref 35). 

Plastic hysteresis energy per cycle is assumed to be proportional to the damage function of the form:  

D = MAX P OR D = MAX P  (EQ 4) 

where σmax and τmax are the maximum tensile and shear stresses, respectively, and εp and γp are plastic tensile and shear 
strains, respectively. 

The relationship between the fatigue life and the damage per cycle (damage function) for 60Sn-40Pb and 62Sn-36Pb-2Ag 
solders is depicted in Fig. 7 (Ref 36, 37). It is obvious that the data points for these solders are much closer than in the 
case where the von Mises plastic-strain criterion is used (Fig. 4). Similarly, the energy-based criteria were shown to 
describe the fatigue properties of solder joints better than the Coffin-Manson relationship (Ref 38). 



 

FIG. 7 FATIGUE OF 62SN-36PB-2AG, 97SN-3AG, 91SN-9ZN (BULK, TENSION, TOTAL STRAIN CONTROL), AND 
60SN-40PB SMALL SPECIMEN, SHEAR, PLASTIC STRAIN CONTROL) SOLDERS AT 25 °C. SOURCE: REF 17 

Separation of the lead-rich and tin-rich phases and cracking through the tin-rich matrix were found to be the main modes 
of fracture in near-eutectic solders (Ref 8, 9, 14, 39). Failure of near-eutectic fine-grain solders under high-strain-range 
conditions was found to proceed through a coarsening mechanism. The solder coarsened first, and then cracks formed and 
propagated in the coarsened region (Ref 7, 8, 9). Practically no coarsening of solder is observed at low strain ranges (Ref 
14, 39), and in coarse-grain solder at higher strains (Ref 5, 6). 

The fatigue data for 97Sn-3Ag and 91Sn-9Zn bulk solders (tension, total strain control) (Ref 16, 17) are compared with 
the data for bulk 62Sn-36Pb-2Ag (tension, total strain control) and 60Sn-40Pb simulated solder joint specimens (shear, 
plastic strain control) (Ref 5, 6). Figure 6 uses the equivalent von Mises strain (εVM). It is evident that fatigue life of tin-
silver and tin-zinc solders is longer than that of near-eutectic solders at the same plastic strain range. In Fig. 7, fatigue 
data are plotted versus the damage function. It is obvious that the data points for all solders are practically on the same 
line; that is, damage criterion brings the data points closer than the plastic-strain-range criterion. The reason for this is the 
fact that the damage function considers not only strain, but also stress. This figure shows that bulk and solder-joint 
specimens of different compositions, sizes, geometries, and fatigued in different loading modes can give very close 
results. 

Effect of Frequency on the Fatigue Life (No Hold in the Cycle). At temperatures well below one-half of the 
absolute melting point, frequency has little effect on the fatigue life of most metals. When the temperature is increased 
over half of the absolute melting point, a reduction in frequency decreases the number of cycles to failure in isothermal 
fatigue for many metals including solders (Ref 5, 6, 11, 12, 13, 14, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 
54, 55, 56, 57, 58). This behavior arises because at high temperatures, processes such as creep, void formation, and 
environmental attack, which are time dependent, play important roles in damage accumulation. 

J.F. Eckel (Ref 40) found during studies of the fatigue behavior of lead in a rotating bend test that at the strain ranges of 
0.27 to 0.65% there was a marked influence of frequency on fatigue life. The time to failure, tf, and the number of cycles 
to failure were related to frequency, f, by the following empirical relations:  

TF = BF-M  (EQ 5) 

NF = BF1-M  (EQ 6) 

where b and m are constants. The frequency exponent m for lead in these tests was found to be equal to 0.7 at 43 °C at all 
strains tested (Ref 40). 



A combination of the Coffin-Manson relationship (Eq 1) and Eckel's Eq 6 led to the frequency-modified Coffin-Manson 
relation of the form:  

P F1-M = C  
(EQ 7) 

Equations 5 and 6 were found to be valid for chemical grade lead and lead with 1% Sb (Ref 49) tested at room 
temperature in reverse bending (zero mean strain) in the strain range from 0.1 to 1.0%. However, the value of m was 
found to depend on the strain range and to vary from 0.4 to 0.8. The effect of frequency on fatigue life was found to be 
stronger at high strains. It was also observed that the stiffer the lead alloy the less its fatigue life was affected by the 
variation in frequency. 

The number of cycles to failure for 60Sn-40Pb solder systematically tested in shear at 35 and 150 °C was reduced 
substantially when the frequency of cycling was decreased below approximately 3 × 10-4 Hz at 35 °C and 3 × 10-3 at 150 
°C (Ref 5, 6). The frequency constant was 0.42 for frequencies below 3 × 10-4 Hz in tests with plastic shear strain of 10% 
at 35 °C (Fig. 8). At frequencies above the 3 × 10-4 Hz, the decrease in the number of cycles to failure with increasing 
time per cycle was less significant (the frequency exponent was 0.84). 

 

FIG. 8 EFFECT OF CYCLE FREQUENCY ON FATIGUE LIFE OF 60SN-40PB SOLDER AT 35 °C. PLASTIC SHEAR 

STRAIN (∆ ) ~10%. SOURCE: REF 6 

The effect of frequency on fatigue life of 95Pb-5Sn solder was evaluated in bending tests ranging from 0.033 to 192 
s/cycle and in strain ranges from 0.5 to 4.0% (Ref 15). Eckel's relations (Eq 6 and 7) were found to be valid with a 
frequency exponent m equal to 0.75 at all strains tested. 

For 96.5Pb-3.5Sn solder, practically no change in the number of cycles to failure was observed on varying frequency in 
the comparatively high frequency region (Ref 11, 12). A reduction in the number of cycles to failure with decreasing 
frequency below 10-2 Hz was found at 25, 50, and 80 °C (Fig. 9) for all strain ranges tested. The behavior of this solder 
obeys the general trends found by Eckel. 



 

FIG. 9 EFFECT OF CYCLE FREQUENCY ON FATIGUE LIFE OF 96.5PB-3.SN SOLDER. TOTAL STRAIN RANGE (∆ T) 
IS 0.60%. SOURCE: REF 11 

Lowering the cycle frequency below 0.1 Hz at 35 °C and below 0.01 Hz at 150 °C reduced the number of cycles to failure 
of 92.5Pb-5Sn-2.5Ag solder (Ref 18). The frequency exponents were approximately 0.75 at 150 °C and 0.61 at 35 °C. 

The effect of frequency on fatigue life of tin-zinc and tin-silver appears to be less significant than for tin-lead near-
eutectic solders (Fig. 10) (Ref 16, 17). 

 

FIG. 10 EFFECT OF CYCLE FREQUENCY ON FATIGUE LIFE OF 62SN-36PB-2AG, 97SN-3AG AND 91SN-9ZN 
SOLDERS AT 25 °C, NO HOLD. TOTAL STRAIN RANGE (∆ T) IS 1%. SOURCE: REF 17 

Effect of Hold Time on Fatigue Life. Hold (dwell) times introduced in the cycle at maximum and/or minimum strains, 
stresses, or temperatures affect the fatigue life of materials depending on the kind of material and testing conditions. 



Tensile hold time is very damaging during high-temperature fatigue of many materials such as steels (Ref 43, 51, 52, 53, 
54, 55), other metal alloys (Ref 47, 53, 56, 57), and solders (Ref 11, 12, 13, 14, 16, 17, 39, 58, 59, 60). The number of 
cycles to failure decreases when tensile hold time is increased. A saturation in the number of cycles to failure with 
increasing hold time is detected for a number of metals. 

Often the reduction in fatigue life of metals due to tensile hold is accompanied by a transition from the transgranular to 
the intergranular mode of fracture. Cavitation on grain boundaries is observed. Therefore, the effect of tensile hold time 
on fatigue life is attributed mainly to creep (cavitation) (Ref 46, 47, 48, 61, 62). 

Hold time at maximum strain has a similar dramatic effect on the number of cycles to failure of low-tin tin lead, tin-lead 
near-eutectic, and tin-zinc and tin-silver eutectic solders (Ref 11, 12, 13, 14, 16, 17, 39) (Fig. 11, 12): A few minutes of 
hold time reduce the number of cycles to failure by almost an order of magnitude, and further increases in hold time 
eventually lead to saturation in number of cycles to failure. 

 

FIG. 11 EFFECT OF TENSILE HOLD TIME ON FATIGUE LIFE OF 96.5PB-3.5SN SOLDER AT 25 °C. RAMP TIME 
(TR) IS 2.5 S. STRAIN RANGE (∆ ) IS 0.75%. SOURCE: REF 11 

 



FIG. 12 EFFECT OF TENSILE HOLD TIME ON FATIGUE LIFE OF 62SN-36PB-2AG, 97SN-3AG AND 91SN-9ZN 
SOLDERS. RAMP TIME (TR) IS 1 S. TOTAL STRAIN IS 1%. SOURCE: REF 17 

The saturation in the number of cycles to failure with increasing tensile hold time per cycle may be explained either by 
exhaustion of creep processes or saturation of environmental attack during holds. 

Tests performed for low-tin lead-base solder in air and vacuum (Ref 29, 30) at 0.80% total strain range indicate that only 
some of the fatigue life reduction with increasing tensile hold time can be attributed to environmental attack. The number 
of cycles to failure saturated in vacuum as it did in air. However, the fatigue life in vacuum was found to be only slightly 
greater than in air (Fig. 13). Therefore, most of the damage during fatigue with hold time at this strain range has to be 
attributed to creep and probably to the formation and growth of voids on grain boundaries. Voids were found on grain 
boundaries during fatigue of 98Pb-2Sn (Ref 63) and 97.5Pb-3.5Sn (Ref 29) solders. 

 

FIG. 13 EFFECT OF TENSILE HOLD TIME ON FATIGUE LIFE OF 96.5PB-3.5SN SOLDER IN AIR AND VACUUM AT 
ROOM TEMPERATURE. SOURCE: REF 29 

When the effects of ramp time with no holds in the cycle and effect of tensile hold time on fatigue life of solders are 
compared, it becomes obvious that the effect of tensile hold time on fatigue life of solders is much more dramatic than the 
effect of ramp time (Fig. 14, 15) (Ref 34). The difference in the effects of ramp time and hold time on solder fatigue life 
was attributed to differences in strain rates operating in solder during ramp and hold time. Strain rates during very short 
hold times are much less (by an order [s] of magnitude) than strain rates during even very long ramp times (Ref 64). 
Because the fatigue failure micromechanisms for solders are very sensitive to strain rates, the effects of hold time and 
ramp times on fatigue of solders are dramatically different. 



 

FIG. 14 EFFECT OF RAMP TIME ON FATIGUE LIFE OF 62SN-36PB-2AG SOLDER IN TESTS WITH AND WITHOUT 
TENSILE HOLD TIME (THT) (AT 25 °C; NO COMPRESSIVE HOLD TIME). SOURCE: REF 34 

 

FIG. 15 EFFECT OF TENSILE HOLD TIME ON FATIGUE LIFE OF 62SN-36PB-2AG SOLDER IN TESTS WITH 
DIFFERENT RAMP TIMES (TT) AT 25 °C; NO COMPRESSIVE HOLD TIME). TOTAL STRAIN RANGE IS 1%. 
SOURCE: REF 34 

Isothermal fatigue life of 60Sn-40Pb solder in tests with equal tensile and compressive hold times in the cycle was found 
to be unaffected by such combinations of hold times (Fig. 8) (Ref 6, 65). For 62Sn-36Pb-2Ag solder, addition of 
compressive hold time to a cycle with tensile hold time increased the number of cycles to failure (Fig. 16) (Ref 34). 



 

FIG. 16 EFFECT OF COMPRESSIVE HOLD TIME ON FATIGUE LIFE OF 62SN-36PB-2AG SOLDER IN TESTS WITH 
AND WITHOUT TENSILE HOLD TIME (THT) AT 25 °C. TOTAL STRAIN RANGE IS 1%. RAMP TIME (TR) IS 1S. 
SOURCE: REF 34 

Combination of both tensile and compressive hold times during testing of 96.5Sn-3.5Pb solder in air was found to be 
more damaging than tensile or compressive hold times separately (Fig. 17) (Ref 11). 

 

FIG. 17 EFFECT OF TENSILE HOLD TIME (THT) AND COMPRESIVE HOLD TIMES (THC) ON FATIGUE LIFE OF 
96.5PB-3.5SN SOLDER AT 25 °C. RAMP TIME (TR) IS 2.5 S. TOTAL STRAIN RANGE (∆εT) IS 0.75%. SOURCE: 
REF 11 

It is obvious that the effect of hold time is very profound during fatigue of solders. Effects of different hold times on the 
fatigue life of solders depend on the type of solders and on testing procedures; thus, this should be considered carefully 
during estimations of fatigue lives of solders. 

Effect of Temperature on Isothermal Fatigue of Solders. As a rule, the isothermal fatigue life of metals decreases 
as temperature increases. However, the degree of fatigue life change depends on the material and testing conditions. For 
near-eutectic tin-lead solders, such as 63Sn-37Pb in the 25 to 80 °C range (Ref 14, 39, 66) and 60Sn-40Pb in 35 to 150 °C 
range (Ref 5, 6) and the -60 to 150 °C (Ref 10) temperature ranges, the effect of temperature was insignificant for all 
strain ranges and modes of loading investigated. 



The effect of temperature on fatigue of low-tin tin-lead solders is much more pronounced than for near-eutectic tin-lead 
solders. The fatigue life of 95Pb-5Sn solder at strains lower than 1.0% was found to be much shorter at 150 °C than at 
room temperature or -60 °C (Ref 9). 

The fatigue life of 95Pb-5Sn solder was shown to decrease when temperature was increased from room temperature to 
120 °C and to be practically the same at 120 and 150 °C (Ref 15). 

Fatigue life of 96.5Pb-3.5Sn solder at 80 °C was found to be almost the same as at 100 °C (Ref 11, 12, 66). The fatigue 
life of this solder was found to be the shortest at these temperatures. The solder fatigue life dependence on temperature 
appears to follow an Arrhenius-type equation only between 25 and 80 °C. 

The effect of temperature on fatigue life of this low-tin tin-lead solder is a function of frequency: the change in the 
number of cycles to failure with temperature at a frequency less than 0.01 Hz is less than that at higher frequency. This 
converts to an apparent activation energy of 24 to 26 kJ/mole at low frequency and 40.6 kJ/mole at high-frequency testing 
conditions. 

The temperature effect on fatigue life of low-tin lead-base solder also is different in tests with hold time and without hold 
time. The effective activation energies are 24 kJ/mole and 40 kJ/mole, respectively (Ref 11, 66). Thus, fatigue of low-tin 
tin-lead solder under low-strain-rate conditions (long ramp time and/or hold time in the cycle) is characterized by low 
activation energy. Different effective activation energies result from different failure mechanisms under different testing 
conditions. 

Aging Effects in Solders. Solders are multiphase low-temperature melting materials, where the solubility in each phase 
decreases with a decrease in temperature. Precipitation of the second phase out of solid solution and phase coarsening 
occur at room temperature after the solder joint is solidified. Such precipitation affects the mechanical and fatigue 
properties of solders. The effect of aging on solder behavior was found to be a function of composition and initial 
microstructure of the solder. 

Room-temperature aging increases the tensile strength of comparatively coarse low-tin tin-lead solder (Fig. 18) (Ref 11) 
and affects the fatigue life of coarse 63Sn-37Pb solder (Fig. 19, Ref 39), but the effect saturates after approximately one 
week of aging. 

 

FIG. 18 EFFECT OF AGING ON TENSILE PROPERTIES OF 96.5PB-3.5SN SOLDER AT 25 °C. STRAIN RATE IS 1.7 
× 10-3 S-1. SOURCE: REF 11 



 

FIG. 19 EFFECT OF AGING (AFTER 2 H AT 150 °C) ON FATIGUE LIFE OF 63SN-37PB SOLDER AT 25 °C. TOTAL 
STRAIN IS 0.65%. RAMP TIME IS 1 S. SOURCE: REF 39 

The cooling (fast or slow) during solder solidification affects the initial microstructure of 60Sn-40Pb solder. The fine 
microstructure of rapidly cooled solders leads to higher initial strength (Fig. 20, Ref 67, 68). However, room-temperature 
aging leads to coarsened microstructures in both fine and coarse solders, and after 100 days the slow-cooled solder was 
the less coarsened of the two. The shear strength of both solders was reduced to almost the same level. Fatigue resistance 
of this solder was found to gradually decrease with time. The main conclusion from this work (Ref 68) was that aging 
may neutralize the effects of initial microstructure on mechanical properties of solders. 

 

FIG. 20 EFFECT OF COOLING RATE AND AGING ON SHEAR STRENGTH OF 60SN-40PB SOLDER. SOURCE: REF 
67 

In order to carry out a systematic study of fatigue properties of solders, the microstructure must be standardized or varied 
in a controlled manner. Researchers frequently do not give the treatment schedules followed, and this leads to ambiguity 
when comparing results between studies. 



Environmental Effects in Solder Fatigue. The environment affects the fatigue lives of many materials including lead 
(Ref 51) and solders (Ref 29, 30). A critical partial pressure for oxygen (10-2 torr) was found below which the fatigue life 
of lead was greatly increased (Ref 69). At the same time, the failure mode was changed from intergranular at higher 
partial pressure to transgranular at lower partial pressure of oxygen. 

Fatigue life of metals in vacuum is usually higher than in air. However, the difference between the fatigue lives in air and 
in vacuum for a given material is a function of strain range and strain rate; the higher the strain range and the higher the 
strain rate, the smaller the effect of an aggressive environment (Ref 29, 30, 70). For both high-lead (Fig. 21) and tin-lead 
eutectics, fatigue lives in air and vacuum are practically the same at strain ranges greater than 1%. 

 

FIG. 21 FATIGUE LIFE OF 90PB-10SN SOLDER IN AIR AND VACUUM. STRESS RATIO (R) IS-1; FREQUENCY (N) 
IS 0.1 HZ. (7) IS 300 K. SOURCE: REF 70 

At lower strains, fatigue life of high-lead tin-lead solder is different in air and in vacuum (Fig. 22) (Ref 29, 30): The 
behavior of this solder does not follow the Coffin-Manson relationship in vacuum or in air (Ref 11, 12, 13). However, the 
deviation from the Coffin-Manson relationship is less in vacuum; thus, only part of the deviation in air is due to 
environmental attack. The increase in fatigue life of solder in vacuum over that in air and the less frequent intergranular 
failure observed in 96.5Pb-3.5Sn solder in vacuum indicate that the intergranular mode of failure is accelerated by air, 
presumably due to oxidation at grain boundaries. 

 



FIG. 22 FATIGUE LIFE OF 96.5PB-3.5SN SOLDER IN AIR AND VACUUM. SOURCE: REF 29 
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Solder Joint Reliability 

Solder joints are known as one of the weakest elements of electronic assemblies. Throughout the years, a significant effort 
has been made to develop specifications and procedures to control solder joint quality. The principal assumption is that 
the standard reliability test should mimic the electronic device on/off cycles in an accelerated manner. Among the most 
common stress tests is an accelerated thermal cycling (ATC) test. Test vehicles or functional parts are placed in a thermal 
chamber and tested long enough to generate meaningful statistical results that can be used for reliability assessment of 
assemblies. Although the ATC test is referred to as accelerated, it takes several weeks before solder joints start failing, 
and much more time to make some statistical sense of the data. Therefore, some engineers tend to shorten the evaluation 
process and even further accelerate it without a complete understanding of the test limitations. This can lead to confusing 
reliability data, faulty quality assessments, and erroneous business decisions. It is not surprising that the electronic 
industry is looking for alternative test techniques that both accurately predict product quality and shorten the verification 
process. Unfortunately, thermomechanical cycling can not be accelerated above the limits that are imposed by thermal 
mass of the tested product. Therefore, the most encouraging option is to develop an isothermal mechanical test that would 
replicate the ATC joint failures in a much faster manner. 

Solder Joint Reliability Assessment Using Isothermal Fatigue Testing. From experimental data, metallurgical 
observations, and elements of a micromechanically based theory of the behavior of solder materials developed by the 
authors, the traditional ATC test used may possibly be replaced with the much faster and more controllable isothermal 
mechanical deflection system (MDS) test in the future. The MDS test does have some limitations. It is valid only if the 
MDS fracture mechanisms match the expected field failure mechanisms. The experimental data and the theoretical 
investigations reviewed in this article show that the ATC and MDS mechanisms can closely approximate each other for 
testing component durability. 

The mechanical deflection system (MDS) test is an isothermal test where cyclic out-of-plane deformation is imposed on 
an assembled printed wiring board at isothermal conditions with the temperature usually set above the ambient condition 
(Ref 1). A portion of the applied deformation is transferred to the solder joints and causes the joints to fail. Proper 



selection of the deformation, test temperature, and cyclic frequency promotes the creep/fatigue failure mechanisms that 
are typical at field or the ATC test environment. Extensive research has demonstrated that MDS failure mechanisms 
match quite well the ATC mechanisms while reducing test time up to two orders of magnitude. 

The most powerful applications of the MDS test are in the area of an assembly process optimization. It can also be used 
for design verification and reliability projection or as a near-real-time assembly line monitor. 

The MDS test was verified for several technologies, among them J-leaded and gull-wing interconnects, ball and column 
grid array, and other surface mount interconnects. Usually, the MDS test is capable of failing nearly all the monitored 
solder joints during the test with a test time of hours instead of weeks or months. The test sensitivity in detecting defective 
joints is greater than under the ATC test conditions. Mechanical deflection system testing, when compared with thermal 
cycling, imposes a greater magnitude of axial deformation to the solder joints, and therefore the fully developed cracks in 
solder joints produce an electrical open condition in the monitored circuit. Assemblies subjected to thermal stress 
conditions require very accurate resistance measurements (usually four-point measurements) to detect failed solder joints. 
Furthermore, the MDS test conditions are precisely controlled. This includes both the out-of-plane deformation and the 
constant-temperature test environment. 

Examples of MDS Testing. Mechanical deflection system testing has proved itself as an excellent technique for 
optimization of assembly processes. The test sensitivity in detecting defects as well as a very short test time make MDS 
the best, or perhaps, the only candidate for this application. Four test cases will be presented here to illustrate the MDS 
test capabilities. First, the ceramic ball grid array (CBGA) technology developed by IBM was tested to correlate MDS 
and ATC fatigue data. Second, thirty-two-leaded thin small outline package (TSOP) technology was tested to optimize 
the rework process of removing and reassembling new packages. Next, ceramic quad flat package (CQFP) and IBM-
developed fine-pitch technology were tested to optimize assembly process windows. In the last example, MDS testing 
was used to optimize assembly process parameters to ensure good quality of plastic and ceramic ball grid array packages. 

MDS versus ATC Comparison for CBGA Packages. The goal of the evaluation was to verify the MDS-induced joint 
failures when compared with the ATC failures and to correlate the MDS and ATC failure distributions for CBGA 
packages. For a true comparison, MDS and ATC tests were conducted concurrently using identical test vehicles and 
assembly processes. The CBGA solder joints were composed of a high-lead ball (90Pb-10Sn) attached by eutectic tin-lead 
solder to the substrate and the card pads. In all the MDS and ATC test cases, the fatal cracks propagated near the copper-
tin intermetallic layer or along the interface of the high-lead ball and eutectic solders. First, thermal cycling was 
conducted at near-field low-stress conditions, where the temperature cycling was set between 20 and 55 °C at a frequency 
of 0.001 Hz. This test was very time consuming, taking more than six months to generate first failure. The number of 
modules on test was insufficient to draw statistically valid conclusions. Therefore, the next cell of CBGA modules was 
ATC tested at a higher stress level to accelerate the damage process of the joints while preserving the same failure 
mechanism. This time, the temperature cycling was set between 20 and 80 °C with a frequency of 0.0005 Hz. 

On the other hand, the MDS test was conducted at ambient temperature, two opposite edges of the board were twisted 
against each other with the magnitude of 0.6 degrees/in. of the board length, and the frequency of cycling was 0.1 Hz. 
When comparing the MDS and ATC failure mechanisms, both the mechanisms are very similar. Mean fatigue lives are 
not the same, but can be brought to the same values when needed (Fig. 23). 



 

FIG. 23 LOG NORMAL PROBABILITY PLOTS OF SOLDER BALL FAILURES IN MDS AND ATC TESTS. SOURCE: REF 
1 

The MDS and ATC tests generated very similar results, but were accomplished in different time frames. The MDS test 
needed only 16 h for all the modules to fail, while the ATC test took nine weeks to bring 50% of the modules to failure. 

MDS Rework Process Assessment for TSOPs. Forty TSOP modules were tested to evaluate rework process. The 
rework process consisted of removing previously assembled components and replacing them with new ones. Also, the 
evaluation was designed to compare two types of TSOPs, standard TSOPs with short leads and TSOPs with longer and 
more compliant leads. The MDS- and ATC-induced failure mechanisms were found to be similar, with a more significant 
grain coarsening in the ATC cell. In both cases, cracks initiated in the joint hill and propagated near the lead/solder 
interface. Mechanical deflection system testing was conducted at ambient temperature. Out-of-plane deformation was 
cyclically applied to the test vehicle with the angle of twist equal to 0.9 degrees/in. of the card length at frequency of 0.1 
Hz. The statistical distributions of failures are presented in Fig. 24. 

 

FIG. 24 LOG NORMAL PROBABILITY PLOTS FOR TSOP JOINT FAILURES. TEST CASES: REWORKED STANDARD 



TSOPS, NONREWORKED STANDARD TSOPS, AND LEAD-ON-CHIP TSOPS. SOURCE: REF 1 

The rework process was not optimized at the time the test was conducted. There was a significant population of early 
failures, but also the very same process produced very good joints (note the upper tail of the distribution). Based on the 
data, it was quite easy to optimize the process against the best-performing population of joints. Note that the standard 
ATC test, being very lengthy in time, would expose only the defective joints, and therefore the rework process would be 
improved but not truly optimized by eliminating the population of the worst-performing joints. 

Also, the TSOPs that have the longer (more compliant) leads increased fatigue life by approximately two times when 
compared with the standard TSOPs. 

Assembly Process Optimization for CQFPs. Fine-pitch technologies can exhibit excellent reliability, but require an 
optimized and tightly controlled assembly process. The CQFPs have very compliant leads that reduce the stress in solder 
joints. In some cases, the leads may even fail sooner than the joints, depending on the lead material, shape, and also on the 
test conditions. However, solder joints are still considered the prime reliability concern for these technologies. Because 
the isothermal MDS cycling is executed through a considerably compliant means (lead), this induces a creep-fatigue 
failure mechanism assisted with microstructural recovery processes that were discussed earlier. This phenomenon needs 
special consideration at higher frequency cycling (about 0.1 Hz) and becomes less important when allowing solder to 
creep by applying a few minutes dwell at the cycle reversals and/or elevating the test temperature. When taking all of the 
above under consideration, the MDS test conditions were set as follows: angle of twist was set at 0.75 degrees/in. of the 
board length; temperature was equal to 115 °C; cyclic frequency was set at 0.1 Hz. In this case, the temperature was set 
notably higher than in all the other test cases. The objective of the test was to optimize the assembly process for the best 
combination of the pad sizes and solder volumes. Six test cells were selected as shown in Table 1. The test results are 
presented using three quantities. In each test case, the first upper number represents the first failure in the test, the second 
number is the mean fatigue life, and the third is scattering of the fatigue data (sigma of log normal statistical plot). The 
mean life and sigma were determined from log normal probability plots (Fig. 25). 

TABLE 1 SUMMARY OF FATIGUE LIFE RESULTS FOR MDS TESTS 

FATIGUE LIFE AND SCATTER(A), CYCLES × 103, FOR SOLDER VOLUME  PAD 
NO.  1  2  3  4  
I  11.6 (FIRST FAILURE) 20.3 (MEAN) 

σ= 0.21  
14.4 
21.4 (MEAN) 
σ = 0.18  

      

II     14.0 
22.0 (MEAN) 
σ = 0.19  

9.0 
15.2 (MEAN) 
σ = 0.19,  

   

III        10.0 
19.9 (MEAN) 
σ = 0.24  

1.8 
14.8 (MEAN) 
σ = 0.59   

(A) TOP VALUE FOR EACH PAD IS THE NUMBER OF CYCLES (× 103) TO THE FIRST FAILURE. 
THE SECOND NUMBER IS THE MEAN FATIGUE LIFE WITH A LOGNORMAL FIT WITH 
STANDARD DEVIATION, σ.  



 

FIG. 25 MULTIPLE-SAMPLE LOG NORMAL PROBABILITY PLOTS OF SOLDER JOINTS IN MDS TEST OF CERAMIC 
QUAD FLAT PACKAGE. (A) PAD I; SOLDER VOLUMES 1 AND 2. (B) PAD II; SOLDER VOLUMES 2 AND 3. (C) PAD 
III, SOLDER VOLUMES 3 AND 4. SOURCE: REF 1 

First, the highest and medium solder volumes (1 and 2) were analyzed for the largest pad (I) (Fig. 25a). The two 
probability plots look almost identical. This indicates that there is no reliability exposure in either of the two cases. 
However, the highest volume (No. 1) caused some bridging of the solder between pads; therefore, the combination of the 
highest solder volume and largest pad is not acceptable (yield problem). 

Next, test results for solder volumes 2 and 3 and medium pad (II) were analyzed and presented in Fig. 25(b). Both the 
plots have similar scattering of failures, but the joints assembled with the lower volume of solder (No. 3) exhibit lower 
mean fatigue life. The smallest pad (III) in combination with the two lowest volumes of solder (3 and 4) caused 
significant reliability problems (Fig. 25c). Much earlier failures were observed in these cells. The fatigue data show a 
bimodal statistical distribution of the failures. The main population of the failures seems to follow the previous results; 
however, the tail of the distributions indicates that the defective joints in the cell may cause field exposure. 

Assembly Process Optimization for Plastic and Ceramic Ball Grid Array Packages. New technology deployment 
into volume manufacturing is often a serious concern. The cost of new technology development including the 
development of the infrastructure for timely introduction of a product is an extremely costly process. The costs are even 
higher when the expenses related to the lengthy assessments of the product reliability are added. However, the risk of not 
testing for reliability is even greater. 

In the case of new technology deployment, it is imperative that one understand and recognize the product exposures. 
Assessment of pad geometry, pad metallurgy or finish, package selection, and solder metallurgy and therefore reflow 
process are all factors that play very important roles. When there is a choice, any user would like to know the reliability 
impact of the selection. 

Mechanical deformation system testing was deemed the best approach for evaluating some of these factors in the 
selection of ball grid array (BGA) packaging technology. A study was conducted by a member team with interest in 
developing the infrastructure for the success of the BGA technology. The team consisted of an electronic systems 
manufacturer, a possible user of the technology, a supplier of BGA packaging technology, and a printed circuit board 
fabricator. Boards were fabricated to exercise the following parameters:  

• PAD GEOMETRY  
• PAD METALLURGY  
• BALL GRID ARRAY PACKAGE TYPES  

Specifically, the test conducted used pads that were "dog bone" or "flag," with either hot-air solder-leveling or bare 
copper with an organic coating over the copper pad. The two package types investigated included plastic as well as 
ceramic BGAs. The results of the study conducted by Ninohira, Yee, and Rao (Ref 71) for the team are summarized in 
Table 2. 



TABLE 2 FATIGUE TEST RESULTS OF DOG-BONE AND FLAG PADS OF PLASTIC AND CERAMIC BGA 
PACKAGES 

SURFACE 
METALLURGY  

PACKAGE 
TYPE  

DOG-BONE 
MEAN CYCLES  

DEVIATION 
(σ)  

FLAG 
MEAN CYCLES  

DEVIATION 
( )  

HASL  PBGA  16,806  0.35195  14,338  0.38099  
HASL  CBGA  11,949  0.46592  15,491  0.3056  
OCC  PBGA  17,904  0.26247  14,057  0.43629  
OCC  CBGA  9,318  0.48876  13,898  0.33654  

HASL, Hot air solder leveled; OCC, organic coating on copper 
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Introduction 

DISCONTINUOUSLY REINFORCED ALUMINUM (DRA) composites with SiC particulate (SiCp) or alumina 
particulate (Al2O3p) reinforcements are increasingly being considered for structural applications in the aerospace and 
automotive industries. The reinforcements have higher strength, higher elastic modulus, and lower Poisson ratio than the 
matrix alloy (Table 1). The use of metal-matrix composites in structural applications is attractive because of their 
exceptionally good stiffness-to-weight and strength-to-weight ratios, while processing may be conducted using casting, 
powder metallurgy, or in situ techniques. Secondary processing can significantly improve the strength and ductility of 
DRA materials (Ref 3, 4, 5), as shown in Fig. 1, which illustrates the effects of hot deformation processing (e.g., swaging) 
on the subsequent uniaxial tension properties of squeeze-cast A-356 DRA (Ref 5). Despite such improvements via hot 
deformation processing, the composites still possess lower ductility and toughness than unreinforced alloys. It is often 
these fracture-related properties that limit the further use of metal-matrix composites in fracture-critical applications. 

TABLE 1 ELASTIC PROPERTIES OF COMMONLY USED REINFORCEMENTS IN DRA MATERIALS 

MATERIAL  ELASTIC 
MODULUS, GPA  

POISSON 
RATIO  

SIC  400  0.14-0.17  
AL2O3  379  0.26  
B4C  448  0.17-0.21  
SI3N4  207  0.27  
SI  112  0.42  

Source: Ref 1, 2 



 

FIG. 1 EFFECTS OF THE AMOUNT OF HOT WORK ON TENSILE PROPERTIES OF SQUEEZE-CAST COMPOSITES. 
SOURCE: REF 5 

This article reviews the tensile properties and toughness characteristics of DRA composites in terms of particle spacing, 
particle size, volume fraction, matrix alloy, and matrix microstructure. Both fracture toughness data and impact toughness 
data are summarized. Where available, information on JIc and tearing modulus data for Al2O3 and SiC-reinforced 
aluminum alloys are presented. Included in the discussion on tensile deformation are the effects of confining pressure on 
the ductility of such materials, as this data are relevant to the behavior of these materials under more complex stress states 
and also correlates with the formability of such materials. A brief summary of DRA fatigue resistance is also included. 
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Uniaxial Tension Properties 

Various authors have studied microstructure/mechanical property relationships for DRA composites (Ref 6, 7, 8, 9, 10, 
11, 12, 13) and other composite materials (Ref 14, 15, 16). A simplistic rule of mixtures is often used to explain the trends 
in the elastic properties of the composites (Ref 14), whereas other, more precise models account for the size, shape, and 
distribution of particulates on the elastic properties (Ref 15, 16, 17, 18, 19, 20, 21, 22, 23, 24). Elastic modulus values in 
excess of 100 GPa are possible with reinforcement levels in excess of 20 vol% SiCp. It has been demonstrated that the use 
of finer-sized particulates increases the 0.2% offset yield strength (Ref 9, 12, 25, 26) and the work hardening rate, while 
reducing the level of damage via reinforcement fracture events during tensile straining, as discussed below. 

Particle-Associated Damage Accumulation during Tensile Straining. Various investigators (Ref 6, 9, 10, 12, 13) 
have shown that reinforcement-related damage evolves during straining of DRA materials, and that the extent and type of 
damage depends on SiCp size, matrix heat treatment, strength, microstructure, and alloy type. Figures 2 and 3 show the 
effects of global plastic strain on the percentage and number of cracked SiCp on the gage surface of duplicate and 
triplicate MB78 (i.e., Al-7Zn-2Mg-2Cu powder metallurgy alloy) composite specimens in the underaged (UA), overaged 
(OA), and solution-annealed (SA) conditions, respectively. The percentage of cracked SiCp shown in Fig. 2 and 3 is the 
average of results from every selected area on each specimen, which comprises over 10,000 particles for each specimen at 
each strain. Included in all figures are the absolute number of cracked SiCp at each strain. The results, consistent with 
previous work (Ref 6, 9, 10, 12, 13, 27, 28, 29), clearly show that the number of cracked SiCp for each condition increases 
with an increase in applied global plastic strain, egpl. Comparison of Fig. 2 and 3 shows that the total average numbers of 
SiCp cracked at the fracture strain for the 13 μm OA and the 13 μm SA specimens were far less than that obtained in the 
13 μm UA specimens. At very low strains (i.e., <1%) all specimens provided similar average values for cracked SiCp, 
while higher plastic strains produced greater differences between the SA specimens and either the UA or OA specimens. 
The 13 μm UA specimens exhibited a slightly greater average amount of SiCp fracture at each strain in comparison to the 
13 μm OA specimens, in addition to a greater fracture strain. 

 

FIG. 2 PERCENTAGE AND ABSOLUTE NUMBER OF CRACKED SICP ON GRIDED SPECIMEN SURFACE AS A 
FUNCTION OF THE APPLIED GLOBAL PLASTIC STRAIN FOR 13 MM UNDERAGED (UA) SPECIMENS. TRIPLICATE 
SPECIMENS TESTED ON IDENTICAL MATERIALS. SOURCE: REF 12 



 

FIG. 3 PERCENTAGE AND NUMBER OF CRACKED SICP ON GRIDED SPECIMEN SURFACE AS A FUNCTION OF THE 
APPLIED GLOBAL PLASTIC STRAIN FOR 13 MM OVERAGED (OA) AND 13 MM SOLUTION-ANNEALED (SA) 
SPECIMENS. DUPLICATE SPECIMENS TESTED FOR OA AND SA MATERIAL. SOURCE: REF 12 

Figures 4, 5, and 6 show the distribution of cracked SiCp along the gage length at each strain for each heat treatment for 
MB78 material containing 13 μm SiCp. Both the percentage of cracked SiCp and the number of cracked SiCp at each 
location are plotted as a function of position along the specimen for each global strain. Integration of the number of 
cracked SiCp at each location and strain provided in Fig. 4, 5, and 6 will produce the total number of cracked SiCp on the 
specimen gage surface summarized in Fig. 2 and 3. Figures 4, 5, and 6 clearly show that both the percentage and absolute 
number of the cracked SiCp at each strain were not constant along the gage length, and that a low background level of 
cracked SiCp exists at 0% strain. However, for any given local area, the number of cracked particles increased with an 
increase in the global plastic strain, egpl, although the absolute numbers remained different for different areas of the 
specimens throughout the test. 



 

FIG. 4 DISTRIBUTION OF THE LOCAL PERCENTAGE OF CRACKED SICP ALONG THE GAGE LENGTH OF AN MB78 
+ 15% SICP 13 MM UNDERAGED TENSILE SPECIMEN. SOURCE: REF 12 

 

FIG. 5 DISTRIBUTION OF THE LOCAL PERCENTAGE OF CRACKED SICP ALONG THE GAGE LENGTH OF AN MB78 
+ 15% SICP 13 MM OVERAGED SPECIMEN. SOURCE: REF 12 



 

FIG. 6 DISTRIBUTION OF THE LOCAL PERCENTAGE OF CRACKED SICP ALONG THE GAGE LENGTH OF AN MB78 
+ 15% SICP 13 MM SOLUTION-ANNEALED SPECIMEN. SOURCE: REF 12 

Metallographic examination showed that SiCp with higher aspect ratios was preferentially aligned along the extrusion 
direction. Particles larger than the mean particle size and those with larger aspect ratios preferentially cracked in all heat 
treatments, consistent with previous reports (Ref 6, 8, 12, 29, 30, 31, 32). Figure 7 shows that large and elongated SiCp 
are cracked in the 13 μm UA specimen unloaded at 6.3% egpl and that there is no evidence of matrix failure. 

In addition to SiCp fracture, the 13 μm OA material exhibited matrix cracks which 
were readily apparent at around 2.0% egpl. In contrast, only cracks in the SiCp were 
apparent at 2.0% egpl in the 13 μm UA material. Figure 8 shows some examples of the 
matrix cracks and cracks near the SiCp/matrix interfaces that were present on the 
surface of the 13 μm OA material strained to 3.5% egpl. In some cases, the matrix 
cracks appeared to be associated with grain boundary regions, as shown in Fig. 8. 
The 13 μm SA specimen exhibited the minimum number of SiCp cracked of all of the 
tested conditions, while Fig. 9 also shows examples of surface matrix cracks 
exhibited in a 13 μm SA specimen after 9.9% egpl, which is near the fracture strain of 
the material. In contrast to the OA material, the matrix cracks in the SA material did 
not appear to be associated with grain boundary regions. The total fracture strain was 
similarly affected by heat treatment: the 13 μm SA specimen fractured at 10% egpl, as 
compared to 4% egpl for the 13 μm OA specimen and about 6% egpl for the 13 μm UA 
specimen. 

 

 

FIG. 7 MICROGRAPH 
SHOWING CRACKED SICP ON 
THE SURFACE OF A 13 MM 
UNDERAGED SPECIMEN AFTER 
ABOUT 6.3% GLOBAL PLASTIC 
STRAIN, EGPL. SOURCE: REF 12 



 

FIG. 9 MICROGRAPH SHOWING CRACKS IN SICP 
AND IN THE MATRIX ON THE SURFACE OF A 13 
MM SOLUTION-ANNEALED SPECIMEN AFTER 
ABOUT 9.9% GLOBAL PLASTIC STRAIN, EGPL. 
SOURCE: REF 12 

The unloading modulus and reloading modulus were measured 
on the interrupted tensile tests on the MB78 monolithic materials 
in the UA, OA, and SA conditions. There was no significant 
change in the modulus during unloading of the MB78 monolithic 

materials in any condition, strained to egpl = 10%. In contrast, increases in egpl produced large decreases in the subsequent 
unloading and reloading elastic modulus of the MB78 DRA composites. This change in the elastic modulus was exhibited 
for each of the heat treatments, although to different extents. Figure 10 plots the ratio of the "measured" modulus at each 
strain, E, to the starting modulus, E0, for each condition tested. A value of 1.0 for E/E0 indicates no change in modulus. 
The number of cracked SiCp increased with increasing strain in the MB78 DRA materials containing 13 μm average size 
SiCp, as exhibited by Fig. 2, 3, 4, 5, and 6. In particular, the area near the location of catastrophic fracture showed a large 
increase in the number of cracked particles. 

 

FIG. 10 EFFECT OF GLOBAL PLASTIC STRAIN ON E/E0 FOR DIFFERENTLY HEAT-TREATED MB78 + 15% 13 MM 
SICP DRA MATERIALS. SA, SOLUTION ANNEALED; UA, UNDERAGED; OA, OVERAGED. SOURCE: REF 12 

Figures 11, 12, and 13 summarize results from the various studies (Ref 10, 12, 13) that have measured the evolution of 
particle-related damage on different DRA materials. Figure 11 shows the percentage of cracked SiCp as a function of the 
fracture strain in the respective specimens. Details of the matrix material, volume fraction and size of reinforcement, and 
heat treatment are available elsewhere (Ref 13). These results indicate that there is no correlation between fracture strain 
and the percentage of cracked SiCp. However, the data collected in Fig. 11, 12, 13, and combine various matrices and 
types of reinforcement. Figures 12 and 13 provide separate data on DRA materials with Al2O3 and SiC reinforcements, 

 

FIG. 8 MICROGRAPH SHOWING CRACKS IN THE 
MATRIX AND NEAR THE SIC/MATRIX INTERFACE 
ON THE SURFACE OF A 13 MM OVERAGED 
SPECIMEN AFTER ABOUT 3.5% GLOBAL PLASTIC 
STRAIN, EGPL. STRAIGHT ARROW LOCATES 
MATRIX CRACKS; CURVED ARROWS LOCATE 
VOIDS NEAR SICP/MATRIX INTERFACE. SOURCE: 
REF 12 



respectively. Again there is no direct correlation between the fracture strain and the percentage of cracked particles. These 
results agree with the results shown in Fig. 2 and 3, which reveal that the SA-MB78 DRA specimens had the highest 
strain to fracture but did not have the highest percentage of cracked particles at fracture. The results also indicate that the 
local stress/strain experienced by the reinforcement depends on the microstructural details of the DRA constituents (e.g., 
matrix composition and microstructure, reinforcement type, size, orientation, and matrix/reinforcement interface 
characteristics). 

 

FIG. 11 DATA COLLECTED FROM PUBLISHED WORK OF VARIOUS AUTHORS SHOWING THE PERCENTAGE OF 
CRACKED SICP PARTICLES AS A FUNCTION OF FRACTURE STRAIN FOR A VARIETY OF DRA MATERIALS. SA, 
SOLUTION ANNEALED; UA, UNDERAGED; OA, OVERAGED; PA, PEAK AGED. REF AND MATERIAL: REF 10, 

6061/10%/6,5 M REF 10, 6061/20%/10 M; REF 30, 2618/15%/12 M; REF 13, 201/9%/23 M; 

REF 13, 201/9%/63 M; • REF 13, 201/9%/142 M; REF 13, 2618/15%; REF 33, MB78/15%/13 M; 
REF 33, MB78/15%/5 M; REF 13, 2080/20%/37 M; × REF 13, 2080/20%/12 M; SLASH IN SQUARE, REF 
13, 2080/20%/4 M; + REF 13, AL-12SI/17.3%/5 M 

 

FIG. 12 DATA COLLECTED FROM PUBLISHED WORK OF VARIOUS AUTHORS SHOWING THE PERCENTAGE OF 
CRACKED AL2O3P AS A FUNCTION OF FRACTURE STRAIN FOR A VARIETY OF DRA MATERIALS. UA, 
UNDERAGED; OA, OVERAGED. REF AND MATERIAL: REF 13, 2014/14.4%/12 M; • REF 13, 6061/14.9%/12 

M; REF 13, 6061/15%/8 M; REF 27, 6061/15%/13 M 



 

FIG. 13 DATA COLLECTED FROM PUBLISHED WORK OF VARIOUS AUTHORS SHOWING THE PERCENTAGE OF 
CRACKED SICP AS A FUNCTION OF FRACTURE STRAIN FOR A VARIETY OF DRA MATERIALS. SA, SOLUTION 

ANNEALED; UA, UNDERAGED; OA, OVERAGED. REF AND MATERIAL: REF 9, AL-SI-MG/10%; REF 9, AL-
SI-MG/15%; REF 9, AL-SI-MG/20% 

Figures 14, 15, and 16 show results taken from the same studies (Ref 10, 12, 13) where the percentage of cracked 
particulates is plotted versus the true stress at failure. In most cases, this stress was simply the ultimate tensile strength, 
because the failure strains were typically less than 5%. Figures 14 and 15 fail to reveal any correlation of applied true 
stress to the percentage of cracked particles, even for DRA materials of the same matrix and particle size. Thus, Fig. 11, 
12, 13, 14, and 15 clearly show that both global strain-based models and global stress-based models are unable to explain 
particle damage or total damage without taking microstructural effects into account. Although global stress and strain are 
important parameters in damage evolution, as the amount of particle-related damage always increases with an increase in 
global stress or strain, the mechanism and extent of damage evolution is controlled by the microstructure and conditions 
that control local stress conditions. 

 

FIG. 14 DATA COLLECTED FROM PUBLISHED WORK OF VARIOUS AUTHORS SHOWING THE PERCENTAGE OF 
CRACKED SICP AT FRACTURE AS A FUNCTION OF TRUE STRESS FOR A VARIETY OF DRA MATERIALS. REF AND 

MATERIAL: REF 30, 2618/15%/12 M; + REF 13, AL-12SI/17.3%/5 M; REF 13, 201/9%/23 M; REF 



13, 201/9%/63 M; • REF 13, 201/9%/142 M; REF 33, MB78/15%/13 M; REF 33, MB78/15%/5 M; 
REF 13, 2080/20%/37 M; × REF 13, 2080/20%/12 M; SLASH IN SQUARE, REF 13, 2080/20%/4 M 

 

FIG. 15 DATA COLLECTED FROM PUBLISHED WORK OF VARIOUS AUTHORS SHOWING THE PERCENTAGE OF 
CRACKED AL2O3P AT FRACTURE AS A FUNCTION OF TRUE STRESS FOR A VARIETY OF DRA MATERIALS. REF 
AND MATERIAL: REF 13, 2024/14.4%/12 M; • REF 13, 6061/14.9%/12 M 

 

FIG. 16 DATA COLLECTED FROM PUBLISHED WORK OF VARIOUS AUTHORS SHOWING THE PERCENTAGE OF 
CRACKED SICP AT FRACTURE AS A FUNCTION OF TRUE STRESS FOR A VARIETY OF DRA MATERIALS. REF AND 

MATERIAL: REF 9, AL-SI-MG/10%; REF 9, AL-SI-MG/15%; REF 9, AL-SI-MG/20% 

It is clear from a review of Fig. 7, 8, and 9 and previous work (Ref 12) that other modes of damage apart from particle 
damage contribute to the changes in the elastic modulus or Poisson ratio (Ref 33) with increasing strain. Very little work 
(Ref 7, 33) has been carried out to monitor Poisson ratios with applied stress/strain, but some researchers have monitored 
changes in the elastic modulus with applied strain. Figure 17 summarizes data for elastic modulus changes from the work 
of various authors (Ref 10, 12, 13, 30, 34) and shows that the extent and path of overall damage are different for different 
DRA materials. The results indicate that different heat treatments can change the fracture mechanisms and extent of 
overall damage for nominally the same DRA material. 



 

FIG. 17 DATA COLLECTED FROM PUBLISHED WORK OF VARIOUS AUTHORS SHOWING THE EFFECT OF GLOBAL 
PLASTIC STRAIN ON THE REDUCTION IN ELASTIC MODULUS. REF AND MATERIAL: REF 30, 2618-

T651/15%/12 M; REF 30, 2618-T4/15%/12 M; REF 13, 2618/15%; REF 34, A356-T61/20%; REF 
34, A356-OA30/20%; REF 10, 6061-T4/20%; + REF 10, 6061-T4/15%; SLASH IN SQUARE, REF 10, 6061-

T4/10%; + REF 33, MB78-OA/15%/13 M; × REF 33, MB78-SA/15%/13 M; REF 33, MB78-UA/15%/13 
M 

Effects of Confining Pressure on Ductility and Damage Evolution in DRA Materials. The deformation and 
fracture behavior under complex stress states is often accomplished via testing with superposed hydrostatic pressure. 
Initial work conducted on the effects of superposed pressure indicated that significant enhancements in ductility can be 
obtained in both particulate-reinforced (Ref 35, 36, 37, 38, 39) and whisker-reinforced (Ref 36) systems, although the 
magnitude of the pressure-induced ductility increase in both the monolithic and composite systems appears to be 
dependent on the nature of operative damage mechanisms (Ref 12, 35, 36, 37, 38). These early works also demonstrated 
that the flow stress of such materials can be pressure sensitive (Ref 25, 26). Initial work proposed that such pressure 
sensitivity is a result of the pressure-induced suppression of the damage (Ref 35, 36), while subsequent work showed that 
pressure-induced dislocation generation near the reinforcement/matrix interfaces is also partly responsible for local 
hardening around the particles (Ref 25). 

Figures 18 and 19 are cumulative plots summarizing the effects of superposed pressure on the ductility (i.e., reduction in 
area) for a variety of metallic alloys and composites, respectively. Embury et al. (Ref 39) assessed the damage in the 
deformed and undeformed A356/SiCP system in the T6 condition with detailed metallographic studies and subsequent 
image analysis. Their examination of polished longitudinal sections revealed that the large plastic deformation 
accompanying the high ductility promoted by superposed pressure produces a change in SiCp distribution. Embury and 
coworkers (Ref 39) found a subsequent enhancement in ductility in both the unreinforced A356 and the A356 composite 
material under the influence of hydrostatic pressure, as indicated in Fig. 18 and 19. Work by Lewandowski et al. (Ref 12, 
25, 35, 37) has similarly investigated the effects of superposed pressure on ductility and damage evolution in 2xxx, 7xxx, 
and 6061 aluminum alloys and composites in the UA and OA conditions. A significant pressure dependence on ductility 
was found for all of the composite systems and microstructures, as shown in Fig. 19. The unreinforced alloys also showed 
a dependence of ductility on pressure, with the exception of the 2xxx (Ref 35, 37) and 7xxx (Ref 41) materials tested in the 
UA condition. The unreinforced 2xxx and 7xxx materials deformed and failed in shear by the initiation and propagation of 
localized shear, which is not significantly affected by the levels of pressure used. These results are a clear indication that 
microstructural changes have a significant impact on the type of damage (i.e., shear, void nucleation, and growth) and that 
ductility depends on superposed hydrostatic pressure. The differences in the magnitude of ductility response to pressure of 
the remaining monolithic materials shown in Fig. 18 are also partly due to the different ratios of superposed pressure to 



the flow stress of the matrix employed. Damage evolution in the monolithic materials was quantified in terms of the area 
fraction of voids (Ref 27) and was shown to decrease with increasing levels of superposed hydrostatic pressure, consistent 
with previous work (Ref 42, 43). 

 

FIG. 18 EFFECTS OF SUPERPOSED PRESSURE ON THE DUCTILITY OF UNREINFORCED ALLOYS. REF AND 

MATERIAL: REF 40, AZ91 MG-T4; REF 28, MB85 AL-UA; • REF 28, MB85 AL-OA; REF 27, 6061 AL-UA; 

REF 27, 6061 AL-OA; REF 40, A356 AL-T6 



 

FIG. 19 EFFECTS OF SUPERPOSED PRESSURE ON THE DUCTILITY OF DRA. REF AND MATERIAL: REF 40, 
AZ91/SIC/20P-T4; REF 28, MB85/SIC/15P-UA; + REF 28, MB85/SIC/15P-OA; REF 27, 6061/SIC/20P-UA; 

REF 27, 6061/SIC/20P-OA; REF 40, A356/SIC/10P-T6; REF 40, A356/SIC/20P-T6; REF 40, 
6090/SIC/25P-T6; • REF 40, 6090/SIC/25P-SA 

Considerable work on DRA materials has shown that damage may evolve via reinforcement fracture, failure of 
reinforcement/matrix interfaces, failure in the matrix, or a combination of the above (Ref 6, 12, 36). The superposition of 
hydrostatic pressure did not change the brittle nature of the reinforcement in such studies, although damage evolution was 
suppressed with increasing levels of confining pressure (Ref 12, 35, 36, 37, 38, 39). Singh and Lewandowski (Ref 12) 
conducted extensive metallographic and image analyses on longitudinal sections of samples fractured in tension with 
superposed pressure, 7xxx composites in the UA and OA conditions. Figures 20 and 21 show the percentage of cracked 
SiC versus the distance from the fracture surface in longitudinal sections taken in multiple specimens, tested at either 0.1 
MPa or with superposed pressure. Despite the large increase in strain to failure with superposed pressure, a reduction in 
the amount of particle cracking was measured. Studies at 0.1 MPa additionally showed that the composite in the OA 
condition failed with a smaller amount of particle cracking than did the UA specimens, although considerable matrix 
damage and particle/matrix cavitation was obtained in the former. The effect of pressure was to inhibit all types of 
damage (i.e., matrix, particle/matrix interface, SiCp cracking). Recent work on AZ91 magnesium and AZ91 magnesium 
composites have revealed some similar features, as shown in Fig. 20 and 21, although the details are under investigation. 
Accompanying this suppression of damage was an elevation in the flow stress of the composites upon superposition of 
pressure (Ref 25, 36). Transmission electron microscopy of composites simply pressurized revealed that such elevation of 
initial flow stress was also partly caused by the pressure-induced generation of dislocations in the matrix adjacent to the 
reinforcement (Ref 25). Recent work on the mechanical behavior of 1100 Al/Al2O3 composites containing either 10 or 15 
vol% reinforcement also reveals an increase in the yield strength of this system upon testing under pressure. 



 

FIG. 20 EFFECTS OF SUPERPOSED PRESSURE ON THE DAMAGE EVOLUTION IN THE MB78/15% SICP 
UNDERAGED (UA) SYSTEM. 

 

FIG. 21 EFFECTS OF SUPERPOSED PRESSURE ON THE DAMAGE EVOLUTION IN THE MB78/15% SICP 
OVERAGED (OA) SYSTEM. 
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Fracture and Fatigue of DRA Composites 

John J. Lewandowski and Preet M. Singh, Case Western Reserve University 

 

Toughness 

Toughness of DRA Systems. To the extent possible, this section summarizes published data about the effects of 
systematic changes in reinforcement volume fraction, reinforcement size, and similar parameters on the resulting 
toughness of DRA. Figures 22 and 23 summarize the effects of reinforcement volume fraction on the fracture toughness 
of various DRA systems. The JIc data presented were collected from works where JIc testing was conducted as well as by 
converting some of the KIc, KQ, and KEE data to JIc data via the relationship J = K2(1 - v2)/E. The data demonstrate the 
general loss in toughness with increasing volume fraction of reinforcement, up to a reinforcement level of 40 vol%, as 
well as the significant effects of matrix selection and matrix temper. Figures 22 and 23 include data for DRA based on 
various aluminum alloys, including 1100, 2xxx, 6xxx, 7xxx, 8xxx, and model Al-Si alloys containing brittle Si particles. 

 

FIG. 22 COMPILATION OF FRACTURE TOUGHNESS DATA VS. VOLUME FRACTION OF REINFORCEMENT. 
REFERENCE 44 CONTAINS DATA SOURCES. 



 

FIG. 23 COMPILATION OF JIC DATA VS. VOLUME FRACTION OF REINFORCEMENT. SOME DATA WERE 
CONVERTED FROM KIC, KQ, AND KEE DATA. REFERENCE 44 CONTAINS DATA SOURCES. 

The effects of matrix strength and heat treatment on the fracture toughness of both monolithic and DRA materials are 
more fully shown in Fig. 24, 25, and 26, which plot the fracture toughness versus yield strength and tensile strength. For a 
given alloy system, the changes in strength were obtained via heat treatment. In the unreinforced alloys, it has generally 
been observed that the toughness decreases with an increase in strength up to peak strength, and then the toughness 
recovers upon additional aging (Ref 31, 45, 46), as shown in Fig. 24. This has been demonstrated on a variety of 7xxx 
monolithic materials (Ref 31, 45, 46), as well as 6xxx and 2xxx (Ref 47) systems. In contrast, none of the composite 
systems appear to recover the toughness upon overaging, as shown in Fig. 25 and 26 for DRA materials based on 2xxx 
(Ref 48, 49), 6xxx (Ref 48, 50), or 7xxx (Ref 6, 8, 31) systems. 

 

FIG. 24 COMPILATION OF FRACTURE TOUGHNESS DATA FOR MONOLITHIC MATERIALS VS. YIELD STRENGTH. 

REFERENCE 44 CONTAINS DATA SOURCES. REF AND MATERIAL: REF 31, MB78-SHORT ROD; REF 45, 

7178-250F; REF 45, 7178-290F; REF 45, 7178-340F; REF 45, 7075-163C; • REF 45, 7075-120C 



 

FIG. 25 COMPILATION OF FRACTURE TOUGHNESS DATA FOR DRA MATERIALS VS. YIELD STRENGTH. 

REFERENCE 44 CONTAINS DATA SOURCES. 2014/AL2O3/16.2%; • 6061/AL2O3/14.5%; 7050/SIC/11%; 

7050/SIC/17%; 2080/SIC/15%; MB78/SIC; 8090/20SIC 

 

FIG. 26 COMPILATION OF FRACTURE TOUGHNESS DATA FOR DRA MATERIALS VS. TENSILE STRENGTH. 

REFERENCE 44 CONTAINS DATA SOURCES. 2014/AL2O3/16.2%; • 6061/AL2O3/14.5%; 7050/SIC; 
2080/SIC/15%; MB78/SIC/20%; 2080-T6/SIC 

This lack of toughness recovery upon overaging has been attributed to a change in the mechanisms of fracture nucleation 
and growth in such systems (Ref 6, 8, 12, 48). In the 7xxx DRA system, analysis of sequentially strained tensile 
specimens has indicated that the mechanisms of damage accumulation are significantly affected by aging treatment (Ref 
12). Underaged specimens exhibited a predominance of reinforcement fracture at all ranges of strain, while the overaged 
specimens exhibited matrix failure and failure near the reinforcement/matrix interfaces. The rate of damage accumulation, 
as monitored by the decay in elastic modulus, was also shown to occur at a faster rate in the overaged material (Ref 12). 
Analysis of fracture surface features of underaged and overaged DRA specimens has similarly revealed differences in the 
fracture morphologies between underaged and overaged specimens, also indicative of the effects of microstructure on the 



operative damage mechanisms occurring ahead of a crack tip in such materials (Ref 6, 31, 48). In situ 
straining/observation of fracture evolution ahead of crack tips has similarly revealed an effect of matrix microstructure on 
the nature of crack propagation (Ref 6, 8). 

Reinforcement size and aspect ratio have been considered. One of the more dramatic differences in behavior exists 
between whisker- and particle-reinforced materials. Whisker materials show substantially different strength and toughness 
behavior and exhibit greater strengthening, greater anisotropy, and lower toughness (Ref 51, 52). On a more limited scale, 
reinforcement particle size effects have been examined in powder metallurgy DRA materials. Recent experiments on 
x2080/SiC extrusions, which examined reinforcement particles of 4 m average size (Federation of European 
Producers and Abrasives [FEPA] grade F-1000), 10 m average size (FEPA grade F-600), and 36 m average size 
(FEPA grade F-280) at particle loadings of 10, 20, and 30 vol%, have proven that the toughness/yield strength 
relationship is not greatly affected by particle size (Fig. 27), while the toughness/tensile strength relationship (Fig. 28) 
favors the finer-particle materials (Ref 53). Such behavior is consistent with the higher work hardening and lower damage 
development rate (e.g., via particle cracking) (Ref 25) in the finer-particle materials. Recent work (Ref 12) has shown 
higher work hardening and less particle fracture in the finer-particle material. 

 

FIG. 27 TOUGHNESS/YIELD STRENGTH RELATIONSHIPS FOR X2080/SIC/XXP DRA MATERIALS IN WHICH 
BOTH PARTICLE VOLUME PERCENT (P) AND PARTICLE SIZE ARE VARIED. SOURCE: REF 53 

 

FIG. 28 TOUGHNESS/TENSILE STRENGTH RELATIONSHIPS FOR X2080/SIC/XXP DRA MATERIALS 



DEMONSTRATING THE EFFECT OF PARTICLE SIZE. SOURCE: REF 53 

The Charpy impact toughness of aluminum alloys is similarly reduced via the introduction of discontinuous 
reinforcement. Figures 29 and 30 summarize recent data obtained on 2xxx, 6xxx, and 7xxx materials in the unnotched and 
notched conditions, respectively. Although the data are somewhat limited in comparison to the fracture toughness data 
presented in Fig. 22, 23, 24, 25, and 26, it again appears that there are both matrix alloy and matrix temper effects on the 
impact energy of the monolithic materials, while the impact toughness of the composites is generally low regardless of 
heat treatment. 

 

FIG. 29 EFFECTS OF REINFORCEMENT ON UNNOTCHED CHARPY IMPACT TOUGHNESS. REFERENCE 44 
CONTAINS DATA SOURCES. REF AND MATERIAL: REF 60, 3003; REF 60, MB85/UA, MB85/UA/SIC; • REF 

62, MB78/AR; REF 62, MB78/ T7E92/SIC; REF 44, 6061/T651, 6061/AR/AL2O3; 2014/ AR/AL2O3 

 

FIG. 30 EFFECTS OF REINFORCEMENT ON NOTCHED CHARPY IMPACT TOUGHNESS. REFERENCE 44 CONTAINS 

DATA SOURCES. REF AND MATERIAL: REF 44, 2014/AR/AL2O3; REF 44, 2024/AR, 2024/AR/AL2O3; REF 

60, MB85/UA, MB85/UA/SIC; REF 66, MB78/T7E92, MB78/T7E92/SIC; • REF 62, MB78/UA; REF 44, 
6061/T651, 6061/T6/SIC; REF 70, 2080/T6/SIC 



Crack Growth Resistance. It is clear that the flaw tolerance of both monolithic materials and DRA materials is of 
critical importance in design. While a number of investigators have used the approach of Rice and Johnson (Ref 44, 54) to 
characterize the toughness of DRA materials, it has also been observed in fracture toughness tests on such materials that 
fracture often propagates catastrophically. Thus, the issue of crack growth resistance of such materials may also be 
relevant. While the above data reviewed for fracture toughness generally characterize the crack initiation resistance of 
such materials, it is also important to characterize the crack growth resistance of such materials. Of the various methods 
proposed to evaluate crack growth toughness of materials, the tearing modulus concept introduced by Paris et al. (Ref 55) 
has found widest acceptance. The tearing modulus parameter is a measure of the resistance of the material to tearing and 
an indication of the stability of crack growth. The tearing modulus, proportional as it is to dJ/da, is a measure of the strain 
energy that must be provided to the crack tip to enable it to advance by a unit crack length. Few investigations have 
measured both the crack initiation and crack growth resistance of both monolithic and DRA materials. 

Figure 31 summarizes the available data on 6xxx and 7xxx systems as well as a model Al-Si alloy containing Si particles. 
The data again suggest a large effect of matrix alloy composition and heat treatment on the tearing modulus for the 
materials systems summarized. It is shown that reinforcement additions significantly reduce the crack growth resistance, 
while matrix aging to an overaged condition in the 7xxx material further reduces the crack growth resistance. In addition, 
the effects of matrix strength and ductility on the crack growth resistance are shown in the model Al-SiC materials, where 
aging to the T6 condition eliminates any tearing resistance compared to the T4 condition. 

 

FIG. 31 TEARING MODULUS DATA FOR VARIOUS DRA SYSTEMS INCLUDING 6061/AL2O3, MB78/SIC, AND AL-
SI-MG/SI. REFERENCE 44 CONTAINS DATA SOURCES. 

The Next Generation of DRA Composites for Improved Toughness. Additional improvements to the 
strength/toughness combinations of DRA materials may be possible via improvements in both primary and secondary 
processing routes as well as judicious selection of matrices, reinforcement, and heat treatments (Ref 53, 56). Recent 
works (Ref 6, 44, 53, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72) have shown that extrinsic toughening 
approaches such as lamination, microstructural toughening, and ductile-phase toughening may increase toughness without 
sacrificing the strength/toughness combination or the enhanced stiffness. Recent reviews (Ref 44, 53, 56) have 
summarized some of the potential benefits and processing routes for such approaches. 
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Fatigue Behavior 

Discontinuously reinforced aluminum composites have complex fatigue behavior (Ref 73), which can be improved or 
degraded by the incorporation of reinforcement, depending on the loading mode and the type of fatigue test (S-N, -N, or 
crack growth). The general fatigue process is also complex. In composite materials, as in many unreinforced metals, 
factors that improve resistance to the initiation of a crack lead to a decrease in the resistance to the growth of a crack. An 
example of this is the influence of reinforcement on the fatigue behavior of aluminum alloys. In underaged aluminum 
alloys, reinforcement leads to an improvement in stress-controlled fatigue behavior but produces an increase in fatigue 
crack propagation rates. In contrast, in overaged aluminum alloys, reinforcement improves not only the stress-controlled 
fatigue behavior but also the resistance to fatigue crack propagation. Under stress-controlled high-cycle fatigue 
conditions, a high volume fraction of fine reinforcement particles is preferred for fatigue crack initiation resistance. For 
fatigue crack growth resistance, a high volume fraction of coarser particles is preferred. 

Stress-Life Behavior. The high-cycle S-N fatigue life of discontinuously reinforced metals is generally higher than that 
of comparable unreinforced alloys (Fig. 32). This behavior can be understood by the influence of reinforcement on 
modulus and work hardening. In general, the incorporation of reinforcement leads to an increase in work hardening rate 
and a decrease in ductility under both monotonic and cyclic loading. Thus, the high-cycle fatigue strength (at lower or 
intermediate stresses) is generally improved by reinforcement, although there are exceptions (Fig. 33). Notch effects are 
shown in Fig. 34. 

 

FIG. 32 EFFECT OF REINFORCEMENT ON STRESS LIFE. (A) X2080-T4 ALUMINUM ALLOY AT R = -1 AND R = 
0.1. (B) DURALCAN GRADE F3D.XXS-F AXIAL FATIGUE. SOURCE: REF 74, 75 



 

FIG. 33 AXIAL FATIGUE OF DRA COMPOSITE F3A.XXT61. SOURCE: REF 75 

 

FIG. 34 NOTCHED FATIGUE STRENGTH OF DRA COMPOSITE (DURALCAN W2A.15-T6). SOURCE: REF 75 

In low-cycle (high-stress) testing, the fatigue strength converges with that of unreinforced counterparts. In this regime, 
fatigue is ductility controlled, and therefore the lower tensile and cyclic ductilities of reinforced metals become a more 
dominant factor. 

Strain-Life Behavior. In contrast to stress-life, the total strain-life behavior of a discontinuously reinforced matrix is 
almost without exception lower than that of an unreinforced matrix (Fig. 35) (Ref 73). This behavior is again understood 
in terms of the higher modulus of reinforced metal. Under strain control, the elastic strains are lower in the composite 



than in an unreinforced matrix, and the increased portion of plastic strain accelerates the formation of fatigue damage (Ref 
73). 

 

FIG. 35 STRAIN-LIFE FATIGUE CURVE OF X2080-T4 COMPOSITE WITH AND WITHOUT REINFORCEMENT. 
STRESS CONTROLLED, R = -1, AT ROOM TEMPERATURE. SOURCE: REF 73 

Fatigue Crack Propagation. At low R values (under about 0.3), the introduction of a reinforcement phase results in 
higher thresholds (Fig. 36a), a steeper Paris region (Fig. 36b), and a transition to unstable fracture at lower K levels. 
The latter behavior is characteristic of all discontinuously reinforced metal-matrix composites and is a direct consequence 
of the lower fracture toughness in composites compared to unreinforced alloys (Ref 73). However, the influence of 
reinforcement on the near-threshold and midrange growth behavior can be more complicated than this. In some cases, 
threshold levels, as well as near-threshold and midrange growth rates in composites, may be higher than, lower than, or 
roughly equivalent to the values observed in unreinforced alloys (Fig. 37). Although only limited data are available on the 
effects of volume fraction, it appears that the effect on crack growth is consistent with roughness-induced closure (Ref 
73). 

 

FIG. 36 EFFECT OF REINFORCEMENT ON FATIGUE CRACK GROWTH. (A) EFFECT ON THRESHOLD. (B) EFFECT 
ON CRACK GROWTH RATES. SOURCE: REF 75 



 

FIG. 37 EFFECT OF VOLUME FRACTION ON FATIGUE CRACK GROWTH RATES IN 2124 DRA COMPOSITES. 
SOURCE: REF 74 
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Fatigue of Composite Laminates 

Introduction 

KNOWLEDGE of fatigue behavior at the laminate level is essential for understanding the fatigue life of a laminated 
composite structure. In fact, most published fatigue data have addressed laminates with or without a notch. Relatively 
little fatigue data exist on composite structures. Investigations have demonstrated that sufficient fatigue life for a 
composite structure is achieved if it is designed to satisfy static strength requirements (Ref 1, 2). Fatigue failure 
mechanisms, S-N relations and characterization, and statistical life prediction models of composite laminates are 
described in this article. Data on aramid-aluminum (ARALL) and titanium matrix composites are also included. More 
detailed coverage on polymer composites is contained in Ref 3. 
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Fatigue of Composite Laminates 

Fatigue Failure 

Composite materials exhibit very complex failure mechanisms under static and fatigue loading because of the anisotropic 
characteristics of their strength and stiffness. Fatigue failure is usually accompanied by extensive damage that multiplies 
throughout specimen volume, in contrast to the localized formation of a predominant, single crack, as is common in 
isotropic, brittle materials. The four basic failure mechanisms in composites are layer cracking, delamination, fiber 
breakage, and fiber-matrix interfacial debonding. Any combination of these can cause fatigue damage that will result in 
reduced strength and stiffness. Both the type and degree of damage vary widely, depending on material properties, 



laminations (including stacking sequence), and type of fatigue loading. It has been observed that, in general, damage 
development under fatigue loading is similar to that under static loading, except that fatigue at a given stress level causes 
additional damage as fatigue cycles increase. 

Layer Cracking. In multidirectional laminates under in-plane loading, failure from layer cracking usually occurs in 
succession from the weakest layer to the strongest. For example, successive transverse cracks in the off-axis layers of a 
(0°/90°/±45°)s graphite-epoxy laminate subjected to uniaxial tension are expected to occur as the load increases. The first 
crack occurs in the 90° layers; with increasing load, more cracks develop, but they are still confined to the 90° layers. As 
the load increases further, cracks occur in the adjacent 45° layers, appearing at the tips of the 90° cracks in most cases, 
and extending to the interface of the +45°/-45° layers (see Fig. 1). Subsequently, the number of cracks increases with the 
load (Fig. 2) until final laminate failure takes place. However, some laminates reach a crack density limit, after which no 
new cracks occur before final failure, despite additional loading. The crack density limit for a given layer depends on its 
thickness and appears to be independent of laminate type (Ref 4, 5, 6, 7). 

 

FIG. 1 PHOTOMICROGRAPHS SHOWING CRACK PATTERNS UNDER STATIC LOADING: [0°/90°/±45°]S. (A) 440 
MPA OR 65 KSI. (B) 483 MPA OR 70 KSI 



 

FIG. 2 INCREASE OF NUMBER OF CRACKS FOR [0°/90°/±45°]S LAMINATE SUBJECTED TO STATIC LOADING 

During fatigue loading, more cracks occur in each layer, and reach a crack density limit, than during static loading. For 
instance, many cracks in the -45° layers of the (0°/90°/±45°)s laminate occur during fatigue loading, whereas few or none 
occur during static loading. In addition, many axial cracks initiate at the tips of the transverse cracks and extend along the 
axial direction as fatigue cycles increase. The multiplication process of transverse cracks in the course of the fatigue cycle 
is shown in Fig. 3. The damage ratio is defined here as the ratio of the crack density at n cycles to the crack density at 
final failure. Cracks in all off-axis plies are grouped together. Most of the crack multiplication occurs during the first 20% 
of the fatigue life. A significant amount of fatigue life remains after reaching the crack density limit. Cracks in the 90° 
layers of the (0°/90°/±45°)s laminate are found at fewer than one million cycles at a fatigue stress level of 170 MPa (25 
ksi), which is less than the 280 MPa (40 ksi) stress level at which the first layer fails under static loading. 



 

FIG. 3 INCREASE OF NUMBER OF CRACKS FOR [0°/90°/±45°]S LAMINATE SUBJECTED TO FATIGUE LOADING 

The 0° layers are also susceptible to cracking in the fiber direction because of the transverse stress resulting from a 
mismatch in Poisson's ratio between different layers. Because this transverse stress is usually small, axial cracking in 0° 
layers may not occur under static loading. However, under fatigue loading, axial cracking can occur, for example, in 
cross-ply laminates such as (0°/90°)s. 

Delamination. In composite laminates, free-edge delamination under in-plane axial loading is caused by interlaminar 
stresses that are highly localized around the free edge (Ref 8). The nature of interlaminar stresses with regard to their 
magnitude and sign can be accurately calculated using an analytical model (Ref 9). The magnitude and distribution of 
interlaminar stress components vary widely depending on the type of laminate, stacking sequence, properties of the 
constituent materials, and type of loading. For a given laminate, the stacking sequence significantly influences free-edge 
delamination. As an example, consider a quasi-isotropic laminate with two stacking sequences, (0°/90°/±45°)s and 
(0°/±45°/90°)s. The (0°/90°/±45°)s laminate does not show any delamination under static tension, whereas the latter 
laminate shows extensive delamination under static tension. Figure 4 shows a photomicrograph of a free edge and an x-
ray radiograph of the specimen width showing delamination in the (0°/±45°/90°)s laminate under static tension. At about 
350 MPa (50 ksi) of the applied tension, delamination occurred and extended almost instantly over the entire length of the 
specimen, taking irregular paths at the interfaces of the 90°/90°, 90°-45°, and 45°/-45° plies. The change in the 
delamination path happened for the most part at the transverse crack tips. The delamination also grew continuously 
toward the middle of the specimen from both free edges as the load increased (Fig. 4). In fatigue, the onset of 
delamination occurred very early (and at fatigue stress levels that were smaller than static stress levels) and propagated 



rapidly toward the middle of the specimen width as the cycles increased. The lower bound of the delamination-free stress 
level for a predetermined life cycle is expected to vary, depending upon the type of laminate. In addition to interlaminar 
tensile stress, other factors, such as transverse cracking and interlaminar shear stress, appear to affect the onset and 
growth of delamination (Ref 10). The (0°/90°/±45°)s laminate, which has a compressive interlaminar normal stress, does 
not show any delamination under static tension, but under tensile fatigue, considerable delamination occurs at the 
interface between the ±45° and -45° plies. The interlaminar shear stress at the +45°/-45° interface is not large enough to 
reach the interlaminar shear strength under static loading, but under fatigue loading, the shear stress becomes significant 
because of the high fatigue sensitivity of the epoxy matrix. Figure 5 shows delamination growth as a function of fatigue 
cycle for a (0°/90°/±45°)s graphite-epoxy T300/5208 laminate. However, the growth of delamination in this case is much 
slower than is the case with interlaminar tension. 

 

FIG. 4 DELAMINATION IN [0°/±45°/90°] GRAPHITE-EPOXY SUBJECTED TO STATIC LOADING. (A) 
MICROGRAPH OF A FREE EDGE. 35×. (B) AN X-RAY OF THE WIDTH. 0.2× 

 

FIG. 5 X-RAY RADIOGRAPHS OF DELAMINATION GROWTH AS A FUNCTION OF FATIGUE CYCLES FOR A 
[0°/90°/±45°]S CARBON-FIBER-REINFORCED PLASTIC T300-5208 LAMINATE. (A) SMAX = 345 MPA (50.0 KSI). 
N = 312,000 CYCLES. (B) SMAX = 414 MPA (60.0 KSI). N = 19,400 CYCLES. (C) SMAX = 483 MPA (70.0 KSI). N 



= 620 CYCLES 

Fiber break and interface debonding differ widely, depending on the properties of the constituent materials and fiber 
defects. In most advanced composites, such as boron and graphite fiber with polymer matrix, the strain-to-failure is 
greater in the matrix than in the fibers. Therefore, fibers can break, because of defects or weakness, before the matrix 
fails. The crack created by a fiber break grows into the matrix, as load increases, along a path varying with matrix and 
interface properties. If bonding is strong, the crack grows into the matrix, resulting in a fairly smooth fracture surface 
across the section. With a weak bond, the crack is more likely to lead to interfacial debonding and extensive fiber pull-
out. An intermediate bond shows irregular failure surfaces with some fiber pull-out. These failure mechanisms occur 
under static and fatigue loading, although fatigue failure depends on the sensitivity of the matrix, interface, and fiber. 
Because in most advanced composites the matrix remains elastic until the composite fails, fatigue damage in the interface 
is negligible, except at the site of fiber breaks. Consequently, the modulus and strength of a unidirectional laminate 
subjected to fatigue loading along the fiber direction do not decrease until fracture is imminent. 
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Fatigue of Composite Laminates 

S-N Relation 

The fatigue behavior of a material is basically expressed in the form of a relation between applied maximum fatigue stress 
(S) and fatigue life (number of cycles to failure, N). In composite laminates, the S-N relation primarily depends on the 
constituent material properties (Ref 11, 12). Most advanced fibers are very insensitive to fatigue, and the resulting 
composites show good fatigue resistance. Figure 6(a) shows the S-N curves for a variety of laminates of AS 4/3502 
graphite-epoxy. The ordinate represents the fatigue strength ratio, which is the ratio of fatigue stress to static strength. The 
laminates with matrix-dominant failure modes exhibit a smaller fatigue resistance than the laminates with fiber-dominant 
failure modes. The slope of the S-N curve for the [0°]8T laminate is relatively flat because of the fatigue insensitivity of 
the graphite fiber. Consequently, the slope of the S-N curve tends to increase as the content of the 0° ply decreases, as 
shown in Fig. 7 (Ref 13). The fatigue strength of a (±45°)s laminate is frequently used to determine the longitudinal shear 
fatigue strength. The fatigue strength in compression-compression fatigue is slightly greater than that in tension-tension 
fatigue (Fig. 8) for a (0°/45°/90°/-45°)2s graphite-epoxy laminate. The static tensile and compressive strengths for this 
laminate are practically identical. The extensive damage incurred during tension-tension fatigue is mainly responsible for 
the reduction in tensile fatigue strength. The fatigue strength of multidirectional laminates is closely related to the 0° 
fatigue strength, as shown in Fig. 9, unless the laminate undergoes extensive damage during fatigue. 



 

FIG. 6 S-N CURVES FOR (A) VARIOUS AS4-EPOXY LAMINATES AND (B) GLASS-FIBER POLYMER LAMINATES AT 
VARIOUS PLY ORIENTATIONS. SOURCE: (A) ENGINEERED MATERIALS HANDBOOK, VOL 1, COMPOSITES, ASM 
INTERNATIONAL, 1987, P 438 AND (B) C. OSGOOD, FATIGUE DESIGN, 2ND ED., 1982, PERGAMON PRESS, P 
530 

 

FIG. 7 EFFECT OF 0° LAYER FRACTION ON S-N RELATION 



 

FIG. 8 TENSION-TENSION AND COMPRESSION-COMPRESSION FATIGUE TESTS OF [0°/45°/90°/-45°]2S 
CARBON-FIBER-REINFORCED PLASTIC T300-5208 

 

FIG. 9 FATIGUE AND STATIC STRENGTHS NORMALIZED WITH RESPECT TO UNIDIRECTIONAL TENSILE 
STRENGTHS 

Mean Stress. A constant-amplitude fatigue loading may be regarded as a fully reversed cyclic loading superimposed on 
a constant load. Consequently, the fatigue strength at a chosen cycle may be expressed in terms of alternating the stress, 
Sr, and mean stress, Sm. The values of Sm and Sr are given by the following equations:  

SM = (SMAX + SMIN)/2  
SR = (SMAX - SMIN)/2  

where Smax and Smin are the maximum and minimum fatigue stresses, respectively. 



Figure 10 shows the effect of mean stress on fatigue life in the form of a constant-life diagram (Ref 14). This diagram is 
practically symmetrical with respect to the alternating stress axis, Sr (R = -1), although the peaks of constant-life curves 
tend to lie slightly in the tension-dominant fatigue region. This indicates that the S-N behavior of the composite is 
independent of the type of fatigue loading (that is, tension-tension, tension-compression, or compression-compression) as 
long as the tensile and compressive strengths are equal. In tension-compression fatigue, the fatigue failure in the tension-
dominant region (T > C) in Fig. 10 was accompanied by severe matrix damage. This effect on the S-N relation appears to 
be balanced out by the fact that the compressive stress is much more detrimental to the residual strength of damaged 
specimens than is the tensile stress. The peak of the constant-life curve for a (0°/±30°)s graphite-epoxy lies in the positive 
mean stress region because of the lower static compressive strength (Ref 15). 

 

FIG. 10 EFFECT OF MEAN STRESS ON FATIGUE LIFE OF [0°/45°/90°/-45°]2S CARBON-FIBER-REINFORCED 
PLASTIC T300-5208 

Notch. With metals, the problem of stress concentration resulting from various notches (circular holes and cracks) is 
complicated by the many factors that influence behavior under cyclic stresses. In notched specimens, combined stresses 
are produced and vary widely in the region around the notch. Furthermore, any damage that occurs during fatigue will 
change the stress distribution around the notch. The foregoing factors have made it difficult to predict the fatigue 
strengths of notched specimens from the fatigue strengths of the unnotched specimens. In contrast to metals, the reduction 
in fatigue strength resulting from the presence of a notch is found to be insignificant in most composite laminates (Ref 14, 
16, 17). The value of fatigue notch factor (the ratio of the fatigue strength of an unnotched specimen to the fatigue 
strength of a notched specimen at N cycles) is much smaller than the static stress-concentration factor, and is close to 
unity in many cases. The good fatigue resistance of notched specimens is mainly due to the fact that damage relaxes the 
stress concentration around the notch. 

Bolted Joint Fatigue. Fatigue behavior of a bolted joint is similar to the fatigue behavior of notched composites. The 
residual strength generally increases with the fatigue cycle toward the unnotched net section strength (Ref 18). This 
strength increase is mainly due to damage that occurs around fasteners, reducing the stress concentration. The residual 
strength of a bolted joint depends on the degree of fitness of the bolt. When a loose bolt in a hole is stressed back and 
forth, the hole elongates at an increasing rate, and failure is rapid. This is why it is important that all bolts in composites 
be fit tightly. A tight fit also promotes uniform sharing of load between multiple fasteners. 

Bolt torque pressure has a significant effect on both static strength and fatigue strength (Ref 18, 19). Each strength is 
improved considerably, compared to the pin-bearing case, which has no torque pressure, as shown in Fig. 11 (Ref 18). 
High torque virtually eliminates hole elongation that is due to fatigue and also results in a smaller temperature increase. 
With loose-fit bolts, a large increase in bolt temperature due to friction at high frequency is one of the major problems. 
This is associated with a decrease in mechanical properties because of temperature elevation. 



 

FIG. 11 EFFECT OF TORQUE-UP ON BOLTED JOINT FATIGUE LIFE 

Fatigue strength of a bolted joint is also influenced by many other factors, such as type of joint (single or double), 
geometry of fastener head, interference fit, and so forth. Figure 12 shows the typical S-N relation of a bolted joint of 
graphite-epoxy laminate of [0°5/±45°2/90°]s orientation with two different fatigue loadings. The fatigue life is indicated in 
terms of fatigue cycles required to produce a 0.50 mm (0.02 in.) elongation of the fastener hole. Tension-compression 
fatigue (R = -1) reduces fatigue strength of the bolted joint for most laminate types. The stacking sequence also influences 
fatigue strength. 

 

FIG. 12 EFFECT OF R RATIO OF AN FATIGUE LIFE 

Helicopter Rotor Blade Fatigue. The helicopter rotor blade is the first large-volume use of a composite material as a 
primary airframe structure. During its service life, the helicopter experiences a severe high-cycle fatigue environment, 
typically on the order of 107 to 108 cycles. The blades show excellent performance with unlimited fatigue life when the 
composite materials are properly used in rotor blade design (Ref 20, 21, 22). The results of tests performed on the tail and 



main rotor blades of the Westland Sea King helicopter are reported in Ref 20. Blade construction is typically of a hollow 
D-spar composed largely of unidirectional glass-reinforced epoxy tape with internal and external woven wraps. A bolted 
joint is used at the root end with local reinforcement of the spar. The fatigue testing involved both structural part and 
complete (full-sized) structure tests. The structural part fatigue tests were performed for the four critical areas of the blade 
chosen for the test under a programmed series of loading blocks designed to correspond closely to actual flight conditions. 
The early design of tail rotor blade root end specimens indicated a weakness in the blade spar. Design and manufacturing 
changes were made at the root end to provide a new standard blade. After the fatigue testing at a fully factored, 
programmed load of two root end specimens, no failure occurred and unlimited fatigue life was shown. 
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Fatigue of Composite Laminates 

Fatigue Data Analysis and Life Prediction 

Weibull Distribution and Parameters Estimation. A random variable, X, has a Weibull distribution with shape 
parameter α and scale parameter β if its cumulative distribution function, FX(x), is:  

  

(EQ 1) 



where X > 0 and FX(x) represents the probability of the random number X being less than or equal to x-experimental. On 
the other hand, the distribution for the n-ordered data (x1 x2, . . ., Xn) is given by the medium rank:  

  
(EQ 2) 

The following relation exists:  

  

(EQ 3) 

where is the gamma function. 

A maximum-likelihood method is widely used for estimating Weibull parameters and :  

  

(EQ 4) 

and  

  
(EQ 5) 

where is the Weibull shape parameter estimated from fatigue data. 

An efficient iterative technique for obtaining the solution of f( ) = 0 is to use the Newton-Raphson method, in which the 
(j + 1)st successive approximation, j + 1 to j, is given by:  

J + 1 = J - F( J)/F ( J)  (EQ 6) 

The maximum-likelihood method has the advantage in that the confidence intervals for α and β can be computed and it 
can be applied to a life-test model in which censoring is progressive, that is, a model in which a portion of the survivors is 
withdrawn from life test several times during the test. 

The 95% confidence interval (one-sided) for βi can be obtained from Table 1 (Ref 23) as follows:  

PR{ LN( I/ I) } = 0.95  
(EQ 7) 

Let us denote the lower bound of 95% confidence interval for i by Then:  



= I EXP [-( / )]  
(EQ 8) 

TABLE 1 PERCENTAGE POINTS SUCH THAT PR {  IN ( / ) < } =  

N\   0.90  0.95  0.98  
5  0.772  1.107  1.582  
6  0.666  0.939  1.291  
7  0.598  0.829  1.120  
8  0.547  0.751  1.003  
9  0.507  0.691  0.917  
10  0.475  0.644  0.851  
12  0.425  0.572  0.752  
14  0.389  0.520  0.681  
16  0.360  0.480  0.627  
18  0.338  0.447  0.584  
20  0.318  0.421  0.549  
22  0.302  0.398  0.519  
24  0.288  0.379  0.494  
26  0.276  0.362  0.472  
28  0.265  0.347  0.453  
30  0.256  0.334  0.435  
40  0.222  0.285  0.371  
50  0.195  0.253  0.328  

Source: Ref 18 

An A-allowable (or B-allowable) material fatigue design value is defined by the probabilistic statement that we can be 
95% confident of the assertion that the probability of surviving the A-allowable value is at least 0.99 (or 0.90 for B-
allowable). Therefore, A-allowable XAi under the stress level Si, where i = 1, 2, . . ., m, can be obtained by solving the 
following:  

  

(EQ 9) 

where βi is the 95% confidence lower limit for βi, that is:  

XAI = [-LN (0.99)]   (EQ 10) 

Pooling Technique. To obtain the S-N relationship, m levels of stress are employed with n specimens tested at each level 
of stress. The shape parameter and scale parameter (characteristic fatigue life) can be obtained from the pooled fatigue 
data xi1, xi2, . . ., xin (under its level of stress), where i = 1, 2, . . ., m. By assuming that the shape parameter α for each 
stress level is equal to that for every other level, the pooled estimation of αcan be obtained by normalizing the data, that 
is, by letting Yij = Xij/βi, for i = 1, 2, . . ., n. The maximum-likelihood equations for the normalized data are:  



  

(EQ 11) 

and  

  

(EQ 12) 

This pooled estimate is more efficient than the one introduced in Eq 4 and 5. As before, the solutions of Eq 11 and 12 can 
be obtained by the iterative technique of the Newton-Raphson method. Table 2 (Ref 24) is useful in computing the 
confidence interval of β. 

TABLE 2 PERCENTAGE POINTS, I , SUCH THAT PR (  IN ( / ) < ) =  

M  \N  5  6  7  8  9  10  
3  0.90  0.655  0.578  0.533  0.488  0.453  0.420  
3  0.95  0.875  0.768  0.701  0.639  0.589  0.548  
3  0.98  1.116  0.997  0.905  0.816  0.751  0.710  
4  0.90  0.656  0.571  0.521  0.480  0.445  0.422  
4  0.95  0.849  0.746  0.679  0.628  0.581  0.555  
4  0.98  1.094  0.955  0.858  0.781  0.736  0.700  
5  0.90  0.648  0.570  0.513  0.466  0.436  0.416  
5  0.95  0.836  0.737  0.660  0.606  0.569  0.537  
5  0.98  1.063  0.940  0.845  0.764  0.710  0.671  

Note: 1  obtained from Ref 18 

S-N Curve Characterization. Traditionally, the fatigue behavior of materials is expressed by the relationship between 
fatigue stress and fatigue life, that is, cycle to failure. Although no universally accepted rules are available for S-N 
characterization, the following discussion may be used as a general guide. Constant-amplitude fatigue tests are normally 
conducted under three to five different stress levels. The values of the extreme stress levels are approximately chosen so 
that the fatigue cycles under the extreme stress levels range between 103 and 106 cycles. The values of other intermediate 
stress levels are arbitrarily chosen. The number of specimens to be tested at each stress level depends on the size of scatter 
in the data and the availability of specimens and test time, but approximately four to ten specimens are typical for 
composite laminates. Large variation in fatigue life data is common in composites, and hence an S-N curve obtained from 
mean lifetimes only may be in error. In view of the foregoing variability in test results, a procedure developed for a more 
accurate evaluation of fatigue strength is discussed below. 

Let us assume that the fatigue data follows a classical power law and a two-parameter Weibull distribution. The S-N curve 
takes the form:  

KSBN = 1  (EQ 13) 



where K and b are parameters. The K and b can be estimated using the least squares linear regression, because Eq 13 
becomes a straight line after logarithmic transformation. The fatigue life, Ni, for each stress level, Si, can be replaced by 
Weibull fatigue characteristic life, βi. Taking natural logarithms, we obtain:  

LN I = -B LN SI - LN K  
(EQ 14) 

The values of b and K can be easily determined by applying the least squares linear regression analysis. 

Fatigue Life Prediction. Because composite laminates exhibit very complex failure processes, no one analytical model 
has been able to account for all possible processes. Consequently, statistical life prediction methodologies have frequently 
been adopted. A strength degradation model that is capable of predicting the statistical distribution of both fatigue life and 
residual strength is discussed in Ref 25 and 26. 
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Fatigue of Composite Laminates 

ARALL and GLARE Fiber-Metal Laminates 

Glenn Nordmark, Alcoa Technical Center (retired) 

 

Fiber-metal laminates are a relatively new material developed for the aerospace industry. They offer a combination of 
improved strength and fatigue properties together with reduced density, giving airframe manufacturers the opportunity to 
achieve 20 to 30% weight savings. This section describes how fiber-metal laminates are produced, discusses their various 
product forms, reviews the effects of stretching on their fatigue properties, and summarizes their residual strength and 
durability. 

Fiber-metal laminates are a hybrid material composed of alternating layers of high-strength aluminum alloy sheet and 
fiber-reinforced epoxy adhesive (Fig. 13). The principal benefit of fiber-metal laminates is their ability to impede and 
self-arrest fatigue crack growth. In a monolithic aluminum sheet, a fatigue crack can grow until the panel fails. In fiber-
metal laminates, a fatigue crack develops only in the aluminum layer or layers. The fibers remain intact in the wake of the 
crack due to their high strength and toughness. As the crack grows, the fibers bridging the crack carry an increasing 
portion of the load, decreasing the stress intensity at the crack tip and consequently arresting its growth. In addition to the 
superior fatigue crack growth properties, fiber metal laminates are stronger, lighter, and more damage tolerant than 
aluminum alloy 2024-T3 sheet. 



 

FIG. 13 FIBER-METAL LAMINATES STRUCTURE, A STANDARD 3/2 LAY-UP: THREE LAYERS OF ALUMINUM, TWO 
LAYERS OF PREPREG. SOURCE: REF 27 
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Fatigue of Composite Laminates 

Fiber-Metal Laminate Types 

The properties of fiber-metal laminates can be modified by varying fiber-resin systems, aluminum alloy and sheet gage, 
stacking sequence, fiber orientation, surface preparation techniques, and the degree of post stretching. A variety of lay-up 
configurations are available for aramid fiber-metal laminates, ARALL, and glass fiber-metal laminates, GLARE.*The lay-
up configurations are represented by two numbers: the first number represents the layers of aluminum; the second 
represents the interspaced adhesive layers. Typical laminate configurations vary from 2/1 (two layers of aluminum alloy 
sheet with one adhesive layer sandwiched in between), to 5/4 (five layers of aluminum sheet with four adhesive layers 
interspaced), though laminates with more layers may be produced as required. 

Before lay-up and cure, the aluminum unclad surfaces are anodized and primed to provide good bond integrity and to 
inhibit aluminum bondline corrosion in the event of moisture intrusion. Either chromic acid or phosphoric acid anodizing 
surface treatment for the aluminum layers may be used. For added corrosion protection, or polished sheet applications, 
cladding can be applied to one or both of the laminate outer surfaces. 

During curing, due to the difference in thermal expansion coefficients between the aluminum layers and the fiber-
adhesive layers, a small tensile residual stress will occur in the aluminum sheets and a corresponding compressive 
strength in the fiber layers. This is called the "as-cured" condition. However, the sign of the residual stresses can be 
reversed favorably by plastically stretching the laminate after curing. This is called "post stretching." 

ARALL laminates are aramid fiber-metal laminates, that are unidirectionally reinforced with a 50% fiber volume 
adhesive prepreg of high-modulus aramid fibers. These laminates were developed for tension-dominated fatigue 
applications where the stress field is primarily unidirectional. The standard ARALL laminate product types are:  

• ARALL-1 LAMINATE  



O ALLOY 7475-T6  
O 120 °C (250 °F) CURE PREPREG  
O 0.4% PERMANENT STRETCH  

• ARALL-2 LAMINATE  

O ALLOY 2024-T3  
O 120 °C (250 °F) CURE PREPREG  
O WITH OR WITHOUT 0.4% STRETCH  

• ARALL-3 LAMINATE  

O ALLOY 7475-T76  
O 120 °C (250 °F) CURE PREPREG  
O 0.4% PERMANENT STRETCH  

• ARALL-4 LAMINATE  

O ALLOY 2024-T8  
O 175 °C (350 °F) CURE PREPREG  
O WITH OR WITHOUT 0.4% STRETCH  

 

The influence of post stretching on the fatigue properties is shown in Fig. 14. 

 

FIG. 14 THE INFLUENCE OF POST STRETCHING ON THE FATIGUE PROPERTIES OF 3/2 ARALL-2 LAMINATES 



UNDER TYPICAL FUSELAGE FATIGUE LOADING. SOURCE: REF 27 

GLARE laminates are glass fiber-metal laminates and are a more recent development that complement ARALL 
laminates. GLARE laminates are unidirectional or biaxially reinforced with a 60% fiber volume adhesive prepreg of high-
strength glass fibers. The high-strength glass fiber with improved tensile strength, compression properties, and adhesive 
properties relative to aramid fiber make it attractive as biaxial reinforcement for fiber-metal laminates. The higher tensile 
strength of the glass fiber allows for the laminate to be layed-up in cross-ply configurations and still offer improved 
tensile strengths in both the L and LT directions relative to ARALL. The improved compression properties of the glass 
fiber allow GLARE laminates to be used in the as-cured condition for tension-tension, tension-compression, and R = 0 
fatigue loading conditions. The standard types of GLARE laminates are:  

• GLARE-1  

O 7475-T6 ALUMINUM ALLOY  
O UNIDIRECTIONAL GLASS PREPREG  
O 0.5% POST-STRETCHED  

• GLARE-2  

O 2024-T3 ALUMINUM ALLOY  
O UNIDIRECTIONAL GLASS PREPREG  

• GLARE-3  

O 2024-T3 ALUMINUM ALLOY  
O CROSS-PLY GLASS PREPREG  
O 50% OF FIBERS IN L DIRECTION  
O 50% OF FIBERS IN LT DIRECTION  

• GLARE-4  

O 2024-T3 ALUMINUM ALLOY  
O CROSS-PLY GLASS PREPREG  
O 30% OF FIBERS IN L DIRECTION  
O 70% OF FIBERS IN LT DIRECTION  

 

Figure 15 shows the fatigue properties of both unidirectional and biaxially reinforced GLARE laminates. Typical 
mechanical properties of ARALL and GLARE are given in Table 3. 

TABLE 3 TYPICAL MECHANICAL PROPERTIES OF FIBER-METAL LAMINATES 

GLARE 1  GLARE 2  GLARE 
3  

GLARE 4  MECHANICAL 
PROPERTIES  

2/1  3/2  2/1  3/2  2/1  3/2  2/1  3/2  

ARALL2 
3/2  

ARALL3 
3/2  

2024-
T3  

TENSILE ULTIMATE STRENGTH, MPA  
L  1077  1282  992  1214  662  717  843  1027  717  821  455  
LT  436  352  331  317  653  716  554  607  317  379  448  



TENSILE YIELD STRENGTH, MPA  
L  525  545  347  360  315  305  321  352  365  607  359  
LT  342  333  244  228  287  283  250  255  228  324  324  

TENSILE MODULUS, GPA  
L  66  65  67  65  60  58  60  57  66  68  72  
LT  54  50  55  50  60  58  54  50  53  49  72  

ULTIMATE STRAIN, %  
L  4.2  4.2  4.7  4.7  4.7  4.7  4.7  4.7  2.5  2.2  19  
LT  7.7  7.7  10.8  10.8  4.7  4.7  4.7  4.7  12.7  8.8  19  

COMPRESSIVE YIELD STRENGTH, MPA  
L  447  424  390  414  319  309  349  365  255  345  303  
LT  427  403  253  236  318  306  299  285  234  365  345  

COMPRESSIVE MODULUS, GPA  
L  63  67  69  67  63  60  62  60  65  66  74  
LT  56  51  56  52  62  60  57  54  53  50  74   

 

FIG. 15 FATIGUE PROPERTIES OF UNIDIRECTIONAL AND BIAXIALLY REINFORCED GLARE LAMINATES. 
SOURCE: REF 27 
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Fatigue of Composite Laminates 

Fatigue Properties 



The fibers in ARALL and GLARE laminates provide extraordinary resistance to the development of fatigue cracks. In 
fact, conventional S/N fatigue data are rarely reported for unnotched ARALL and GLARE specimens. First, the stress 
required to develop any sort of fatigue failure is a high percentage of the strength of the aluminum sheet. Second, 
although microcracks will initiate at stresses of 275 MPa (40 ksi) and higher, the presence of the fibers restrains the crack 
opening so that the propagation slows and stops at short lengths. As the loading is continued, more and more microcracks 
develop and the specimen elongates until a saturation point is reached at which the fibers are carrying all of the load. 
Tests are generally terminated on the basis of decreased stiffness or increased elongation rather than a failure of the test 
section. 

For structural use, the performance in the presence of stress concentrations or cracks is generally critical; accordingly, test 
programs have concentrated on obtaining data relevant to these structural concerns. Tests at Delft University and Alcoa 
Technical Center have evaluated fiber-metal laminates under various structural conditions and the influence of 
temperature, humidity, thermal cycling, outdoor exposure station monitoring, the effect of static and dynamic loading on 
corrosion behavior, and the influence of pitting corrosion on fatigue crack initiation (Ref 27, 28, 29). The durability of 
ARALL and GLARE laminates appears to be very good. An advantage for ARALL in no-load transfer joints has also 
been demonstrated for practical structures. 

Tests at several laboratories showed that mildly notched ARALL-1 specimens had higher fatigue strengths than 
monolithic aluminum specimens (Fig. 16). The only two results that plot below the average curve for 7075-T6 sheet are 
specimens whose fibers were transverse to the direction of loading. Naturally, the fibers do not resist transverse loadings 
and only serve to lessen the thickness of aluminum resisting the loads in that direction. Beyond 106 cycles, the advantage 
for the longitudinal specimens was even greater than the plot indicates, because cracks had not developed in the test 
sections when their tests were terminated. 



 

FIG. 16 NOTCH FATIGUE BEHAVIOR OF 3/2 ARALL-1 LAMINATE, NOMINALLY 0.053 IN. (1.3 MM) THICK. 
SOURCE: REF 27 

As demonstrated in Fig. 17, the fatigue crack growth rates obtained for center-cracked ARALL and GLARE specimens 
are 10 to 100 times slower than those determined for aluminum alloy sheet. The advantage comes primarily from the 
crack bridging of the fibers in the wake of the crack. The fibers are fully effective only if they are aligned within a few 
degrees of the loading direction. The drop-off as the angle between the fiber orientation and the direction of loading 
increases is illustrated in Fig. 18. The cross-ply fibers of the GLARE-3 and GLARE-4 laminates therefore make them a 
preferred choice for biaxial loadings. 



 

FIG. 17 CRACK GROWTH BEHAVIOR OF GLARE FIBER-METAL LAMINATE AND 2024-T3 ALUMINUM ALLOY. SMAX 
= 120 MPA (17.4 KSI). R = 0.05. FREQUENCY = 10 HZ. 

 

FIG. 18 EFFECT OF FIBER ORIENTATION ON 3/2 ARALL-1 LAMINATE (0.053 IN.) FATIGUE CRACK GROWTH. 
SOURCE: REF 27 
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Fatigue of Composite Laminates 

Damage Tolerance 

Fiber-metal laminates exhibit excellent damage tolerance properties. The residual strength of the material after fatigue, 
corrosion, or impact damage is superior to that of monolithic aluminum. In all cases, damage will be visible and the 
detectability and inspectability will be comparable, but less critical, than similar damage in aluminum structures. The 
fracture toughness of GLARE (Fig. 19) is comparable to that of high-toughness aluminum alloys (e.g., 2024-T3) and 
outperforms any composite material. 

 

FIG. 19 FRACTURE TOUGHNESS OF GLARE FIBER-METAL LAMINATE 

ARALL panels with sawcut flaws have a lower residual strength than monolithic 2024-T3 with sawcut flaws. However, 
ARALL panels with fatigue precracks have a higher residual strength than fatigue precracks 2024-T3 panels, for two 
reasons: the fibers in the wake of the crack remain unbroken, and the delamination zone around the crack effectively 
enlarges the fibers' "strain-length." Using glass fibers instead of aramid fibers further improves the residual strength of 
fiber-metal laminate panels (Fig. 20). 



 

FIG. 20 A COMPARISON OF RESIDUAL STRENGTH AS A FUNCTION OF KT FOR 2024-T3 ALUMINUM AND 
VARIOUS FIBER-METAL LAMINATE TYPES 

Impact Toughness. Impact causes the most critical types of damage in composite materials, decreasing the static 
strength of an unnotched specimen by 25 to 40%. In ARALL laminates, the fibers are the weakest link. The fibers in the 
outer aramid layer opposite the impact site fail first. This is immediately followed by failure of the aluminum layers, and 
a crack appears perpendicular to the fiber direction. in GLARE, the aluminum layer opposite the point of impact fails, 
creating a crack in the fiber direction, while the fibers remain intact. (Only 2/1 and 3/2 lay-ups of GLARE have been 
tested.) The use of glass fibers improves damage resistance significantly (Table 4). A danger for pure composite materials 
is that they often show no visible signs of damage. After impact, this is not the case for fiber-metal laminates because the 
dent in the outer aluminum layer makes impact damage easily detectable (Ref 30). 

TABLE 4 QUASISTATIC INDENTATION TEST 

MATERIAL  MAX 
FORCE, N  

MAX 
DISPLACEMENT, MM  

ABSORBED 
ENERGY, J  

2024-T3  6.2  6.6  17.3  
ARALL-2  3.2  5.6  8.5  
GLARE-3  6.4  7.4  18.3  
CARBON/PEI  2.5  4.7  4.3  
ARAMID/PEI  2.8  6.4  6.3  

Note: Clamped plate, diameter 80 mm (3.15 in.). Impactor R = 7.5 mm (0.3 in.). Sheet thickness t = 1.4 mm (0.055 in.). 

Strength reduction in fatigue of post-impact specimens is small, about 10%. In practice, crack extension is on the order of 
5 mm combined with a decreasing crack growth rate and, in most cases, crack arrest. 

Repairability. The damage-tolerant repair of fiber-metal laminates can be accomplished using the same procedures used 
for monolithic aluminum structures (conventional riveted or bonded patch techniques). Patch materials can be of the same 
material and thickness as the original structure or of substantially thicker aluminum sheets. 



A potential application for GLARE 3 and GLARE 4 is the damage-tolerant repair of cracked aluminum skins. Its high 
blunt notch strength, moderate stiffness, and excellent fatigue resistance make GLARE an ideal material for repairing 
aluminum structures. 

The primary reason for this fatigue-life improvement is the favorable bearing load distribution that occurs in the repair 
joint. The lower modulus of GLARE 3, combined with the thinner GLARE patch needed (both as compared to 2024-T3) 
effectively reduces the critical first rivet row bearing loads. The result is a 25% lighter repair that is two to three times 
more fatigue resistant than a standard repair, while avoiding the costly and time consuming steps of producing a tapered 
aluminum patch. 

 
Reference cited in this section 

30. A. VLOT, "IMPACT TESTS ON ALUMINIUM 2024-T3, ARAMID AND GLASS REINFORCED 
ALUMINIUM LAMINATES AND THERMOPLASTIC COMPOSITES," REPORT LR-534, DELFT 
UNIVERSITY OF TECHNOLOGY, THE NETHERLANDS, OCT 1987 

 

Fatigue of Fiber-Reinforced Metal-Matrix Composites 

W.S. Johnson, Georgia Institute of Technology 

 

CONTINUOUS-FIBER-REINFORCED metal-matrix composites (MMCs) offer several attractive properties, such as 
high strength- and stiffness-to-weight ratios. In general they are more resistant to environments than polymer-matrix 
composites and can be used at higher temperatures. The major drawback to the use of MMCs is their cost. Therefore, 
many of their potential applications are limited to where there exists no viable lower-cost alternative. 

Titanium MMCs are currently being considered as structural materials for high-temperature applications where weight 
savings is a premium. Some potential applications of these materials are hypersonic flight vehicles, advanced aircraft 
engines, missiles, advanced supersonic transports, and advanced fighter aircraft. All of these applications expose the 
material to repeated mechanical loadings and thermal cycles. In addition, stresses are induced in the composite 
constituents due to temperature change because of the coefficient of thermal expansion mismatch between the fiber and 
matrix materials. This, coupled with the different strengths and failure modes of the fiber, matrix, and fiber/matrix 
interface, contributes to a complex problem in predicting and tracking damage initiation and progression in laminated 
composites. 

The damage initiation and progression process for a number of MMCs has been summarized elsewhere, with the 
emphasis on aluminum-matrix composites (Ref 31, 32). This section briefly describes examples of fatigue damage and 
some of the controlling parameters of the fatigue behavior of several titanium-matrix laminates (notched and unnotched) 
at room temperature and the influence of the fiber/matrix interface strength and the thermal residual stresses on the 
fatigue damage propagation mode. Coverage is limited to a compilation of previous research on titanium MMCs done 
primarily by the author and his colleagues at the NASA Langley Research Center using the SCS-6/Ti-15-3 composite 
system, which is based on titanium alloy Ti-15V-3Cr-3Al-3Sn (Ti-15-3). This metastable beta strip alloy is considered a 
potential matrix material for high-temperature MMCs because it can be economically cold formed into relatively thin 
sheets while retaining good mechanical properties (Ref 33). The composite laminates are made by hot pressing Ti-15-3 
foils between unidirectional tapes of silicon-carbide fibers. The fibers (designated SCS-6 by Textron Specialty Materials) 
are 0.142 mm in diameter and are assumed to have isotropic properties with a modulus of 400 GPa. Textron Specialty 
Materials fabricated panels of each of the following lay-ups: [0]8, [02/±45]s, [0/90]2s, [0/90/0], and [0/±45/90]s. The fiber 
volume fractions ranged from 32.5 to 39%, depending on the particular panel. A panel of "fiberless" composite was made 
identically to the composite but without placing the fiber mats between the foils during fabrication. 

Other possible matrix materials include beta alloy TiMetal** 21S and several titanium aluminides, which also have been 
studied with SCS-6 fibers. The fabrication processes for these materials are very similar to that described for Ti-15-3. The 
failure mechanisms are also similar, although the resistance to environmental attack at high temperature varies with the 
matrix material, as does the fiber/matrix interfacial strength. These differences do result in differences in damage 



initiation sites and crack propagation behavior. The tests were conducted at NASA Langley Research Center as described 
in Ref 34. Failure mechanisms are covered in Ref 35. 

This research has established a good fundamental understanding of fatigue damage initiation and propagation in 
continuous-fiber-reinforced titanium matrix composites at both room and elevated temperatures. The causes of initial 
damage on both the global and local levels are becoming well defined. Seemingly insignificant factors, such as thermal 
residual stresses and interfacial strengths, play profound roles in almost every aspect of the fatigue life, from initiation to 
fracture, and thus they must not be overlooked. Further understanding is required of environmental effects at very high 
temperatures and time-at-temperature effects. A more complete collection of papers on this subject, including life 
prediction approaches for titanium MMCs, can be found in the volume cited in Ref 35. 
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Fatigue of Composite Laminates 

Fatigue of Unnotched Specimens 

In the unnotched laminates, damage starts as fiber/matrix interface failures in the off-axis plies. This results in a stiffness 
loss early in the fatigue life. These failed interfaces in the off-axis plies result in a bilinear stress-strain response for the 
laminate. This could present potential design problems. 

The fatigue life of the unnotched laminates tested under the same temperatures, cyclic frequencies, and time-at-
temperature conditions was shown to be a function of the stress range in the 0° fibers for isothermal, nonisothermal, and 
thermomechanical fatigue conditions. However, the relationship between the 0° fiber stress range/cycles to failure did 
vary for different temperatures and time-at-temperature conditions, indicating a fiber/matrix reaction effect, matrix 
oxidation effect, and/or an accumulative strain effect at elevated temperatures. 

Unnotched fatigue tests were conducted at 650 °C on the SCS-6/Ti-15-3 laminates described above (Ref 36). The cyclic 
stress range in the 0° fibers versus number of cycles to failure is plotted with the room-temperature data in Fig. 21. The 
elevated-temperature data are more scattered than the room-temperature data. At this elevated temperature the matrix 
could creep during cycling, and creep ratcheting (an accumulation of strain) would result. As the strain accumulates, the 
maximum stress in the fiber increases. The laminates with off-axis plies would be expected to creep more than the [0]8 
laminate, and thus the cyclic R-ratio of the fiber stress will be higher for the [0/±45/90]s and [0/90]2s laminates. This may, 



in part, explain why the [0/±45/90]s and [0/90]2s laminate results fall below the [0]8 laminate results in Fig. 21 when based 
only on the measured 0° fiber stress range. 

 

FIG. 21 0° FIBER STRESS RANGE VERSUS NUMBER OF CYCLES TO FAILURE AT 650°C AND ROOM 
TEMPERATURE. SOURCE: REF 36 

Figure 22 compares the maximum strain versus cycles to failure of a unidirectional composite to the maximum strain 
versus cycles to failure of the matrix loaded in strain control (Ref 36). The fatigue test of the unidirectional specimen was 
considered to be an in situ fatigue test of the fibers. For high maximum strains (short lives), the initial damage developed 
in the fibers and the composite had a shorter life than the matrix alone. For low maximum strains (long lives), the initial 
damage developed in the matrix and the matrix had a shorter life than the composite. Where the two curves intersect, both 
the matrix and the fibers were equally likely to develop fatigue damage. During high stress (short life) testing, there are 
many fiber breaks but no significant matrix cracking. Medium-life testing results in both fiber breaks and some short 
matrix cracks in the specimens. 

 

FIG. 22 THE LIFE OF THE UNIDIRECTIONAL COMPOSITE AND THE MATRIX AS A FUNCTION OF MAXIMUM 



STRAIN AT 650 °C. REF 36 

Similar results were found by Sanders and Mall (Ref 37) under stain-controlled testing at 427 °C. The low-stress, long-
life specimen exhibits no fiber breaks but several long matrix cracks. Therefore, it is reasonable to use the fatigue 
response of the matrix materials and the in situ 0° fiber to predict at which strain levels the fiber will fail before matrix 
cracking and at which strain levels matrix cracking will precede fiber failure. Majumdar and Newaz (Ref 38) showed that 
the fatigue life was more a function of strain range than of applied stress range. They also showed a number of fatigue 
damage mechanisms in the Ti-15-3/SCS-6 system with 15 and 41% fiber volume fraction. 

Nicholas and Russ (Ref 39) presented data on SCS-6/Ti-24Al-11Nb that show the effect of stress ratio, frequency, and 
hold time on isothermal elevated-temperature fatigue. Elevated-temperature testing in a vacuum results in fatigue lives as 
much as 10× longer than identical tests in air. This has been shown for Ti-15-3 matrix (Ref 40) and for Ti-22Al-23Nb 
(Ref 41). 

Thermomechanical Fatigue. Both thermal and mechanical stresses are developed in the constituents of a laminate 
during thermomechanical fatigue (TMF). Constituent stresses are not necessarily related to the measurable laminate 
strains, so an analysis is needed to calculate the constituent and laminate behavior of arbitrary lay-ups subjected to 
arbitrary combinations of mechanical and thermal loading. The VISCOPLY code is a micromechanics analysis (Ref 42) 
based on constituent properties developed by NASA Langley. The program uses the vanishing fiber diameter (VFD) 
constitutive model to calculate the orthotropic properties of the plies. These ply properties are then used in a laminated 
plate analysis to predict overall laminate response. Both the fiber and the matrix can be modeled as a thermo-viscoplastic 
material. Combinations of thermal and mechanical loads can be modeled. Sequential jobs can be run for various load and 
temperature profiles. Fiber and matrix average stresses and strains in each ply and the overall composite response under 
thermomechanical loading conditions are calculated. The VISCOPLY program, due to the nature of the VFD model, does 
not account for local stress concentrations around the fiber or for lateral constraint in a ply due to the presence of the 
fiber. However, based upon the author's experience using the VFD model for over 12 years on numerous MMCs, the 
model predicts general laminate response very well, usually within 10% of measured response for laminates containing at 
least some 0° fibers. 

The VISCOPLY program was used to predict the laminate response of unidirectional SCS-6/Ti-15-3 composites (Ref 43) 
and to determine thermo-viscoplastic material constants (Ref 44). The prediction captures the essence of the loading-
unloading behavior of the composite. The fatigue behavior as a function of maximum applied stress for in-phase and out-
of-phase TMF is shown in Fig. 23. The in-phase loadings resulted in earlier failures, but the specimens lost very little 
stiffness prior to failure. On the other hand, the out-of-phase loadings resulted in significant stiffness loss due to matrix 
cracking prior to failure. The VISCOPLY program was used to predict the fiber and matrix stresses during an in-phase 
and an out-of-phase TMF cycle between 93 and 538 °C and between 45 and 896 MPa. The fiber stresses were highest for 
the in-phase test, explaining the earlier laminate fatigue failures. However, the matrix stresses were higher for the out-of-
phase loadings, explaining the earlier matrix cracking and the resulting stiffness loss measured during the out-of-phase 
loadings (Ref 43, 44). When each test shown in Fig. 23 was analyzed and the 0° fiber stress range was plotted versus the 
number of cycles to failure, the in-phase and out-of-phase data collapsed into a narrow band, as shown in Fig. 24. 



 

FIG. 23 THE MAXIMUM APPLIED STRESS AS A FUNCTION OF CYCLES TO FAILURE UNDER 
THERMOMECHANICAL FATIGUE (TMF). SOURCE: REF 45 

 

FIG. 24 THE STRESS RANGE IN THE 0° FIBERS AS A FUNCTION OF CYCLES TO FAILURE. DATA FROM BOTH 
THE IN-PHASE AND OUT-OF-PHASE TESTS FORM ONE BAND. SOURCE: REF 45 

Other TMF and isothermal data were analyzed and are plotted in Ref 43. Within a given test condition (temperature, 
loading frequency, time at temperature, etc.), the 0° fiber stress range seems to correlate with the number of cycles to 
failure. Gao and Zhao (Ref 45) also have determined that failure is controlled by the 0° fibers. However, as the test 
conditions change the fatigue behavior of the fibers appears to change. Because the plot is of stress range in the fiber, the 
increased loading of the fiber due to matrix stress relaxation is not accounted for. Higher temperatures and slower cycling 
would both contribute to the shifting of more load to the fiber from the matrix. Additional time at temperature could also 
cause additional fiber/matrix interface reactions that could affect the mechanical behavior (Ref 46, 47). 

Effect of Interface Strength and Residual Stresses on Fatigue. Naik et al. (Ref 47) investigated the effect of a 
high-temperature cycle (1010 °C) used to simulate a superplastic forming/diffusion bonding (SPF/DB) fabrication cycle 
on the mechanical properties of a [0/90/0] lay-up of SCS-6/Ti-15-3. The high-temperature SPF/DB cycle increased the 
strength and stiffness of the matrix material, had little or no effect on the fiber properties, but significantly reduced the 
static and fatigue strength of the laminate, as shown in Fig. 25. The fracture surfaces showed a change in the failure mode 
due to the SPF/DB cycle. In the as-fabricated (ASF) specimen, the fiber/matrix interface was weaker and the thermal 



residual stresses were less compressive than in the SPF/DB specimen; thus, the damage tended to grow around the fibers, 
debonding the fiber/matrix interface. This produced a tortuous crack path in the matrix and extensive fiber pull-out. In the 
SPF/DB specimen the residual stresses were high enough and the fiber/matrix interface strong enough to cause the matrix 
cracks to grow through the fiber, resulting in a planar failure surface with little or no fiber pull-out. A shear-lag analysis 
indicated that the latter failure mode produced a greater stress concentration in the first fiber ahead of the crack, thus 
explaining the reduction in strength of the SPF/DB specimen. 

 

FIG. 25 S-N CURVE FOR THE AS-FABRICATED AND THE SUPER-PLASTIC FORMING/DIFFUSION BONDING 
(SPF/DB) SPECIMENS. THE STATIC STRENGTH (N = 0) IS 25% HIGHER FOR THE AS-FABRICATED SPECIMEN. 

These results (Ref 47) indicate that for a high-strength matrix material, such as a titanium alloy, one can make the 
fiber/matrix interface too strong, thus sacrificing laminate strength by changing the mode of failure. Conversely, if the 
interface is too weak, the required load transfer between fiber and matrix necessary for optimum moduli and shear 
properties will not occur. 
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Fatigue of Composite Laminates 

Fatigue of Notched Specimens 

Fatigue behavior near local stress concentrations can be complex. The initiation process at a notch may be different from 
the subsequent damage growth process. Depending on the design philosophy adopted, one process may be more 
important than the other; however, both damage initiation and growth need to be understood. 

Fatigue Crack Initiation. Fatigue damage initiation at notches can be predicted using unnotched matrix data and an 
effective strain parameter that accounts for orthotropic stress concentration and residual thermal stresses in the matrix. 
Good correlation between the predicted and experimental results has been obtained for several different lay-ups for both 
center-hole and edge-notched specimens. Matrix fatigue cracks have been found to grow long distances in the laminate 
without breaking the 0° fibers in the crack path. Fiber/matrix interface debonding early in the fatigue life results in a 
significant reduction in the stress concentration in 0° fibers at a notch tip. The calculated stress concentrations for virgin 
notched specimens can be used to calculate damage initiation in a virgin specimen, but they do not apply to damage 
propagation or fracture in the specimen after damage has initiated. 

From fatigue crack initiation tests for several different lay-ups and notch geometries, cracks initiated in the matrix 
material and grew without breaking fibers (Ref 48). To explain the matrix crack initiation process, Hillberry and Johnson 
(Ref 49) developed strain-controlled matrix fatigue data by replotting stress data in terms of the Smith-Watson-Topper 
effective strain parameter, ∆εeff (Ref 50), as shown in Fig. 26. Hillberry and Johnson (Ref 49) modified the Smith-
Watson-Topper effective strain parameter to predict cycles to fatigue damage initiation in the matrix material next to a 
notch. The modification includes the calculated thermal residual stresses in the matrix (σr) and the orthotropic stress 
concentration factor, Kt, as follows:  

∆ EFF = [(KT MAX + R/EM) KT(∆ /2)]   

where Em is the matrix modulus, max is the maximum applied strain to the specimen, and ∆εis the applied strain range. 



 

FIG. 26 STRAIN-CONTROLLED MATRIX FATIGUE DATA PLOTTED IN TERMS OF THE EFFECTIVE STRAIN 
CRITERION. SOURCE: REF 49 

For each experimental test, the effective strain parameter was calculated using the above equation and plotted versus the 
number of cycles to observed crack initiation. The results are shown in Fig. 27. Very good agreement was found between 
the experiments and predictions based on the matrix fatigue data alone. 

 

FIG. 27 THE SOLID LINE IS THE EFFECTIVE STRAIN VERSUS NUMBER OF CYCLES TO FAILURE FOR THE 
MATRIX MATERIAL. THE SYMBOLS ARE THE CALCULATED EFFECTIVE STRAINS IN THE MATRIX AT THE NOTCH 
TIP VERSUS NUMBER OF CYCLES TO OBSERVED CRACK INITIATION. SOURCE: REF 49. ADDITIONAL DATA CAN 
BE SEEN IN REF 63. 

The residual stress in the matrix is an important contributor to the total effective strain. At lower values of ∆εeff in Fig. 27 
(e.g., 0.0035), σr/E is 35% of the (Ktεmax + σr/E) term. Without the residual stress term, the effective strain parameter 
would be reduced by 59%. At higher values of ∆εeff in Fig. 27 (e.g., 0.0065), the effective strain parameter would be 
reduced by 46% because the σr/E is 21% of the (Ktεmax + σr/E) term. Obviously, if the composite data points were shifted 
down by these percentages, the effective strain parameter would not correlate the data. This illustrates the importance of 
including the residual stress term in the modified effective strain parameter. 



Fatigue Crack Growth from Notches. Fatigue cracks were observed in notched [0]8, [0/90]2s, and [0/90/0] laminates at 
cyclic stress levels above those required for crack initiation but well below the laminate net section static strength (Ref 
49). The specimens were periodically radiographed during the tests to monitor fiber breaks. After the tests (but prior to 
specimen failure), the specimen surfaces were either polished or acid etched to reveal the matrix cracks and fibers in the 
surface ply. Multiple matrix cracks had initiated at and grown from the notches. Harmon and Saff (Ref 51) reported 
similar results for unidirectional SCS-6/Ti-15-3 center-hole specimens. Figure 28 shows a typical matrix crack growing 
from the edge of a hole in a [0/90]2s specimen. The polished surface clearly shows that the matrix crack grew around and 
past the fibers. Also, a long debond between the fiber next to the hole and the matrix on the side toward the hole was seen. 
This type of debonding can significantly reduce the stress concentration at the edge of the notch. One can nominally 
predict the stress level at which the fibers next to the notch should fail, based on the applied loading and calculated stress 
concentration for the undamaged state. However, because of damage such as that shown in Fig. 28, the stress 
concentration may be reduced so that only the matrix would fail and not the fibers. 

 

FIG. 28 MATRIX CRACK GROWING PAST FIBERS. LOCALIZED DEBONDING OF THE MATRIX FROM THE FIBER 
CAN BE SEEN. SOURCE: REF 48 

Bigelow and Naik (Ref 52) developed a macro-micromechanics finite element approach to calculate the local stresses 
around a continuous fiber at a global stress discontinuity, such as a notch tip. This approach was used by Bigelow and 
Johnson (Ref 53) to predict the notch-tip interface stresses in the matrix material due to a remote stress of 1 MPa on a 
double-edge-notched [0/90]2s SCS-6/Ti-15-3 specimen with the same geometry as the specimen described above. This 
type of analysis can give good insight into the cause of fiber/matrix interface failure such as that shown in Fig. 28. The 
axial stress is high due to the local stress concentration. Once the notch-tip 0° fiber/matrix interface debonds, the stress 
concentration will decrease by approximately one-third (Ref 53). 

Prediction of Growth Rates in Bridged Cracks. Bakuckas and Johnson (Ref 54) conducted an analytical and 
experimental investigation of the effect of fiber bridging on fatigue crack growth in [0]8 SCS-6/Ti-15-3. The specimens 
tested contained center slits with initial notch-length-to-width ratios of 0.30 and 0.35. Under constant-amplitude loading 
the crack growth rate decreased as the crack length increased. The fiber bridging reduced the crack driving force as the 
crack grew. Because the crack in the composite grows only in the matrix material, the crack growth rate in the composite 
should correlate with the crack growth rate in the matrix material alone if the correct crack driving force in the matrix, 
∆Kmat, is defined. Figure 29 shows crack growth rate versus ∆K data for the Ti-15-3 material. The figure also shows the 
composite data plotted with ∆Kapp, the crack driving force calculated without accounting for the fiber bridging. The ∆Kapp 
does not collapse the composite crack growth data to the Ti-15-3 data. The effect of the fibers bridging the matrix crack 
must be incorporated into the definition of ∆Kmat. 



 

FIG. 29 CRACK GROWTH RATE DATA FROM THE TI-15-3 MATERIAL COMPARED WITH THE CRACK GROWTH 
DATA FROM THE COMPOSITE. THE SOLID SYMBOLS ARE THE COMPOSITE CRACK GROWTH DATA ASSUMING 
NO FIBER BRIDGING. THE OPEN SYMBOL DATA ARE CORRECTED FOR BRIDGING, ASSUMING THE INDICATED 
SHEAR STRESSES. SOURCE: REF 54 

Several fiber bridging models that combine a continuum fracture mechanics analysis and a micromechanics analysis have 
been investigated (Ref 55, 56, 57). In all of these models, the intact fibers in the wake of the matrix crack are modeled 
using a continuous closure pressure. Fiber/matrix debonding occurs as the crack progresses past each fiber. An unknown 
constant shear stress τ is assumed to act on the debonded fiber/matrix interface. The model proposed by McMeeking (Ref 
57) provided the most accurate predictions of the measured fiber/matrix debond length and crack opening displacements 
for test data, as well as collapsing the da/dN data, as shown in Fig. 29. The values of τ used to fit the data are also shown 
in Fig. 29. Bakuckas and Johnson (Ref 58) modified the fiber bridging models to include thermal residual stresses. This 
resulted in a more predictive model, because one value of τ was able to correlate all the data for a given fiber and matrix 
combination. 

Larsen et al. (Ref 59) have documented crack growth and the associated mechanisms in SCS-6/Timetal 21S using several 
lay-ups, R-ratios, and stress levels. They have also developed an effective stress-intensity approach to correlate the crack 
growth data. Zheng and Ghonem (Ref 60) have conducted similar work on the SM1240/Timetal 21S unidirectional 
composites. Bowen (Ref 61) has studied the crack growth behavior of unidirectional lay-ups of SCS-6/Ti-15-3, SCS-6/Ti-
6Al-4V, SCS-6/Timetal 21S, and SM1240/Ti-6Al-4V. These tests were conducted by cyclic load on a notched bend 
specimen. Davidson (Ref 62) has performed microstructural observations pertaining to the fiber bridging phenomenon in 
SCS-6/Ti-15-3. Emphasis was placed on determining the slip that occurs between the matrix and the fiber as a result of 
debonding during the fiber bridging process. 

Effect of Matrix Cracking on Residual Strength. Matrix cracks initiate and grow from notches at cyclic stress levels 
of less than one-third of the ultimate strength of notched virgin specimen. In cases where only matrix cracks occur with 
no accompanying fiber failures, one needs to be able to assess the effect of this damage on residual strength. Bakuckas et 
al. (Ref 63) conducted an experimental and analytical study of [0/90]2s laminate containing a center-hole specimen with a 
ratio of hole diameter to specimen width of 0.33. The residual strengths were experimentally determined for a virgin 
specimen and for a specimen that was saturated with matrix cracks after being subjected to cyclic loading between 25 and 



250 MPa for 200,000 cycles. The residual strengths were 525 MPa and 325 MPa, respectively. The matrix cracks resulted 
in a strength reduction of 38%. Thus, the effect of the matrix cracks was significant. 

The three-dimensional finite element program PAFAC (Ref 64) was used to determine the effects of the matrix cracks on 
the stress concentration in the 0° fibers and to predict the residual strengths of both the virgin and post-fatigued 
specimens. For the virgin condition the composite was initially modeled with the undamaged properties of the matrix and 
fiber and assuming a perfect fiber/matrix interface. As the virgin specimen was analytically loaded, the fiber/matrix 
interfaces were assumed to fail in the 90° plies, as previously discussed. For the post-fatigued test the modulus of the 
matrix was reduced by 69% to account for the saturated state of the matrix cracks. The modulus reduction was determined 
by calculating the required matrix modulus to account for the stiffness loss in the unnotched crack-saturated portion of the 
specimen. The fiber strength was determined from unnotched coupons by recording the strain to failure and multiplying it 
by the fiber modulus. The predicted and measured residual strengths are shown in Fig. 30. The point at which the 
predicted notch-tip 0° fiber stress crosses the fiber strength line represents the predicted laminate failure. The [0/90]2s 
laminate failure was observed to be catastrophic (i.e., when the first fiber failed, the specimen failed). Using this 
micromechanics-based strength prediction methodology for the notched laminate resulted in excellent predictions. 

 

FIG. 30 AXIAL STRESS IN THE 0° FIBER NEXT TO THE HOLE AS A FUNCTION OF APPLIED STRESS FOR THE 
VIRGIN AND POST-FATIGUED CONDITION IN [0/90]S SCS-6/TI-15-3 LAMINATES, VF = 0.355. THE APPLIED 
STRESS AT WHICH THE 0° FIBER STRESS REACHES THE FIBER STRENGTH CORRESPONDS TO THE NOTCHED 
STRENGTH FOR BOTH CONDITIONS. SOURCE: REF 63 
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Introduction 

OVER THE PAST DECADE or so, secondary and primary structures of numerous commercial and military airplanes 
have been made of composites. Secondary structures are much more numerous than primary structures. Some of the 
primary structures being made of carbon-epoxy are vertical tails of the Airbus A300-340 series and the Boeing 777 
transports and the wings and fuselages of the B-2 bomber. NASA and its contractors have completed two of three phases 
of the Advanced Composite Technology (ACT) program to develop composite wings and fuselages for commercial 
transport airplanes with costs that are competitive with those of current metal airplanes. Structural design criteria for these 
airplanes include damage tolerance requirements that specify the ability of a structure to operate safely with initial defects 
or in-service damage. Defects such as porosity, delamination, lack of bond between co-cured parts, and wrinkles in fibers 
can develop when composite materials are processed. Composite parts can also be scratched and gouged during 
manufacturing, shipping, and assembly. Low-velocity impacts can cause serious damage to carbon-epoxy even when the 
damage is not readily visible. Sources of low-velocity impacts are falling tools and equipment, runway debris, hail, birds, 
and even collisions with other airplanes and ground vehicles. Both metal and composite airplanes can be damaged by 
high-velocity impacts from parts of rotating machinery that fail in turbofan engines and penetrate the skin and supporting 
structure (discrete source damage). All of the aforementioned defects and damage are relevant to commercial and military 
airplanes. In addition, military airplanes can suffer ballistic damage, which is analogous to discrete source damage in 
civilian airplanes. 

For U.S. commercial airplanes, certification criteria regarding defects and damage in composite materials are given in the 
Federal Airworthiness Regulations (FAR) Part 25 and FAA Advisory Circular (AC) 20-107A. They can be summarized 
as follows:  



• NONDETECTABLE DEFECTS AND DAMAGE: STRUCTURE MUST WITHSTAND ULTIMATE 
LOAD 1.5 TIMES LIMIT LOAD  

• DETECTABLE DAMAGE: STRUCTURE MUST WITHSTAND LIMIT LOAD (MAXIMUM 
EXPECTED LOAD)  

• DISCRETE SOURCE DAMAGE: STRUCTURE MUST CARRY 70% OF LIMIT MANEUVER 
LOADS AND 40% OF LIMIT GUST LOADS COMBINED WITH MAXIMUM APPROPRIATE 
CABIN PRESSURE. (DISCRETE SOURCE DAMAGE IS SELF-EVIDENT, ALLOWING THE 
CREW TO FLY WITH MINIMUM LOADS.)  

For military airplanes, similar requirements are contained in the Aircraft Structures, General Specifications for AFGS 87-
221. 

With regard to detectable damage, AC 20-107A specifies that "The extent of initially detectable damage should be 
established and be consistent with the inspection techniques employed during manufacture and in service." Simple, 
inexpensive visual methods are preferred for in-service inspections. The AFGS 87-221 specifies the lower limit for visible 
damage to be a 2.5 mm deep dent or damage from a 25.4 mm diam impacter with 135 J, whichever is least. However, 
more recently, arguments are being made for a 1.3 mm-dent threshold for commercial transports. 

For metal skins of commercial transport structures, discrete source damage is usually represented by a cut. The length of 
cut has traditionally been two bays of skin including one severed stiffener or frame (see Fig. 1). Similar configurations are 
cited in MIL-A-83444 for "fail safe crack arrest structure." For composite laminates, cuts are more likely to give a lower 
bound to tension strengths. See the results in Fig. 2 for cuts, impact damage, and holes (Ref 1, 2, 3). As will be shown 
subsequently, the strengths for cuts in Fig. 2 would probably have been lower had the laminates been as thick as those 
with holes. In the NASA ACT program, the two-bay crack has also been used to represent the upper limit for detectable 
damage. Thus, a strength analysis of the two-bay crack is important for damage tolerance certification of composite 
structures. 

 

FIG. 1 SKETCHES OF DISCRETE SOURCE DAMAGE FOR FUSELAGE 



 

FIG. 2 TENSION STRENGTHS FOR IMPACT DAMAGE, OPEN HOLES, AND CUTS 

This paper was organized around the damage tolerance criteria listed above. It includes sections on defects, low-velocity 
impacts, and strength analysis for a two-bay crack. The section on defects is relatively short because impact and discrete 
source damage tend to be more critical. The section on impact includes subsections on resin toughness, laminate 
thickness, specimen size and impacter mass, and post-impact fatigue. An understanding of how specimen size and 
thickness and impacter mass affect impact response is essential to relating coupon and structural test results. The section 
on strength analysis for a two-bay crack presents both the linear elastic fracture mechanics (LEFM) and the R-curve 
methods for predicting strength. 
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Defects 

The reduction in compressive strength with increasing size of porosity and delamination (Ref 4) is shown in Fig. 3 for an 
AS4/3501-6 wing skin laminate. The strengths were normalized by strength without defects or damage. Porosity and 
delaminations less than 2% and 4 cm in diameter, respectively, caused less than 20% reduction in compressive strength. 
Defects of this size can be detected initially in the factory using conventional ultrasonic methods. Tensile strengths are 
largely unaffected by these types of matrix defects. Thus, for both tension and compression, porosity and delaminations 
tend not to be critical. 

 

FIG. 3 COMPRESSIVE STRENGTH VERSUS DEFECT SIZE FOR AS4/3501-6 WING SKIN LAMINATE 

The effect of wrinkles is shown in Fig. 4 for [902/02/902/02/902/ 2W]s T300/P1700 polysulfone laminates (Ref 5). 
Compressive strength with wrinkles normalized by compressive strength without wrinkles is plotted against crimp angle 
of the wrinkles. Each ply was 0.20 mm thick. The wrinkles were made in the middle two plies as indicated by the 
subscript W (see Fig. 4). The curve was fit to the data. The wrinkles reduced compressive strengths as much as 25 to 35% 
on the average for the largest crimp angle. These wrinkles will also reflect acoustic waves, but to a lesser degree than 
delaminations, and perhaps can also be detected using conventional ultrasonic methods (or by x-ray if tracer fibers are 
used). Sometimes wrinkles are visible on the surface and can be detected by visual inspection. The author had an 
experience where wrinkles in 16-ply quasi-isotropic T300/5208 laminates caused a significant reduction in tensile 
strength. As will be shown subsequently, the defects in Fig. 3 and 4 are generally less severe than low-velocity impact 
damage. 



 

FIG. 4 EFFECT OF MANUFACTURED WRINKLE ON COMPRESSIVE STRENGTH 
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Low-Velocity Impacts 

Resin Toughness. Low-velocity impacts from hail, runway debris, dropped tools, and so forth, present a special 
problem for carbon composites. Impacts, especially those made by a blunt object, may cause considerable internal 
damage without producing visible indications on the surface. For relatively thin laminates, damage to the resin can be 
widespread without damage to the fibers. A schematic of matrix damage for a [-45/0/45/90]3s T300/934 laminate (Ref 6) 
is shown in Fig. 5. (The loading direction and 0° fiber direction are synonymous throughout this paper.) In the left-hand 
figure, the delaminations within each interface resemble a pair of wedges that begin at a ply crack (transverse shear crack) 
in the lower ply and terminate at a ply crack in the upper ply. In the right-hand figure, an assembly of delaminations is 
shown for four consecutive interfaces (one repeating group of plies). The wedge-shaped delaminations resemble a spiral 
staircase. Although not shown in Fig. 5, the diameter of the wedges varies through the thickness much as a parabolic 
transverse shear stress distribution. 



 

FIG. 5 SCHEMATIC SHOWING PLAN VIEW OF IMPACT DAMAGE THROUGH FIVE CONSECUTIVE INTERIOR PLIES 
OF A [-45/0/45/90]3S T300/934 LAMINATE 

For the more common carbon/epoxy composites, numerous investigators have demonstrated that static indentation tests 
produce essentially the same damage as low-velocity impact tests for a given impact force. Figure 6 contains a graph of 
damage diameter do versus contact force F for static indentation and falling-weight impact tests (Ref 7). Open and solid 
symbols indicate data from static indentation and impact tests, respectively. The 7.0 mm thick [45/0/-45/90]6s AS4/3501-6 
and IM7/8551-7 plates were made from prepreg tape. The 3501-6 resin is a "brittle" epoxy, and the 8551-7 resin is a 
"toughened" epoxy. The plates were clamped over a 12.7 cm diam circular opening for the static indentation tests and a 
12.7 cm square opening for the impact tests. A 12.7 mm diam hemisphere was used for the indenter and tup. The mass of 
the impacter was 4.63 kg. The damage diameters were calculated for a circle with area equal to the damage area in C-scan 
images. Both composite materials were penetrated in the static indentation tests as indicated by the vertical lines on the 
right. For both materials, the data for static indentation and impact tests are in agreement. The contact force to initiate 
damage F1 (initiate in the sense that damage was visible in a C-scan image) is indicated by the vertical lines on the left. 
After initiation, damage diameter increased in proportion to contact force, which corresponds to a constant value of 
transverse shear strength per unit length Q*.  

  
(EQ 1) 

Both Q* and F1 are measures of damage resistance. The values of Q* and F1 for the toughened IM7/8551-7 material were 
216% and 150%, respectively, of those for the AS4/3501-6 material. 



 

FIG. 6 DAMAGE DIAMETER FOR [45/0/-45/90]6S IM7/8551-7 AND AS4/3501-6 LAMINATES WITH 12.7 MM 
DIAM INDENTER 

Impact force can be calculated from the following equations (Ref 7) using energy balance considerations and assuming 
that the transverse displacements are given by the quasistatic solution.  

  
(EQ 2) 

where  

  
(EQ 3) 

and where Fmax is the impact force, mi is the mass of the impacter, νi is the velocity of the impacter, Ri is the radius of the 
spherical impacter, Ei is the modulus of the impacter, k is the flexural stiffness of the plate for a quasistatically applied 
impact force, and E2 is the modulus of the plate in the thickness direction. The first term on the right-hand side of Eq 2 
accounts for flexural displacements, and the second term accounts for Hertzian indentation. For thin plates, the Hertzian 
term is negligible, and impact force increases in proportion to the square root of the product of kinetic energy and flexural 
stiffness. 

Impact forces for the falling-weight tests in Fig. 6 are plotted against kinetic energy of the impacter in Fig. 7. The solid 
symbols indicate when the impacts caused damage large enough to be visible in a C-scan. Impact forces calculated using 
Eq 2 are also plotted for comparison. A value of no = 4.52 GPa determined by experiment was used instead of Eq 3. The 
differences between elastic constants for the two materials were too small to warrant plotting two curves for the energy 
balance equation. As will be shown subsequently, the relatively large impacter mass should result in a quasistatic 



response as assumed in Eq 2. Indeed, the measured and calculated impact forces agree for the one test for which damage 
was not visible in the C-scan. However, for all the impact tests with damage visible in C-scans, the test values of impact 
force were less than the predicted values. The discrepancies, which increased with increasing damage size, were caused 
by the reduction in flexural stiffness due to the delamination-type damage. Equation 2 does not account for impact 
damage. The measured impact forces were probably greater for IM7/8551-7 than for AS4/3501-6 because the damage 
was smaller (see Fig. 6). 

 

FIG. 7 IMPACT FORCE VERSUS IMPACTER KINETIC ENERGY FOR [45/0/-45/90]6S IM7/8551-7 AND AS4/3501-6 
LAMINATES AND A 12.7 MM DIAM TUP 

Postimpact compressive strengths for the 7.0 mm thick [45/0/-45/90]6s AS4/3501-6 and IM7/8551-7 plates in Fig. 6 and 7 
are plotted in Fig. 8. The static indentation specimens were 12.7 cm square, and the impact specimens were 12.7 cm wide 
and 25.4 cm long. All edges were simply supported during the strength tests. Undamaged strengths are plotted at do = 0. 
The strengths were normalized by modulus to represent far-field failing strains, and the lines were fit to the data. Because 
the delamination-type damage prevents adjacent plies from fully stabilizing one another in compression, failure initiates 
prematurely in the damaged region by sublaminate buckling and strengths are significantly below the undamaged 
strengths. The average undamaged strength ratio for the AS4/3501-6 material was 20% greater than that for the 
IM7/8551-7 material. However, when do exceeded 20 mm, the postimpact strengths for the two materials were about the 
same for a given do. For values of do greater than 40 mm (about 30% of the specimen width), the free edges probably 
exaggerated the strength reductions. That is, very wide specimens would have been stronger for the same do. 



 

FIG. 8 POSTIMPACT COMPRESSIVE STRENGTHS FOR [45/0/-45/90]6S IM7/8551-7 AND AS4/3501-6 
LAMINATES WITH 12.7 MM DIAM INDENTER 

Laminate Thickness. Figure 9 contains a graph of damage diameter, do, versus contact force F for 16-, 24-, 32-, and 48-
ply laminates from static indentation tests (Ref 8) and falling-weight impact tests (Ref 9). The [45/0/-45/90]ns AS4/3501-6 
uniweave laminates were made using a resin-film-infusion (RFI) process. The average thickness per ply was 0.14 mm. 
The falling-weight impact tests were conducted with a 5.31 kg weight and a 12.7 mm diam hemispherical tup. The plates 
were clamped over a 7.62 cm square opening for the static indentation tests and over a 7.62 by 12.7 cm rectangular 
opening for the impact tests. The damage diameters were calculated for a circle with area equal to the damage area in C-
scan images. The results for static indentation and impact tests are in reasonably good agreement. After damage initiated, 
damage diameter increased in proportion to contact force (in a manner similar to that shown in Fig. 6). Also, the values of 
Q* for the 48-ply RFI laminate and the AS4/3501-6 tape laminate in Fig. 6 are in good agreement. However, the value of 
F1 for the 48-ply RFI laminate is more than 30% greater than that for the AS4/3501-6 tape laminate in Fig. 6. Values of 
F1 increased with increasing thickness to approximately the 3/2 power, and the values of Q* increased with increasing 
thickness to approximately the 0.3 power. Thus, damage resistance increased with increasing thickness, more so for F1 
than Q*. 



 

FIG. 9 DAMAGE DIAMETER FOR [45/0/-45/90]NS AS4/3501-6 UNIWEAVE (RFI) WITH A 12.7 MM DIAM 
INDENTER 

Only the 16-ply composite in Fig. 9 was actually penetrated in the static indentation tests, and no laminates were 
penetrated in the impact tests. However, for the largest impact forces, the impacter appears to be on the verge of 
penetrating the 16-, 24-, and 32-ply laminates. The largest impact forces correspond to 2.54 mm dents. Although the 
forces were essentially equal for penetrating the 16-ply laminate and for making a 2.54 mm deep dent, do was 
considerably greater for the dent than the penetration. The difference between the sizes of damage in the impact and static 
indentation tests could be associated with viscoelastic effects. 

Values of average impact force for the impact tests in Fig. 9 are plotted against dent depth in Fig. 10. Values of F1 in Fig. 
9 are plotted at zero dent depth. The impact force to cause a dent of a given depth increased with increasing thickness 
much as F1. In general, impact force exhibits asymptotic behavior with increasing dent depth; the impact force to make a 
2.54 mm deep dent was not significantly greater than that to make a 0.127 mm deep dent. For the two thickest laminates, 
the departure from monotonically increasing impact force is probably not statistically significant. 



 

FIG. 10 IMPACT FORCE TO PRODUCE DENTS OF VARIOUS DEPTHS FOR [45/0/-45/90]NS AS4/3501-6 
UNIWEAVE (RFI) WITH A 12.7 MM DIAM INDENTER 

Impact forces for the 16-, 24-, 32-, and 48-ply [45/0/-45/90]ns AS4/3501-6 uniweave RFI plates are plotted against kinetic 
energy of the impacter in Fig. 11. All of the specimens were dented, and damage was visible in C-scans. Impact forces 
predicted using Eq 2 with no = 4.52 GPa are also plotted for comparison. The predicted impact forces increase 
approximately with thickness to the 3/2 power. The test values of impact force also increased with increasing thickness, 
but not as much as predicted. The discrepancy increased with increasing thickness. The delamination-type damage 
reduced the impact force (in a manner similar to that shown in Fig. 7). The reduction in flexural stiffness is 
proportionately less for a thin laminate than a thick laminate. Thus, the test and predicted values of impact force for the 
16- and 24-ply laminates with the least damage were in reasonably good agreement. 

 

FIG. 11 IMPACT FORCE VERSUS IMPACTER KINETIC ENERGY FOR [45/0/-45/90]NS AS4/3501-6 UNIWEAVE 



(RFI) AND A 12.7 MM DIAM TUP 

As shown previously, both impact force and damage resistance increase with increasing thickness. Thus, the net effect of 
increasing thickness is not obvious. For this reason, damage diameters in Fig. 9 for the falling-weight tests are plotted 
against kinetic energy of the impacter in Fig. 12. For the most part, damage size is independent of thickness, and the data 
are well represented by the average solid curve. The reader should be aware that the results in Fig. 12 should be quite 
different for a sandwich with face sheets of the same thickness because a sandwich is much stiffer than the face sheets 
alone and the impact forces would tend to be much larger. 

 

FIG. 12 DAMAGE DIAMETER VERSUS IMPACTER KINETIC ENERGY FOR [45/0/-45/90]NS AS4/3501-6 
UNIWEAVE (RFI) AND A 12.7 MM DIAM TUP 

Average postimpact compressive and tensile strengths are plotted against damage diameter in Fig. 13 for the falling-
weight tests in Fig. 9, 10, 11, and 12. The compression and tension specimens were 10.2 cm wide by 15.2 cm long and 
10.2 cm wide by 25.4 cm long, respectively. For the compression specimens, sides and ends were simply supported. For 
the tension specimens, sides were unsupported and 10.2 cm of each end were placed in a set of hydraulic grips. The 
strengths were normalized by modulus to represent far-field failing strains. Undamaged strengths for a similar 48-ply RFI 
laminate (Ref 10) are plotted as horizontal lines for reference. The strengths were higher for tension than compression, 
especially for the smallest damage sizes, and generally decreased with increasing damage size. The damage extended 
from 20 to 80% across the specimen width. Thus, the strength reductions were probably exaggerated by edge effects, 
much as in Fig. 8. The best-fit curve for compressive strength in Fig. 8 for the 48-ply AS4/3501-6 tape material is in good 
agreement with the 48-ply AS4/3501-6 RFI material. 



 

FIG. 13 POSTIMPACT TENSILE AND COMPRESSIVE STRENGTHS FOR [45/0/-45/90]NS AS4/3501-6 UNIWEAVE 
(RFI) AND A 12.7 MM DIAM TUP 

The 16- and 24-ply compression specimens in Fig. 13 gave evidence of premature Euler buckling, probably contributing 
to the relatively low compressive strengths for the two smallest values of do. Thus, without buckling, the compressive 
strengths probably would have varied little with thickness, and C-scan damage size would be a convenient matrix for 
assessing postimpact compressive strength. On the other hand, tensile strengths increased significantly with increasing 
thickness. As noted previously, delamination-type damage reduces compressive strength but not tensile strength. Because 
fiber damage is confined to the contact region, fiber damage is much smaller in size than matrix damage. Thus, C-scan 
damage size is matrix damage size and not a convenient metric for assessing postimpact tensile strength. Because damage 
sizes in Fig. 12 were largely independent of thickness for a given impacter kinetic energy, a graph of strength versus 
impacter kinetic energy would have an appearance similar to that of Fig. 13 with regard to thickness variations. 

Dent depth is an important metric for assessing postimpact strength. Thus, the postimpact tensile and compressive 
strengths in Fig. 13 are plotted against dent depth in Fig. 14. The strengths exhibit asymptotic behavior with dent depth. 
For the 0.1 mm deep dents, the tensile strengths were 80 to 97% of undamaged strength, but the compressive strengths 
were only 37 to 49%. For the 1 mm deep dents, the tensile strengths were 43 to 49% of undamaged strength, and the 
compressive strengths were 22 to 36%. For the 2.5 mm deep dents, tensile strengths were 34 to 39% of undamaged 
strength, and the compressive strengths were 22 to 36%. Thus, when dent depth increased from 1 to 2.5 mm, the tensile 
strengths decreased only 10 to 24% and the compressive strengths were unchanged. 



 

FIG. 14 POSTIMPACT TENSILE AND COMPRESSIVE STRENGTHS VERSUS DENT DEPTH FOR [45/0/-45/90]NS 
AS4/3501-6 UNIWEAVE (RFI) AND A 12.7 MM DIAM 

In contrast to tensile strengths plotted against C-scan damage sizes in Fig. 13, the tensile strengths plotted against dent 
depths in Fig. 14 are largely independent of thickness, indicating that fiber damage is also largely independent of 
thickness. On the other hand, compressive strengths decrease significantly with increasing thickness when plotted against 
dent depths. Therefore, dent depth is a more convenient metric than C-scan damage size for assessing postimpact tensile 
strength, but C-scan damage size is a more convenient metric than dent depth for assessing postimpact compressive 
strength. 

In very thick laminates, low-velocity impacts cause mostly fiber damage and very little delamination-type damage (Ref 
11). Fiber breaks in the seventh layer of a 36 mm thick filament-wound motor case made of AS4/HBRF-55A are shown 
in Fig. 15. (Fibers were damaged only in layers 1 through 7 of the 76-layer laminate.) An enlargement of the fiber breaks 
is shown on the right-hand side of Fig. 15. The layers were separated following pyrolysis of the specimen. The layup was 
{(±56.5)2/0/[±56.5)2/0]3/(±56.5)2/0]7/ (±56.5/02)4/(±56.5)2/(0/90)c} where 90° is the axial direction of the cylinder. The 
underlined layers were about 1.6 times as thick as the other layers, and the innermost (0/90)c layer is a layer of plane 
weave cloth. The damage was made by static indentation using a 25.4 mm diam hemispherical indenter with a contact 
force of 54.3 kN. The locus of fiber breaks has the appearance of a "crack." More than one "crack" was present in 
damaged layers nearer the surface, and the direction of the cracks in each layer was generally perpendicular to the fiber 
direction in that layer. Delaminations outside of the contact region were not observed in radiographs. 



 

FIG. 15 FIBER DAMAGE IN SEVENTH LAYER OF 36 MM THICK AS4/HBRF-55A FILAMENT-WOUND CASE 

The maximum depth of fiber damage δ normalized by contact radius, rc (Ref 11) is plotted against average contact 
pressure pc in Fig. 16. The damage was made by static indentation with spherical indenters of three diameters. The contact 
radius was calculated assuming Hertzian contact. Damage depths were calculated using Love's solution for hemispherical 
pressure applied to a semi-infinite, isotropic body, and a maximum shear stress criterion with a shear stress of 262 MPa. 
Damage is predicted to initiate at a critical value of contact pressure below the surface at a depth of δ/rc = 0.482. The 
damage does not extend much beyond the contact region for pressures up to 1000 MPa as shown in the figure. The 
isotropic solution models the maximum damage depth quite well. However, in contradiction to the shear stress criterion, 
damage was always observed in contiguous layers from the surface down. One should expect the isotropic solution to be 
in greatest error near the surface where highly anisotropic layers dominate. Also, friction, which was not taken into 
account, may alter the stresses significantly near the surface. 

 



FIG. 16 DEPTH OF FIBER DAMAGE NORMALIZED BY CONTACT RADIUS IN 36 MM THICK AS4/HBRF-55A 
FILAMENT-WOUND CASE 

Several effects of indenter radius are not obvious in Fig. 16. For Hertzian contact (Ref 11), the contact force can be 
written  

  
(EQ 4) 

Thus, the contact force to initiate damage for the 50.8 mm diam indenter is 16 times that for the 12.7 mm diam indenter. 
Similarly, the contact radius can be written  

RC = PCRI/NO  (EQ 5) 

Thus, damage size for the 50.8 mm diam indenter is 4 times that for the 12.7 mm diam indenter for a given average 
contact pressure. Therefore, the sharpness of the indenter has a significant effect on the force to initiate damage and on 
damage size. The former is intuitive, but not the latter. 

Postimpact tensile strengths (Ref 12) are plotted against impact force in Fig. 17 for the 36 mm thick filament-wound 
motor case. The strengths were normalized by the average of 19 undamaged tensile strengths. The range associated with 
±1 standard deviation of undamaged strengths is shown on the ordinate. The damage was made by falling weights with 
12.7 and 25.4 mm diam spherical indenters. The straight lines were fit to the data. The solid symbols indicate that the 
impacts caused barely visible dents, probably less than 0.5 mm deep. These dents correspond to average contact pressures 
pc less than 703 MPa. The vertical lines, which indicate impact forces to initiate damage for the two indenter diameters, 
correspond to an average contact pressure of 563 MPa (see also Fig. 16). As noted previously, calculations assuming 
Hertzian contact give a factor of four between impact forces for the two indenters to initiate damage. A similar factor 
exists between the impact forces to cause barely visible dents. The strengths for the nonvisible dents were lower for the 
25.4 mm diam indenter than those for the 12.7 mm diam indenter. Thus, the more blunt indenter resulted in a lower 
allowable for nonvisible impact damage. 



 

FIG. 17 POSTIMPACT TENSILE STRENGTH FOR A 36 MM THICK AS4/HBRF-55A FILAMENT-WOUND CASE 

The origin for the strength axis is not shown in Fig. 17 because the strength reductions are less than 20%. Notice that the 
minimum strength is 88% of the undamaged strengths for the 12.7 mm diam tup. For thin laminates, the tension strengths 
in Fig. 13 were also high for a 12.7 mm diam tup and the shallowest dent, about 80 to 97% of the undamaged strengths. 

Specimen Size and Impacter Mass. Previously, test specimens were small and impacters were relatively massive, 
resulting in quasistatic response. Scaling small coupon results to large structures that do not respond quasistatically can be 
difficult. In Ref 7, dynamic finite element analyses were made of 7.0 mm thick AS4/3501-6 [45/0/-45/90]6s plates 
impacted with various masses having a 12.7 mm diam tup. In Fig. 18, the maximum calculated values of impact force are 
plotted against the frequency ratio ω2/(k/mi) for a constant value of impacter kinetic energy equal to 13.5 J. In the 

frequency ratio, ω is the natural frequency of the plate and is a pseudonatural frequency of the impacter mass 
mi attached to a spring that has a stiffness k equal to the flexural stiffness of the plate for a quasistatically applied impact 
force. For homogeneous uniformly thick plates, ω2/(k/mi) = (mi/mp)/α2, where α= 0.471 and 0.371 for simply supported 
and clamped boundaries, respectively. Results are plotted for three square plates with various sizes and boundary 
conditions: one was 12.7 cm with clamped boundaries, one was 12.7 cm with simply supported boundaries, and one was 
25.4 cm with simply supported boundaries. Although the curves contain cusps and impact force does not vary 
monotonically with impacter mass, the general trend is for impact force to decrease with increasing impacter mass, 
particularly for the largest plate. Also, impact force is generally smaller for the larger plate and is less for simply 
supported than clamped boundary conditions. 



 

FIG. 18 CALCULATED IMPACT FORCE VERSUS NATURAL FREQUENCY RATIO SQUARED FOR AS4/3501-6 
[45/0/-45/90]6S AND AN IMPACTER KINETIC ENERGY = 13.5J 

The time of contact from the dynamic finite element analyses decreased with decreasing impacter mass. Thus, the number 
of reflections from the boundaries before the impact force reached a peak decreased with decreasing impacter mass. 
When impacter mass was to the left of the vertical dashed lines in Fig. 18, no reflections returned before the impact force 
reached a peak. To the right of the vertical lines, one or more reflections returned before the impact force reached a peak. 
A cusp occurs in the curves whenever the number of reflections changes. Thus, to the left of the vertical lines, impact 
force is not affected by plate size or boundary conditions. (Had impact force been plotted against the absolute value of 
impacter mass, the three curves would have coincided to the first cusp.) The horizontal dashed lines in Fig. 18 represent 
calculations with Eq 2 and no = 4.52 GPa, which was derived assuming quasistatic response. For large values of impacter 
mass, the dynamic analysis curves asymptotically approach Eq 2 as the number of reflections become large. 

Experimental values of impact force (Ref 13) are plotted against impacter kinetic energy in Fig. 19 for plates of three 
sizes (masses): 10.2 cm diam circular plates (0.073 kg), a 24.1 cm square plate (0.50 kg), and a 53.3 cm square plate (2.5 
kg). (The plate sizes were actually the sizes of the openings over which the plates were clamped.) Each of the two largest 
plates was tested multiple times. The plates were made from AS4/3501-6 tape with a layup of [45/0/-45/90]6s and a 
nominal thickness of 6.7 mm. The impacter was a falling weight with a 5.31 kg mass and a 12.7 mm diam hemispherical 
tup. Predictions were made using Eq 2 with no = 4.52 GPa and plotted for comparison. The corresponding values of 
(mi/mp)/α2 were 15, 77, and 530 in the order of decreasing plate size. Based on the analytical results in Fig. 18, only the 
impact response for the smallest plates should have been quasistatic. Thus, without impact damage, one would expect the 
predicted values to be greater than the measured values for the two largest plates, especially for the 53.3 cm square plate 
that is twice the size of the largest plate in Fig. 18. As noted previously, damage made the measured impact forces fall 
below the predictions for the smallest plate. However, the test and predicted values for the midsize plate are in agreement, 
suggesting that the damage offset the transient nature of the response. And for the largest plate, the test values are indeed 
larger than the predicted values, even with damage. For two of the three impacts to the 53.3 cm square plate, the impacts 
did not cause visible damage in C-scans as indicated by the open symbols. The results with and without damage follow 



the same trend line indicating that damage had negligible effect on flexural stiffness for the largest plate, much as in the 
case of the thinnest plates in Fig. 11. Therefore, it is less important to account for damage when predicting impact force 
for plates with low flexural stiffness. 

 

FIG. 19 IMPACT FORCE VERSUS IMPACTER KINETIC ENERGY FOR [45/0/-45/90]6S AS4/3501-6 LAMINATES OF 
VARIOUS SIZES 

Minimum impacter kinetic energy to reduce burst pressure (Ref 14) is plotted in Fig. 20 for filament-wound pressure 
vessels of two sizes. The cylindrical sections of the 14.6 and 45.7 cm diam vessels were wet-wound with the same 
numbers of hoop and helical layers so that only size was different. The minimum kinetic energy for the large cylinder is 
about ten times that for the small cylinder. This size effect is consistent with that in Fig. 19 where the kinetic energy to 
initiate damage for the largest plate is more than four times that for the smallest plate. 



 

FIG. 20 MINIMUM IMPACTER KINETIC ENERGY TO REDUCE BURST PRESSURE OF SMALL AND LARGE 
PRESSURE VESSELS. 

Postimpact compression failing strains (Ref 4) are plotted against impacter kinetic energy in Fig. 21 for coupons and 
three-spar stiffened panels. The "hard" skins were nominally 6.3 mm thick and were made with [38/50/12] and [42/50/8] 
layups for coupons and panels, respectively. (The notation [38/50/12] indicates the percentage of 0° plies, ±45° plies, and 
90° plies, respectively.) The 17.8 by 30.5 cm coupons were clamped over a 12.7 cm square opening and impacted using a 
4.5 kg impacter with a 12.7 mm diam tup. The coupons were then trimmed to a 12.7 by 25.4 cm compression after impact 
specimen. (More details for this test method are given in Ref 15.) The stiffened panels were 61 by 46 cm. The spacing of 
the bolted titanium spars (stiffeners) was 14 cm, and the distance between inside edges of the C-section spars was 12 cm. 
A 25.4 mm diam tup and 11 kg impacter was used for the panel tests. The two panels impacted with 54 and 81 J energies 
were impacted two times in the transverse centerline (over skin only), once midbay of the center spar and left-hand spar 
and once midbay of the center spar and right-hand spar. The 27 J impact was at only one midbay location. The 135 J 
impacts were at three locations on each panel: once midbay, once over the skin only but near the edge of a spar, and once 
over a spar. A curve was fit to the coupon results. Except for panels with multiple 135 J impacts, failures were 
catastrophic, and failing strains were essentially equal for coupons and for panels. Failures of the panels with multiple 135 
J impacts were not catastrophic. After fracture arrest by the spars, the loads were increased 36 and 61% to cause complete 
failure. The initial failing strains for the panels with multiple 135 J impacts agreed with an extrapolation of the coupon 
data. 



 

FIG. 21 POSTIMPACT COMPRESSIVE STRENGTH VERSUS IMPACTER KINETIC ENERGY FOR 6.3 MM THICK 
AS4/3501-6 COUPONS AND PANELS WITH THREE BOLTED SPARS 

The agreement between failing strains of the coupons and three-spar panels in Fig. 21 indicates that the damage in the 
panels at the midbay impact site was critical and was equal in size to the damage in the coupons. Equal damage implies 
equal impact forces. In order for the impact forces to have been equal, the flexural stiffnesses of the panels and coupons 
would have to be equal. The flexural stiffness of a spar was estimated to be more than 60 times that of the midbay skin. 
Assuming that most of the out-of-plane deformation during a midbay impact takes place between spars, the stiffened 
panels can be treated as semi-infinite clamped plates with a width of 12 cm (distance between spars). Using equations in 
Ref 16 for a transverse force applied over a small radius to an isotropic clamped plate, the difference between flexural 
stiffnesses of a 12.7 cm square plate and a 12 cm semi-infinite plate is only 14%. Thus, for midbay impacts, the spars 
reduced the effective size of the stiffened panel during impact to that of the coupons. 

Falling-weight tests are used to simulate tool drops, whereas gas-gun tests are used to simulate hail or runway stones and 
debris. Stones and hail have very small masses relative to tools. Damage size (Ref 13) is plotted against impacter kinetic 
energy in Fig. 22 for falling-weight and gas-gun tests conducted on plates of three sizes. Impact forces for the falling-
weight data were plotted in Fig. 19. The mass of the falling-weight impacter was 5.31 kg, and a 12.7 mm diam 
hemispherical tup was attached to the end. The diameter and mass of the gas-gun projectile was 10.2 mm and 0.036 kg, 
respectively. Thus, the velocities of the gas-gun projectile were 12 times those of the falling weight. For the small and 
midsize plates, the damage sizes were essentially equal for the falling-weight and gas-gun tests. However, the falling 
weight did not even damage the largest plate for energies less than 40J; whereas, the gas gun damaged the large plate as 
much as the midsize plate. 



 

FIG. 22 DAMAGE DIAMETER VERSUS IMPACTER KINETIC ENERGY FOR FALLING-WEIGHT IMPACT TESTS AND 
GAS-GUN TESTS CONDUCTED ON [45/0/-45/90]6S AS4/3501-6 LAMINATES 

As noted previously, the mass ratios for the falling-weight tests were (mi/mp)/α2 = 15,77, and 530 in the order of 
decreasing plate size. The corresponding mass ratios for the gas-gun tests were 0.10, 0.53, and 3.6. The small ratios 
indicate that the response was transient for all the gas-gun tests (see also Fig. 18). Thus, without damage, the impact 
forces for the gas-gun tests should have been larger than those for the falling-weight tests. Indeed, for the largest plate, the 
damage sizes for the gas gun tests were larger than those for the falling-weight tests. However, for the small and midsize 
plates, damage for the gas-gun tests was not larger than that for the falling-weight tests. As noted previously, damage 
reduces impact force, and probably ameliorated the differences between impact forces and resulting damage sizes for the 
gas-gun and falling-weight tests. The mass ratios for the two largest plates are so small that the reflections probably did 
not return before the peak impact forces were attained. Thus, the damage caused by the gas gun was essentially equal in 
size for the midsize and largest plates. 

Impact forces (Ref 12) are plotted against impacter mass in Fig. 23 for 36 mm thick filament-wound rings. (Strengths for 
specimens cut from these rings were plotted in Fig. 17.) The impacter kinetic energy was approximately 73 J, and the 
impacter masses ranged from 2.8 to 18.6 kg. A 25.4 mm tup was attached to the end of the impacters. The 30 cm long 
rings were cut from a 76 cm diam case. One ring was empty, and one was filled with inert rocket propellant. The masses 
of the empty and filled rings were 40 and 288 kg, respectively. As in the gas gun tests, impacter masses were less than 
ring masses. Damage was not visible for any of these tests. Impact force decreased with increasing impacter mass, as also 
shown by the graph of finite element results in Fig. 18, indicating transient response. Impact forces were larger for the 
filled ring than the empty ring, indicating that the mass of the inert propellant caused the impacts to be even more 
transient, more to the left in Fig. 18. 



 

FIG. 23 IMPACT FORCE VERSUS IMPACTER MASS FOR 73 J IMPACTS WITH A 25.4 MM DIAM TUP TO FILLED 
AND EMPTY 36 MM THICK AS4/HBRF-55A FILAMENT-WOUND CASES 

Calculations of impact force are plotted in Fig. 23 that bound the test results. The lower bounds were made with the 
energy balance model (Eq 2 with no = 4.52 GPa). The values of flexural stiffness for the empty and filled rings, which 
were determined experimentally, were 5.08 and 6.34 MN/m, respectively. The upper bounds were calculated with the 
following "two mass Hertzian spring model" (Ref 12).  

  
(EQ 6) 

Equation 6 considers Hertzian contact of two hemispherical bodies, one is soft (plate) and the other is hard (impacter). 
The masses of both bodies are present because peak contact force is assumed to occur when the relative velocity of the 
two bodies is zero. The values of impact force calculated with Eq 2 were less than one-half of those calculated with Eq 6 
for the range of masses shown. The test values for the smallest impacter mass were in reasonable agreement with Eq 6. 
However, the test values diverge from Eq 6 and approach Eq 2 with increasing mass. From Fig. 16, impacter mass would 
have to exceed 10 times the mass of a flat plate before the test values and Eq 2 would be in agreement. 

Postimpact Fatigue. For in-plane loading, carbon/epoxy composites have "superb fatigue properties" compared to 
metals (Ref 17). However, growth of impact damage during fatigue loading and the resulting reduction in compressive 
strength between inspections may be critical (Ref 4). The ratio of maximum compressive fatigue stress to static strength 
for two carbon/epoxy composites with impact damage (Ref 18) is plotted against fatigue cycles to failure in Fig. 24. The 
average static strengths are represented as 1 cycle. The "smoothed" solid and dashed curves were fit through the test data. 
The fatigue loading was constant amplitude with a minimum compressive stress of one-tenth the maximum compressive 
stress. An impacter with a 12.7 mm diam hemispherical tup was used to make 2.54 mm dents on the average. The 
specimens were 12.7 by 25.4 cm. One composite was made of toughened IM7/8551-7 prepreg tape, and the other was 
made by laying down layers of dry uniweave fabric, stitching the stack, and introducing resin by the RFI process. The 
layups for the two composites were [45/0/-45/90]6s, and the typical thicknesses were 7.45 and 9.22 mm for the tape and 



stitched material, respectively. Cycles to failure for the two materials nearly coincide. The fatigue stress ratios 
asymptotically approached 0.67. 

 

FIG. 24 CONSTANT AMPLITUDE COMPRESSION FATIGUE FOR [45/0/-45/90]6S LAMINATES WITH IMPACT 
DAMAGE RESULTING IN 2.54 MM DENT 

Recall from the introduction that the FAA criteria require that structure carry ultimate load with barely visible impact 

damage (BVID) and limit load with visible impact damage (VID). Thus, the compressive fatigue stress ratios of 1 and 2
3

 

in Fig. 24 correspond to ultimate and limit-load conditions, respectively, with BVID. Taking a 2.54 mm dent as the 
threshold for VID and assuming that values of normalized compressive fatigue stress would not decrease with increasing 
dent depth and tup diameter, the stress ratios in Fig. 24 represent an allowable compression stress with BVID. Because 

the compression fatigue stress ratios are greater than 2
3

 (the maximum expected load) up to 106 cycles, compressive 

fatigue is not critical for these two materials with BVID. It is also not expected that compressive fatigue would be critical 
for conventional epoxy tape laminates with BVID. 

Although structure must carry ultimate load with BVID, structure need only carry limit load with VID. Now the 
compressive fatigue stress ratio of 1 in Fig. 24 corresponds to limit-load condition. Because the stress ratios are below 
limit-load condition, factors of safety may be required for growth of VID between inspections. Airlines typically inspect 
all exposed, exterior surfaces for obvious damage approximately every 2000 flight hours and exterior and interior 
structure that involve disassembly approximately every 14,000 flight hours. These inspections are sometimes called "C" 
and "D" checks, respectively. In addition to visual inspection methods, nondestructive inspection methods (ultrasonics, 
radiography, eddy current, etc.) are used for "D" checks. Assuming 1-h flights and one load cycle per flight, the "C" and 
"D" checks are shown as vertical lines in Fig. 24 for a factor of safety of four. (Factors of safety greater than four would 
move the vertical lines even farther to the right.) The vertical lines for "C" and "D" checks intersect the lower curve at 
0.74 and 0.69, respectively. These ratios correspond to factors of safety of 1.35 (1/0.74) and 1.45 (1/0.69). Note that a 



factor of safety of 1.5 would be equivalent to treating VID as BVID. Assuming one load cycle per flight of limit load is 
probably conservative. Spectrum tests would be necessary to establish accurate factors of safety. 
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Tension Strength Analysis for Two-Bay Crack 

Numerous models and methods have been developed to predict strength of composites with cracklike cuts and tension 
loads. The following is a partial list given in the order of increasing requirements for computational resources and fracture 
parameters.  

1. LINEAR ELASTIC FRACTURE MECHANICS (LEFM) (REF 3, 19, 20)  
2. POINT STRESS (REF 20)  
3. AVERAGE STRESS (REF 20)  
4. MAR-LIN MODEL (REF 20)  
5. DAMAGE ZONE CRITERION (REF 21)  
6. R-CURVE METHOD (REF 19)  
7. DAMAGE ZONE MODEL (REF 22)  
8. STRAIN SOFTENING METHOD (REF 23)  

All of the above models and methods represent a composite material as an anisotropic continuum amenable to classical 
lamination theory. Methods 1 to 6 generally require only linear analyses. Method 1 requires no tests to determine fracture 
parameters, but is generally accurate only when matrix damage at the notch tips is small compared with notch length. 
Methods 2 to 6 require several fracture parameters per laminate and method 7 requires a fracture curve for each laminate. 
Methods 7 and 8 require nonlinear finite element analyses as well as fracture parameters for each laminate. Only methods 
5 to 8 explicitly account for damage growth at the notch tips (stable tearing). The LEFM and R-curve methods, which 
require only linear analyses, will be used below to illustrate the bounds for linear and nonlinear behavior. 

Linear Elastic Fracture Mechanics (LEFM) Method. Values of fracture toughness (Ref 24) are plotted against 
thickness (number of plies) in Fig. 25 for middle-cracked, compact, and three-point-bend specimens made from a quasi-
isotropic laminate. Compact and three-point-bend specimens with thickness less than 64 plies could not be tested because 
of large bearing stresses. Fracture toughness values were calculated using stress-intensity factor equations with initial cut 
length and failure load. Anisotropy generally has little effect on stress-intensity factor solutions for plane problems. Thus, 
stress-intensity factor solutions for isotropic, homogeneous plates were used throughout this section. For the middle-
cracked specimens, fracture toughness decreased with increasing thickness and asymptotically approached a constant 
value. For laminates 64 plies and thicker, values of fracture toughness were approximately a constant (between 0.97 and 
1.18 GPa mm ) for all three types of specimens. For thin laminates, broken fibers in 0° plies and matrix cracks and 
delaminations were revealed at the ends of the cuts when the laminates were deplied following an application of load to 
near failure (Ref 25). For the thick laminates, broken fibers in 0° plies at the ends of the cuts were found throughout, but 
the matrix cracks and delaminations were confined to the outermost four plies; the interior plies were well bonded. Thus, 
the strengths for thin laminates were dominated by matrix cracks and delaminations at the ends of the cut but not those for 
the thick laminates. 



 

FIG. 25 FRACTURE TOUGHNESS FOR CENTER-CRACK, COMPACT, AND THREE-POINT SPECIMENS FOR 
[0/±45/90]NS T300-5208 LAMINATES 

The fracture toughness of laminates (Ref 26) was expressed in terms of the elastic constants using a point-strain-type 
failure criterion as follows:  

KQ = QCEX -1  (EQ 7) 

where  

= (1 - ) (COS2 + SIN2 )  
(EQ 8) 

QC = TUF   
(EQ 9) 

E is Young's modulus, is Poisson's ratio, x and y are Cartesian coordinates, α is the angle that the principal load-carrying 
fibers make with a line perpendicular to the cut, εtuf is the tensile failing strain of the fibers, and o is the "characteristic 

distance." (The angle α= 0 for laminates in which 0° plies carry the majority of the load.) A median value of = 
1.5 mm  was determined by analyzing fracture data for numerous layups and materials. 

Values of Qc/εtuf = (Ref 27) are plotted against number of ply groups in Fig. 26 for three T300/5208 laminates 
including the laminate in Fig. 25. For laminates thicker than 16 ply groups, the values of Qc/εtuf are between 1.23 and 1.65 
mm , and the standard deviations are small. For thinner laminates, the mean values range between 1 and 4 mm , and 
the standard deviations are large. As noted previously, the discrepancy between values of fracture toughness for thin and 
thick laminates is largely associated with matrix cracks and delaminations at the ends of the cut. For thin laminates, the 
mean fracture toughness of the three layups decreases with decreasing number of 90° plies. Accordingly, the fracture 
toughness of the thin [0/±45]ns laminates increased with increasing thickness and that of the [0/90]ns and [0/±45/90]ns 



laminates decreased with increasing thickness. Therefore, LEFM is not generally valid for thin laminates, and the 
application of LEFM to thin laminates may be conservative or unconservative, depending on layup and resin toughness. 

 

FIG. 26 FRACTURE TOUGHNESS VERSUS NUMBER OF PLY GROUPS FOR SEVERAL [0/±45/90K]NS T300/5208 
LAMINATES 

R-Curve Method. The R-curve method can be used for materials that exhibit significant stable damage growth at the 
ends of cuts. In ASTM E 561 (Ref 28), crack-growth-resistance curves (R-curves) and crack-driving-force curves (F-
curves) are expressed in terms of stress-intensity factor. However, for composites, it is convenient to use Qc/εtuf instead of 
stress-intensity factor to normalize for layup and material. (Of course, do could be used as well.) The R- and F-curves can 
be calculated by:  

  
(EQ 10) 

where K is the stress-intensity factor. For a uniaxially loaded sheet of width W containing a central crack of length 2a,  

  (EQ 11) 

where εo is the far-field strain, a = ao + ∆a, ao is cut half-length, and ∆a is the damage growth at each end. Failure is 
assumed to occur when the increase in crack driving force exceeds the increase in crack growth resistance, which can be 
expressed by the following partial derivative:  

  
(EQ 12) 

where oc is the far-field failing strain and the F and R indicate F- and R-curves, respectively. The R-curve method is 
illustrated in Fig. 27, where an R-curve and several F-curves for a uniaxially loaded 91 cm wide sheet with a 23 cm long 



central crack are plotted. The F-curve labeled εo = εoc is tangent to the R-curve satisfying Eq 12. The F-curves labeled εoc 
+ ∆εo and εoc - ∆εo are in the neighborhood of the solution to Eq 12. For all the R-curve predictions in this paper, Eq 12 
was solved graphically for far-field failing strain by calculating F-curves for increments of εo until the F-curve was 
tangent to the R-curve. 

 

FIG. 27 GRAPHICAL SOLUTION FOR R-CURVE METHOD USING F-CURVES FOR UNIAXIALLY LOADED SHEET 
WITH CENTRAL CRACK 

An R-curve is shown in Fig. 28 for a 13-ply fuselage crown laminate made of 190 gm/m2 prepreg tape using a tow-
placement process. Values of Qc/εtuf (Ref 19) are plotted against damage growth. Values of Qc/εtuf are calculated using Eq 
10 and 11. The values of ∆a, which were measured in radiographs like those in Fig. 29 and from measurements of crack-
opening displacements (COD), agree well. The COD was measured by a compliance gage located midway between the 
ends of the cut. The intense dark regions in the radiographs at the ends of the cuts in Fig. 29 indicate broken 0° fibers. The 
growth of 0° fiber breaks occurred incrementally; each growth resulted in a jump of the COD and an audible sound. The 
COD is given by  

COD = 4A O
-1  (EQ 13) 

and the growth was calculated using  

∆A = COD (4 O)-1 - AO  (EQ 14) 

where β is a factor that corrects for anisotropy. The value of β, which is unity for an isotropic material, was determined 
experimentally. 



 

FIG. 28 R-CURVE FOR [ 45/0/90/ 30/ ]S AS4/938 FUSELAGE CROWN LAMINATE (2AO = 23 CM AND W = 
91 CM) 

 

FIG. 29 RADIOGRAPHS OF DAMAGE GROWTH AT ENDS OF CUT IMMEDIATELY BEFORE FAILURE FOR [

45/0/90/ 30/ ]S AS4/938 FUSELAGE CROWN LAMINATE 

The maximum value of Qc/εtuf in Fig. 28 is about 63% greater than the LEFM value, and the maximum growth was 34% 
of the cut length. Of the 63% increase, approximately 48% was due to the increase in strength and only 15% to the 
increase in cut length. Thus, strength predictions using LEFM would result in a margin of approximately 48%. 

Tensile failing strain predictions using the R-curve and LEFM (Ref 19) are plotted against cut length in Fig. 30. The F-
curves were calculated using Eq 10 and 11 with εtuf = 0.0148. Failing strains were multiplied by the finite width correction 

factor to account for variations in specimen width. The tests and LEFM predictions agree only for cuts 



2.5 cm, and the tests and R-curve predictions agree only for cuts 7.6 cm. Thus, both fracture toughness and R-curve 
depend on cut length for this laminate. 

 

FIG. 30 PREDICTED FAILING STRAINS USING R-CURVE AND LEFM FOR [ 45/0/90/ 30/ ]S AS4/938 
FUSELAGE CROWN LAMINATES. W ･8AO 

R-curves for short cuts along with that for the 23 cm long cut in Fig. 28 are plotted in Fig. 31 for the [ 45/0/90/ 30/ ]s 
fuselage crown laminate (Ref 19). All of the R-curves were calculated using COD measurements. Indeed, the crown 
laminate does not exhibit a unique R-curve. For a given Qc/εtuf, the amount of damage growth increases with increasing 
cut length. The envelope of F-curves were calculated using test values of εoc for the various cut lengths in Fig. 30. Failing 
strains calculated using the "envelope" R-curve will by definition be in agreement with the test results for all cut lengths. 
R-curves used in the following section were determined using the envelope of the F-curves for tests of specimens with 
various cut lengths. 



 

FIG. 31 R-CURVES FOR [ 45/0/90/ 30/ ]S AS4/938 FUSELAGE CROWN LAMINATES WITH VARIOUS CUT 
LENGTHS. W ･8AO 

Applications to Stiffened Panels. Tensile failing strains for large flat fuselage panels with straps and hat-section 
stiffeners (Ref 19) are plotted against cut length in Fig. 32 and 33, respectively. The panel with straps in Fig. 32 contained 
a 25 cm long cut and that with hat-section stiffeners in Fig. 33 contained a 35 cm long cut. The central stiffener in both 
panels was also cut, and the skins were [ 45/0/90/ 30/ ]s AS4/938 tow-placed fuselage crown laminates. The stiffness 
ratio Ext of the straps was 56% of that of the skin and that of the hat-section stiffeners was 100% of that of the skin, where 
Ex is the modulus in the loading direction and t is the thickness. The panel with straps in Fig. 32 failed catastrophically at 
an applied strain of 0.00275 with about 25 mm of damage growth at each end of the cut. The damage at the cut ends in the 
panel with hat-section stiffeners in Fig. 33 grew into the stiffeners (about 18 cm at each end of the cut) before catastrophic 
failure at an applied strain of 0.00274. 



 

FIG. 32 TEST AND PREDICTED FAILING STRAINS FOR THREE-STRINGER [ 45/0/90/ 30/ ]S AS4/938 
FUSELAGE CROWN PANEL (76 BY 213 CM) 

 

FIG. 33 TEST AND PREDICTED FAILING STRAINS FOR FIVE-STRINGER [ 45/0/90/ 30/ ]S AS4/938 
FUSELAGE CROWN PANEL (160 BY 348 CM) 

Tension failing strains calculated using LEFM and an R-curve are also plotted against cut length in Fig. 32 and 33. The 
envelope of F-curves in Fig. 31 was used for the R-curve. Approximate, closed-form equations for the stress-intensity 



factor in Ref 19 were used with Eq 10 to calculate F-curves for the various cut lengths. The elevation of the stress-
intensity factor by the cut stiffener was taken into account. The stiffener was assumed to disbond after the crack tip passed 
the edge of the intact stiffener, and the failing strain was assumed to be constant thereafter. The jumps in failing strains 
occur when the end of the cut (LEFM) or the end of the cut plus damage growth (R-curve) coincides with the edge of the 
intact stiffener. The shaded regions indicate cut lengths for fracture arrest and subsequent increase in failing strain to 
catastrophic failure. For cut lengths to the left of a shaded region, failure is catastrophic. The failure of the panel in Fig. 
32 was catastrophic, but the damage in Fig. 33 grew into the stiffener before failure as predicted. The tests and R-curve 
calculations were in best agreement, 14% below and 16% above the test values for the straps and hat-section stiffeners, 
respectively. Failing strains calculated using LEFM were only 66 and 36% of those calculated using the R-curve for the 
straps and hat-section stiffeners, respectively. 

It should be noted that flat panel results cannot be applied directly to shells with longitudinal cracks and internal pressure 
because stress-intensity factors for pressurized shells can be much greater than those for flat plates. In Fig. 34, stress-

intensity correction factors from Ref 29 are plotted against a/  for isotropic pressurized cylinders and spheres. For a 

wide body fuselage with a cut equal to two times the frame spacing, a/  can be as large as five. In that case, the 
stress-intensity factor for an unstiffened cylinder would be more than five times that for a flat unstiffened plate. Analytical 
results for specially orthotropic cylinders are given in Ref 30 and 31. These results were experimentally verified for 30 
cm diam pressurized composite cylinders with longitudinal cuts in Ref 32. Frames and tear straps are able not only to 
reduce the stress-intensity factor (Ref 33), they can also turn a fracture and limit a failure (Ref 34). 

 

FIG. 34 STRESS-INTENSITY CORRECTION FACTORS FOR PRESSURIZED SHELLS WITH CUTS 

The tensile failing strain for a large flat wing panel with blade stiffeners (Ref 19 and 35) is plotted against cut length in 
Fig. 35. The five-stringer panel was made using a stitched multi-axial knit fabric and a Resin Film Infusion (RFI) process. 
The skin was made from 6 layers of multi-axial warp-knit fabric that were stitched together using 6 stitches per square cm 
of 1600 denier Kevlar 29 thread (3 mm pitch with 5 mm spacing). The skin was 8.4-mm thick, and each layer of fabric 
was equivalent to a tape layup of [45153/-/45153/0320/90173/0320/-45153/45153/], where the subscripts give the areal weight of 
the layer in grams per square meter. The T-section stiffeners were made by stitching together 8 layers of the multi-axial 
warp-knit fabric to form the blades and folding out 4 layers each to form the two flanges. The flanges were stitched to the 
skin using 6 stitches per square cm. The stitched, stiffened skin preform was infiltrated with 3501-6 resin. 



 

FIG. 35 TEST AND PREDICTED FAILING STRAINS FOR FIVE-STRINGER, STITCHED [0/45/0/-45/0/45/0]3S 
AS4/3501-6 WING PANEL (102 BY 203 CM) 

The panel contained a 7-in. long cut that also severed the central stiffener. The fracture initiated at the ends of the cut at a 
strain of 0.0023, propagated to the edge of the stiffener, and was arrested. With increasing load, the fracture turned and 
grew parallel to the stiffener. At a strain of 0.0034, failure occurred at the grips. Thus, the stitched stiffeners resulted in a 
48% increase in failing strain. 

Failing strains calculated using LEFM are also plotted against cut length in Fig. 35. Fracture data were not available to 
determine an R-curve. The LEFM calculations, which were made similar to those in Fig. 32 and 33, greatly 
underestimated the failing strain. The F-curve equations (driving force) from Ref 19 were based on failure of the adhesive 
bond between skin and stiffeners as the fracture in the skin advanced beneath the stiffener. The bond failure ameliorated 
the effectiveness of the stiffener in reducing the crack driving force. However, the stitches bridged the adhesive bond 
much as mechanical fasteners do and greatly increased the effectiveness of the stitched stiffeners over that of the bonded 
stiffeners. 

More accurate F-curves can be calculated using numerical techniques such as finite elements. For example, an F-curve 
was calculated for a curved panel with stiffeners, pressure loading, and a two-bay crack in Ref 36. Large out-of-plane 
displacements were taken into account. Using an R-curve, the residual strength was predicted successively. 
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Residual Strength of Composite Aircraft Structures with Damage 

C.C. Poe, Jr., NASA Langley Research Center 

 

Summary 

Defects 

• Porosity and delaminations that can reduce compression strengths significantly are likely to be detected 
during manufacture using conventional ultrasonic methods. Tension strengths are largely unaffected by 
matrix defects.  

• Ply wrinkles can reduce tension and compression strength more than porosity and delaminations and are 
more difficult to detect using ultrasonics.  

Low-Velocity Impacts 

Resin toughness  

• Damage resistance was greater for thin laminates made from toughened epoxy resins than those made 
from conventional epoxy resins. On the other hand, compression after impact strengths were essentially 
equal for the toughened and conventional epoxy resins when damage size in c-scans was equal.  

Laminate thickness  

• Impact damage in thin laminates (2 to 7 mm) initiates as matrix cracking and delaminations. With 
increasing impact force, fibers also break.  

• Damage resistance of thin laminates increased markedly with increasing thickness for a given impact 
force but tended to be independent of thickness for a given impact energy.  

• Tension and compression strengths of thin laminates were reduced 50% or more from impacts that 
caused dents deeper than 1 mm.  

• Impact damage in thick (36 mm) laminates consists of matrix cracks and broken fibers in the outermost 
laminae directly below the contact region.  

• For thick laminates, impact force to initiate damage is proportional to the impacter radius squared, and 
the depth of damage is proportional to the impacter radius.  

• For nondetectable impact damage, tension strengths of thick laminates decreased with increasing 
impacter radius.  

Specimen size and impacter mass  

• Impacts are approximately quasistatic when the impacter mass is greater than 100 times the plate mass.  
• For thin laminates, impact damage reduced impact force markedly for small plates, but not for large 

plates.  
• Impact energy to reduce burst pressure of large, thin pressure vessels was an order of magnitude times 

that of small pressure vessels with the same membrane laminate.  
• Failing strains of thin coupon type specimens and three-stringer panels with bolted stiffeners were equal 

for a given impact energy. When energy levels were greater than 135 j, the initial failures were arrested 
by the stiffeners and final failure strains were 136 to 161% of the initial failure strains.  

• For large plates and a given impact energy, impacts by small masses (runway debris, etc.) Caused much 
more damage to thin laminates than impacts by large masses (tools, etc.). For small plates, the damage 
was of similar size in c-scans.  



Post-impact fatigue  

• Constant amplitude compression fatigue tests indicate that fatigue lives for nondetectable impact 
damage are probably adequate but those for detectable damage may need to be verified by spectrum 
tests.  

Tension Strength Analysis for Two-Bay Crack 

• Linear elastic fracture mechanics (lefm) can be used to predict the strength of thick laminates, but the 
use of a nonlinear theory such as the r-curve may be necessary to avoid undue conservatism for thin 
laminates.  

• Special techniques may be required to determine an r-curve that is independent of crack length.  
• Approximate equations for stress-intensity factors for the two-bay crack and bonded stiffeners gave 

reasonably accurate strength predictions.  
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Fatigue of Brittle Materials 

Introduction 

THE DEVELOPMENT of toughened ceramics (based on the technologies and understanding of toughening mechanisms 
such as in situ phase transformation, fiber bridging, ductile-particle toughening, and other toughening methods) is the 
basis for closer consideration of ceramic materials for possible structural applications. As a result, more attention is being 
given to the fatigue of ceramics and other brittle materials, because of the importance of cyclic loading in many of the 
potential applications of ceramics, such as high-temperature engine components and biomedical materials. However, 
because ceramic and other highly brittle materials have been considered free of cyclic fatigue effects, only limited 
property data on ceramic fatigue are available. 

This article summarizes some of the current understanding of the mechanisms and mechanical effects of fatigue processes 
in highly brittle materials, with particular emphasis on ceramics. Topics include room-temperature fatigue crack growth in 
monolithic (single-phase) ceramics, transformation-toughened ceramics, and ceramic composites under cyclic 
compression; cyclic damage zones ahead of tensile fatigue cracks; crack propagation under cyclic tension or tension-
compression loads; and elevated-temperature fatigue crack growth in monotonic and composite ceramics. 

It is perhaps appropriate at this juncture to clarify the terminology used in the description of cyclic failure. In the 
metallurgy, polymer science, and mechanical engineering communities, the word fatigue is a well-accepted term for 
describing the deformation and failure of materials under cyclic loading conditions. However, in the ceramics literature, 
the expression static fatigue refers to stable crack propagation under sustained loads in the presence of an embrittling 
environment (which is commonly known as stress-corrosion crack growth in the metallurgy and engineering literature). 
The expression cyclic fatigue is used in the ceramics community to describe cyclic load deformation and fracture. In 
keeping with the well-established universal conventions, and in an attempt to avoid confusion, the term fatigue is used in 
this article to denote deterioration and fracture of both metals and nonmetals due only to cyclic loads. 
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Fatigue of Brittle Materials 

Crack Growth Behavior 

Brittle solids are known to be susceptible to subcritical crack growth in monotonic tension under the influence of an 
environment. This stress corrosion or static fatigue process has been studied extensively in a wide variety of glasses, 
oxide ceramics, transformation-toughened ceramics, and other brittle materials. For most inorganic glasses, moisture is 
responsible for enhanced subcritical flaw growth and for deterioration in strength and other mechanical properties. Even 
small amounts of water vapor can markedly reduce the lifetime of the component under static loading conditions. Most 
oxide ceramics also contain glassy silicate phases at grain boundaries and interfaces; these amorphous regions are prone 
to environmental degradation comparable to that found in glass ceramics. Even if the amount of glass phase present in a 
ceramic is negligible, the embrittlement from water vapor or impurities can lead to strength deterioration. 

The study of sustained load cracking has been more predominant than the study of cyclic fatigue effects, due in part to the 
very limited crack-tip plasticity of ceramics and other highly brittle materials (Ref 1). Highly brittle materials (such as 
rocks, concrete, silicate glasses, zincblende structures, diamond structures, aluminum oxides, mica, boron carbides, 
nitrides, and other ceramics at room temperature) have strong covalent or ionic bonding, which essentially limits any 
pronounced mobility of point defects and dislocations. In contrast, dislocation motion (slip) has traditionally been 
considered a necessary condition for fatigue, given the close relationship between cyclic stresses and the motion of 
dislocations in ductile metals. Therefore, highly brittle solids have long been considered free of true cyclic fatigue effects, 
based on a typical understanding of cyclic slip as the basis of metal fatigue. 

Experimentally, unequivocal demonstrations of a true cyclic-fatigue phenomenon in ceramics are also rare, due in part to 
the difficulty of performing subcritical crack growth tests on such brittle materials. Another reason for not considering 
fatigue of brittle solids is the considerable scatter in stress-life data for brittle materials. The scatter in stress-life data for 
both monotonic and cyclic loading of brittle materials makes it difficult to decipher intrinsic fatigue effects from the data. 
Most explanations of fatigue in ceramics and other brittle materials are based on so-called "static fatigue," which is 
considered to be a noncyclic-load effect based on sustained-load processes or environmentally assisted (stress-corrosion) 
cracking processes under monotonic loads. 

However, persuasive evidence now exists on true cyclic fatigue effects in ceramics and other highly brittle materials. The 
first unequivocal demonstrations of fatigue effects in brittle solids are based on both tensile fatigue (Fig. 1) (Ref 2, 3) and 
compressive fatigue effects on crack initiation and fatigue crack growth in a wide variety of notched ceramics and 
ceramic composites (Ref 4, 5, 6, 7), attributable solely to cyclic variations in imposed loads. This section briefly reviews 
the key mechanisms and mechanical features of cyclic fatigue in ceramics. Fractographic features of ceramic fatigue can 
resemble fractographs of monotonic overload failures, because fatigue fracture in ceramics rarely shows evidence of 
fatigue striations. However, cyclic loads do have distinguishable mechanistic and mechanical effects on ceramics. 



 

FIG. 1 VARIATION OF FATIGUE CRACK PROPAGATION RATE, DA/DN, WITH APPLIED STRESS INTENSITY 
RANGE. ∆K, FOR MGO-PSZ CERAMIC, TESTED IN ROOM-TEMPERATURE AIR (45% RELATIVE HUMIDITY) AT A 
LOAD RATIO R OF 0.10 AND A CYCLIC FREQUENCY OF 50 HZ. DATA FOR VARYING LOAD RATIO (0.10 TO 0.46) 
AND CYCLIC FREQUENCY (1 TO 50 HZ) ARE INCLUDED FOR COMPARISON. SOURCE: REF 2 

Fatigue Mechanisms in Ceramics. Despite the absence of dislocation plasticity, many ceramics exhibit cyclic fatigue 
degradation at room and elevated temperatures. This is based on a broader understanding of fatigue damage as a 
consequence of kinematic irreversibility in microscopic deformation (i.e., the irreversibility of the to-and-fro motion of 
dislocations). The processes that impart kinematic irreversibility to microscopic deformation during the fatigue of brittle 
solids and ductile metals are summarized in Table 1. 



TABLE 1 SOURCES OF IRREVERSIBLE MICROSCOPIC DEFORMATION IN DUCTILE METALS AND BRITTLE SOLIDS 

REGION/MECHANISM  

• DUCTILE ALLOYS  

O CRACK-TIP REGION  

§ CROSS-SLIP OF SCREW DISLOCATIONS DURING A FATIGUE CYCLE  
§ FORMATION OF IMPEDIMENTS TO DISLOCATION MOTION SUCH AS LOCKS, NODES, OR JOGS  
§ SLIP IRREVERSIBILITY DUE TO SHAPE CHANGES IN BODY-CENTERED CUBIC CRYSTALS (AS A RESULT OF SLIP ASYMMETRY)  
§ PRODUCTION OF POINT DEFECTS  
§ OXIDATION OF FRESHLY FORMED SLIP STEPS OR ADSORPTION OF AN EMBRITTLING SPECIES ON SLIP STEPS  

O CRACK-WAKE REGION  

§ MECHANICAL CONTACT AND FRICTIONAL SLIDING BETWEEN MATING ASPERITIES ON FRACTURE SURFACES AS A CONSEQUENCE OF CRACK CLOSURE INVOLVING PLASTIC WAKE, OXIDATION, CRACK-FACE ROUGHNESS, 

 OR TRANSFORMED WAKE  

§ PERIODIC DEFLECTIONS IN THE PATH OF THE CRACK  
§ BRIDGING OF THE CRACK FACES BY DEBRIS PARTICLES, FIBERS, OR DISCONTINUOUS REINFORCEMENTS  

   
• BRITTLE SOLIDS  

O CRACK-TIP REGION  

§ FRICTIONAL SLIDING ALONG THE FACES OF MICROCRACKS  
§ WEDGING OF MICROCRACKS BY DEBRIS PARTICLES  
§ INELASTIC STRAINS GENERATED BY DILATATIONAL AND SHEAR (PHASE) TRANSFORMATIONS  
§ MICROCRACKING DUE TO THE RELEASE OF THERMAL RESIDUAL STRESSES  
§ FRICTIONAL SLIDING DISPLACEMENTS ALONG INTERFACES  
§ VISCOUS FLOW OF GLASS PHASES THAT ARE FORMED IN SITU OR LEFT OVER FROM THE PROCESSING OF THE MATERIAL  
§ CREEP CAVITATION  
§ FRACTURE OF THE REINFORCEMENT PHASE  

O CRACK-WAKE REGION  

§ BRIDGING OF THE CRACK FACES BY DEBRIS PARTICLES, UNBROKEN GRAINS, GLASSY FILMS, OR REINFORCEMENTS  
§ TRANSFORMATION-INDUCED OR ROUGHNESS-INDUCED CRACK CLOSURE  
§ "SQUEEZING OUT" OF THE GLASS FILMS OR DEBRIS PARTICLES BY THE PUMPING ACTION OF THE CRACK WALLS  

   

Source: Ref 8 



Kinematic irreversibility of cyclic slip in a ductile metal or alloy can be promoted by a variety of mechanistic processes 
(see Table 1 and Fig. 2). The roughened surface profile created at the surface by the persistant slip bands (PSBs) and the 
strain incompatibility between the PSBs and the adjoining matrix render the PSB-matrix interface a prime site for the 
nucleation of fatigue cracks. 

 

FIG. 2 A SCHEMATIC ILLUSTRATION OF THE VARIOUS MECHANISMS THAT MODIFY THE EFFECTIVE DRIVING 
FORCE CRACK ADVANCE IN BOTH DUCTILE AND BRITTLE SOLIDS. (A)-(E) CRACK CLOSURE DUE TO 
PLASTICITY, OXIDES, FRACTURE SURFACE ROUGHNESS, VISCOUS FLUIDS, AND PHASE TRANSFORMATIONS, 
RESPECTIVELY. (F) CRACK DEFLECTION. (G)-(H) CRACK BRIDGING BY FIBERS AND PARTICLES, 
RESPECTIVELY. (I)-(J) SHIELDING OF THE CRACK TIP BY MICROCRACKS AND DISLOCATIONS, RESPECTIVELY. 
SOURCE: REF 8 



The principal mechanism for fatigue crack initiation in both ductile metals and brittle solids is the generation of 
permanent strains in the vicinity of the notch tip by kinematically irreversible deformation. The mechanisms of this 
permanent deformation can be as diverse as dislocation plasticity, microcracking, martensitic transformations, creep, 
interfacial sliding, crazing, or shear flow. 

Although the basic mechanisms of cyclic crack growth in ceramics are still preliminary and not clearly defined, two basic 
classes of mechanisms (Ref 9, 10) are possible where failure is associated with a dominant crack (in many materials, both 
types may operate in concert):  

• INTRINSIC MECHANISMS, WHERE, AS IN METALS, CRACK ADVANCE RESULTS FROM 
DAMAGE PROCESSES IN THE CRACK-TIP REGION THAT ARE UNIQUE TO CYCLIC 
LOADING (JUST AS STRIATION GROWTH UNDER CYCLIC LOADING IS DISTINCT FROM 
MICROVOID COALESCENCE OR CLEAVAGE UNDER MONOTONIC LOADING IN METALS).  

• EXTRINSIC MECHANISMS, WHERE THE CRACK-ADVANCE MECHANISM IS IDENTICAL TO 
THAT FOR MONOTONIC LOADING, BUT THE UNLOADING CYCLE PROMOTES 
ACCELERATED CRACK GROWTH BY REDUCING THE EFFECT OF CRACK-TIP SHIELDING.  

Schematics of both mechanisms are shown in Fig. 3. A few examples have been tentatively identified in real-world 
ceramics. For instance, the enhanced microcracking zones ahead of fatigue cracks in SiCw-Al2O3 composites at high 
temperatures (where SiCw represents SiC whiskers) may represent an intrinsic mechanism, and the wearing away of 
interlocking grain bridges in fatigue cracks in coarse-grained Al2O3 at ambient temperatures may be an extrinsic 
mechanism (Ref 10). Much more research is required to elucidate these mechanisms and to model them quantitatively 
before realistic guidelines can be established for designing ceramic microstructures that have improved fatigue resistance. 



 

FIG. 3 SCHEMATICS OF SOME POSSIBLE CRACK-ADVANCE MICROMECHANISMS THAT MAY OCCUR DURING 
CYCLIC FATIGUE CRACK GROWTH IN CERAMICS AND CERAMIC-MATRIX COMPOSITES. SOURCE: ADVANCED 
MATERIALS & PROCESSES, AUG 1993 

Tensile Fatigue Crack Growth. One of the first demonstrations of ceramic fatigue crack growth is based on tension-
tension cycling in a magnesia/partially stabilized zirconia (MgO-PSZ) ceramic (Fig. 1). Tests were conducted based on 
the premise that other inelastic deformation mechanisms may prevail in these materials, including microcracking, 
transforming, or transformation "plasticity" (Ref 2, 3). Data indicate that crack growth rates are a power-law function of 
the stress-intensity range ∆K, that they are sensitive to frequency and load ratio, and that they show evidence of crack 
closure analogous to behavior in metals (Ref 11). Cyclic deformation of MgO-PSZ ceramics has also been demonstrated 
(Ref 12). 



Compressive Load Fatigue. As previously mentioned, stable crack growth, attributable solely to cyclic stresses (even 
in the absence of embrittling environments), was first demonstrated for notched ceramics and ceramic composites under 
compressive loads (Ref 4, 5). During cyclic compressive loading, cracks display mode I behavior by advancing along the 
plane of the notch in a direction macroscopically perpendicular to the compression axis. This mode I fatigue crack growth 
in compression occurs in metals, hard materials (such as cemented carbides), ceramics, polymers, cement mortar, and a 
variety of organic and inorganic composites (Ref 4, 7, 13, 14, 15). Both crystalline and amorphous solids also have mode 
I fatigue crack growth behavior under cyclic compression, despite differences in their fatigue constitutive response and 
failure mechanisms. 

This fatigue crack growth phenomenon is regarded as a true mechanical fatigue effect on account of the following 
experimental observations:  

• Mode i fatigue crack growth occurs perpendicular to the compression axis in brittle solids subjected 
only to cyclic loads. Monotonic compressive stresses promote a splitting mode of failure parallel to the 
stress axis.  

• There is a gradual increase in crack length with an increase in the number of compression cycles.  
• Although an embrittling environment can modify the rate of crack growth, mode i fatigue fracture in 

cyclic compression is not a consequence of environmental effects in that it can take place even in a 
vacuum.  

• The rate of crack growth is strongly influenced by such mechanical fatigue variables as mean stress, 
stress range, and stress state.  

• Crack closure plays an important role in determining the rate of crack growth.  

Under compressive loading, if the deformation response of the material at the notch tip is characterized by the unloading 
path "B" in Fig. 4--where no permanent strains are retained upon unloading--no residual stresses are generated. However, 
if it is characterized by the unloading path "C" or "D" in Fig. 4--where permanent deformation occurs--large residual 
tensile stresses are generated locally at the notch tip. 

 

FIG. 4 IDEALIZED SCHEMATIC OF THE CONSTITUTIVE BEHAVIOR OF A BRITTLE SOLID IN CYCLIC 
COMPRESSION. PATH A: NON-LINEAR DEFORMATION DURING COMPRESSION LOADING. PATH B: THE 
IDEALIZED SITUATION WHERE MICROSCOPIC DEFORMATION IS FULLY REVERSIBLE. PATHS C AND D: 
UNLOADING BEHAVIOR WHERE PERMANENT STRAINS ARE RETAINED WITHIN THE DEFORMATION ZONE--PATH 
C FOR ELASTIC UNLOADING AND PATH D FOR LINEAR UNLOADING THAT IS BETWEEN PATHS B AND C. 

Constitutive models for metallic and ceramic materials have shown that the local tensile stresses are of sufficiently high 
magnitude to induce crack initiation perpendicular to the compression axis (i.e., along the plane of the notch). Because 
residual stresses are self-equilibrating, a tensile residual stress in the immediate vicinity of the notch tip is accompanied 



by a compressive residual stress field in regions away from the notch tip. The tensile residual field is fully embedded 
within a zone of material that is compressively stressed. 

As the fatigue crack advances from the notch tip, there is a progressive reduction in the extent of the residual tensile field 
and an increased level of crack closure due to the contacting fracture surfaces. These two factors lead to a gradual 
deceleration of the compression fatigue crack, with the crack arresting completely after propagating a certain distance "a" 
(Fig. 5). 

 

FIG. 5 SCHEMATIC REPRESENTATION OF FATIGUE CRACK LENGTH, A, AS A FUNCTION OF THE NUMBER OF 
COMPRESSION CYCLES, N 

The saturation crack growth distance can be as much as tens of millimeters in thin sheets of metals subjected to cyclic 
compression, whereas in ceramic materials it is typically a millimeter or less. The rate and total distance of compressive 
fatigue crack growth depends on variables such as grain size, reinforcement content, specimen geometry, notch geometry, 
environment, and the number of debris particles formed within the crack due to repeated contact between the crack faces 
in cyclic compression. Figure 6 shows the effect of debris removal after every 5000 compression cycles. 

 

FIG. 6 VARIATION OF FATIGUE CRACK LENGTH A, MEASURED FROM THE NOTCH TIP, AS A FUNCTION OF THE 
NUMBER OF COMPRESSION CYCLES IN -ALUMINA OF GRAIN SIZE = 18 M (CURVE A). CURVE B SHOWS 
THE INCREASE IN CRACK GROWTH RATES AS A CONSEQUENCE OF REDUCING CRACK CLOSURE BY THE 
REMOVAL OF DEBRIS PARTICLES FROME THE CRACK AFTER EVERY 5000 COMPRESSION CYCLES USING 



ULTRASONIC CLEANING. SOURCE: REF 4 

Experiments based on crack initiation in cyclic compression in ceramic composites have been useful in studying the 
effects of fatigue loads on the service life of structural ceramics (see, e.g., Ref 16). Consider, for example, the case of hot-
pressed Si3N4 that is reinforced with SiC whiskers. It is known that the addition of 20 to 30 vol% SiC to the Si3N4 matrix 
can lead to an increase in fracture toughness by more than a factor of two over that of the unreinforced matrix material. 
However, when the composite contains stress concentrations, the application of cyclic compressive loads causes fatigue 
cracks to initiate more easily in the composite than in monolithic Si3N4. This effect can be rationalized by noting that the 
stress-strain curve for the composite is more nonlinear than that for the matrix material. Unloading from a far-field 
compressive stress can promote a higher degree of permanent deformation which, in turn, may lead to larger residual 
tensile stresses ahead of the stress concentration. 

Mode I flaw growth ahead of stress concentrations also offers a capability to introduce controlled fatigue precracks in 
brittle materials prior to the determination of fracture toughness, creep crack growth, or fatigue crack growth in tension. 
An advantage of this technique is that fatigue cracks can be introduced in brittle solids such as ceramics and ceramic 
composites and in ductile metals, using similar cyclic compression test conditions and specimen geometries. Furthermore, 
the cyclic compression precracking method is the only known technique for introducing fatigue precracks in 
circumferentially notched cylindrical rods of brittle solids (which are used for quasistatic and dynamic mode I and mode 
III fracture tests). A drawback of this method, however, is that the depth of the fatigue crack is typically less than a 
millimeter in brittle solids. 

Cyclic Damage Zone. The phenomenon of crack growth under cyclic compression is a consequence of the development 
of a cyclic damage zone ahead of the stress concentration. Cyclic damage zones evolve when permanent strains are 
retained within the deformation zone ahead of a flaw or a notch. The evolution of permanent strains in the damage zone is 
evident from the existence of open microcracks in the fully unloaded state. 

Fatigue damage zones develop ahead of cracks subjected to tensile or compressive loads. Cyclic damage in tensile fatigue 
of ceramics is qualitatively similar to that in metals. However, the cyclic damage zone from microcracking in ceramics is 
significantly smaller than the reverse plastic zone for a metal or elastic-plastic solid. 
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Fatigue of Brittle Materials 

Ceramic Fatigue Data 

Fatigue data for ceramics are extremely limited. While stress or strain versus life (S/N) data have been developed for 
many monolithic ceramics (Ref 17, 18), there have been only a few studies of the cyclic constitutive behavior. Similar 
information for ceramic-matrix composites is also hard to find, although the situation is improving. A few laboratories are 
generating fatigue crack propagation data for many monolithic and composite ceramic systems. Traditional metal-fatigue 
variables, such as mean stress (Ref 19), variable-amplitude loading (Ref 17), and environment (Ref 20), are also 
beginning to be studied. Other current research is documented in the articles listed in "Selected References" at the end of 
this article. 

Test results show that the fatigue effect can be significant in many ceramics. For example, fatigue thresholds are generally 
as low as 50% of the material's fracture toughness, KIc, and the velocities of cyclic-fatigue cracks in ceramics can exceed 
those produced under sustained (static fatigue) loading at the same stress intensity by many orders of magnitude. 

Although the fatigue database is rapidly expanding, little work has been done on crack-initiation phenomena. Some 
limited studies have addressed ceramic fatigue at high temperatures (Ref 21, 22), but little work has addressed the effects 
of environment on ceramic fatigue at high temperatures. The preliminary work that has been done suggests that creep 
under sustained loading might predominate over cyclic fatigue for some ceramic materials at very high temperatures. 

Fatigue Crack Growth Testing. The general method of fatigue crack growth testing of ceramics can be identical to that 
given in ASTM Standard E 647-86A for measuring fatigue crack growth rates in metallic alloys. Crack growth rates are 
determined between approximately 10-11 m/cycle (close to the fatigue threshold ∆KTH) and 10-5 m/cycle (approaching 
instability). They are measured under either manual or computer-controlled K-decreasing and K-increasing conditions, 
with a normalized K-gradient set typically at about 0.08 mm-1. 

The creation of the precrack is perhaps the most critical aspect of the test, because it is extremely difficult to directly 
initiate a precrack in a machined notch of a ceramic without breaking the sample. Precracking is successfully done using 
cyclic compression loads, but the practice is not always reliable for all tests. Another technique is to machine a wedge-
shaped starter notch into the specimen and apply a low-frequency cyclic load (e.g., a 50 Hz sine wave) at a load ratio of 
about 0.1 until crack growth of any degree is electronically detected. Loading is then immediately reduced. This 
precracking process may take as long as several days and is where most inadvertent failures occur. However, once a 
through-thickness crack of several millimeters in length has been obtained, further crack growth testing is comparatively 
routine. 

Typical fatigue crack growth data are shown in Fig. 7 for MgO-PSZ ceramics with varying levels of toughness by 
heat treatment (Ref 3). The data indicate a conventional Paris-law relation, da/dN-∆K, with a log-log slope (m) of 21 to 
42, compared to an m value of 2 to 4 for most metals. Table 2 is a summary of tensile fatigue crack growth characteristics 
of a variety of ceramic materials. A comparison with metal alloys is shown in Fig. 8. 

TABLE 2 A SURVEY OF SOME EXPERIMENTAL RESULTS ON TENSION OR FULLY REVERSED 
FATIGUE OF CERAMIC MATERIALS 



MATERIAL  TEST CONDITIONS  C  M  ∆K 
RANGE  

AL2O3 (99% PURE)(A)  νC = 5 HZ, R = -1.0, ROOM 
TEMPERATURE  

1.1 × 10-

11  
14±5  2.7-4.0  

νC = 0.13 HZ, R = 0.15, T = 1050 °C  2.8 × 10-

10  
10  1.0-3.0  AL2O3 (90% PURE)(B)  

νC = 2 HZ, R = 0.15, T = 1050 °C  6.3 × 10-

11  
8  2.0-3.5  

MG-PSZ (OVER-AGED)(C)  νC = 50 HZ, R = 0.1, ROOM 
TEMPERATURE  

2.0 × 10-

14  
21  1.5-2.1  

MG-PSZ (PEAK 
STRENGTH)(C)  

νC = 50 HZ, R = 0.1, ROOM 
TEMPERATURE  

5.7 × 10-

28  
24  5.2-7.2  

νC = 0.1 HZ, R = 0.15, T = 1400 °C  4.5 × 10-

10  
7  3.5-6.0  AL2O3-33VOL%SIC 

WHISKERS(D)  
νC = 2 HZ, R = 0.15, T = 1400 °C  4.0 × 10-

10  
4  3.5-6.0  

Note: C, ∆K, and m are the material constants in the Paris relationship for fatigue crack growth, da/dN = C(∆K)m. C and ∆K are listed 
in units of m cycle, (MPa m )-m and MPa m , respectively. 

Source: Ref 8 

(A) DIRECT PUSH-PULL TESTS ON WEDGE-OPENING LOAD SPECIMENS WITH ∆K = KMAX. 
(B) FOUR-POINT FLEXURE SPECIMENS. 
(C) COMPACT TENSION SPECIMENS. THE PEAK STRENGTH AND PEAK TOUGHNESS OF MGO-

PSZ WERE OBTAINED BY HEAT TREATING AT 1100 °C FOR 3 AND 7 H, RESPECTIVELY. 
(D) FOUR-POINT FLEXURE SPECIMENS.  



 

FIG. 7 CYCLIC FATIGUE CRACK GROWTH BEHAVIOR, IN TERMS OF GROWTH RATES PER CYCLE, DA/DN, AS A 
FUNCTION OF THE STRESS INTENSITY RANGE, ∆K, FOR MGO-PSZ, SUBEUTECTOID AGED TO A RANGE OF KC 
TOUGHNESSES FROM 2.9 TO 15.5 MPA m . DATA WERE OBTAINED ON C(T) SAMPLES IN A ROOM-AIR 
ENVIRONMENT AT 50 HZ FREQUENCY WITH A LOAD RATIO (R = KMIN/KMAX) OF 0.1. SOURCE: REF 3 



 

FIG. 8 FATIGUE-CRACK PROPAGATION BEHAVIOR OF A NUMBER OF MGO-PSZ CERAMICS AND A COPPER-
IMPREGNATED GRAPHITE MATERIAL COMPARED WITH THAT OF SIMILAR-STRENGTH STEEL AND ALUMINUM 
ALLOYS. SOURCE: REF 17, 18 

Fractographic features of ceramic fatigue failures resemble monotonic overload failures, because fatigue fracture in 
ceramics is predominantly transgranular with no evidence of fatigue striations. This is one reason that it was previously 
held that there are no cyclic fatigue effects in ceramics. However, cyclic loads do have a real effect on the fracture 
resistance of ceramics. A comparison of the rates of fatigue crack growth measured under cyclic loads with rates of stress-
corrosion cracking measured under sustained loads at comparable stress intensities indicated that cyclic crack growth 
rates in ceramics can be many orders of magnitude faster, and can occur at stress intensities far lower than that required 
for sustained-load cracking (Ref 2, 3). This is illustrated in Fig. 9 for mid-toughness MgO-PSZ tested in moist air. Here, 
cyclic crack velocities plotted as a function of time (da/dt) are compared with corresponding stress-corrosion crack 
velocities measured under sustained loads. At equivalent K-levels, cyclic crack growth rates can be seen to be up to seven 
orders of magnitude faster under cyclic loads. 



 

FIG. 9 SUBCRITICAL CRACK GROWTH BEHAVIOR IN MGO-PSZ SHOWING A COMPARISON OF CYCLIC CRACK 
VELOCITIES, DA/DT, FROM THE PRESENT STUDY WITH SUSTAINED-LOAD CRACKING DATA OF BECHER FOR 
55% RELATIVE HUMIDITY AIR AND DISTILLED WATER. NOTE HOW FATIGUE-INDUCED CRACK GROWTH IS 
MUCH FASTER THAN ENVIRONMENTALLY ASSISTED CRACK GROWTH UNDER MONOTONIC LOADING 
CONDITIONS. SOURCE: REF 2 
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Fatigue of Brittle Materials 

High-Temperature Fatigue 

High-performance ceramics are being developed as candidate materials for structural components capable of operating at 
elevated temperatures. However, very little experimental information exists on the resistance of these materials to cyclic 
loads at elevated temperatures. This lack of data is partly a reflection of the difficulties in conducting crack growth 
experiments at temperatures typically in excess of 1000 °C. A limited amount of experimental work conducted in the 
1970s (Ref 23, 24) indicated that the rates of cyclic crack growth in some ceramic materials at elevated temperatures can 
be derived on the basis of the time-integration of static crack growth data (with the time to failure in fatigue expressed by 
an integral number of cycles plus a fraction of a cycle). However, more comprehensive experimental studies on both 
monolithic ceramics and ceramic composites have shown that, in general, cyclic crack growth rates cannot be predicted 
on the basis of static crack growth results (Ref 16, 21, 25). In addition, transmission electron microscopy of the crack-tip 
damage zones indicate differences in microscopic failure mechanisms between static and cyclic crack growth. 

Typical fatigue crack growth characteristics (in the Paris regime) of a 90% pure alumina (grain size range = 2-10 m) in 
1050 °C air environment are listed in Table 2. Also presented in this table are similar results for an Al2O3/33 vol% SiCw 
composite fatigue tested in 1400 °C. Both these materials exhibit subcritical crack growth with Paris exponents that are 
significantly lower than those listed in Table 2 for the other ceramic materials at room temperature. 

Figure 10 illustrates the effect of load ratio R and cyclic frequency on the elevated-temperature fatigue crack growth 
behavior of fiber-reinforced alumina (Ref 21). The influence of R on crack growth in this material is similar to that seen 
in ductile metals in the near-threshold regime of fatigue. Figure 11 shows the crack velocity da/dt for the composite as a 
function of the stress intensity factor KI under monotonic loads in air at high temperature. In Fig. 11, the crack velocities 
under cyclic loads are lower than those under static loads. Furthermore, the cyclic crack growth response is affected by 
the frequency of the stress cycle. A similar behavior is also found for the 90% pure alumina ceramic (Fig. 12). The 
differences between static and cyclic crack growth response seen in Fig. 11 and 12 cannot be explained on the basis of the 
time-dependent crack growth models presented by Evans and Fuller (Ref 23), or by a time-integration model, all of which 
assume that the static and cyclic crack growth mechanisms are identical. The trend of slower fatigue crack growth under 
cyclic tensile loads than in monotonic tension (flexure) is also counter to that seen for room-temperature tests where 
tension-compression fatigue loads accelerate crack growth rates compared to the static load. 



 

FIG. 10 CRACK GROWTH CHARACTERISTICS OF AL2O3-33 VOL% SIC WHISKER COMPOSITE IN 1400 °C AIR. 
SOURCE: REF 21 

 

FIG. 11 CRACK GROWTH VELOCITY DA/DT PLOTTED AS A FUNCTION OF THE STRESS INTENSITY FACTOR (KI 
OR KMASS) FOR STATIC AND CYCLIC LOAD FRACTURE IN AL2O3-33 VOL% SIC COMPOSITE IN AIR AT 1400 °C. 



SOURCE: REF 21 

 

FIG. 12 EXPERIMENTALLY DETERMINED SUSTAINED-LOAD CRACK VELOCITY AS A FUNCTION OF KI FOR 90% 
PURE ALUMINA IN 1050 °C AIR. SOURCE: REF 8 

In commercially synthesized alumina, such as the 90% pure alumina for which results are shown in Table 2, the grain-
boundary regions consist of an amorphous phase that is introduced during fabrication. Upon exposure to elevated 
temperature, the amorphous phase becomes viscous. The flow of the glass phase (under the influence of an applied stress) 
along grain boundaries imparts a nonlinear (creep) deformation at the crack tip. The resultant crack-tip damage causes 
crack growth to occur under both static and cyclic loading conditions. The overall mechanisms of monotonic and cyclic 
fracture are thus very similar. However, the pumping of the molten glass film within the crack by the cyclic loads (which 
squeeze the film out of the crack) and the fretting contact between the crack faces due to crack closure are processes 
specific to fatigue. Furthermore, the strain-rate sensitivity of the viscous flow of the amorphous film, in conjunction with 
the time dependence of environmental interactions with SiCw, renders the crack growth process frequency-sensitive under 
cyclic loads. Recent work (Ref 25) has shown that in fine-grained alumina ceramics of very high purity (i.e., with little 
pre-existing amorphous phases at grain boundaries), the propensity for stable crack growth is essentially suppressed under 
both static and cyclic loading conditions. The pre-existing amorphous films along grain boundaries thus appear to play a 
major role in governing the quasistatic and cyclic crack growth characteristics of monolithic alumina and in determining 
the differences in apparent crack growth rates between monotonic and fatigue fracture. 

In certain materials, such as Al2O3-SiCw composite, the oxidation of SiCw at temperatures typically above 1250 °C can 
lead to the formation of an amorphous glass phase, even if the material retains essentially no amorphous phases after 
processing. The molten flow of this glass phase causes cavities to nucleate and grow along the whisker-matrix interface 
and matrix grain boundaries. The resulting development of microscopic flaws in the composite is manifested as a diffuse 
microcrack zone ahead of a tensile fatigue crack. The presence of open microcracks in the fully unloaded state is 
indicative of the development of permanent strains within the crack-tip damage zone. Cyclic loads affect the viscous flow 
of the glass phase and the resulting interfacial cavitation in different ways than monotonic loads. Furthermore, bridging of 
the faces of the microcracks by the whiskers (and the associated crack closure effect) or frictional sliding along the 



debonded matrix-whisker interface in the damage zone ahead of the crack tip may modify the near-tip stress intensity 
factor under cyclic loads differently than under monotonic loads. 

Summary. In summary, a limited amount of experimental work conducted in the 1970s on ceramic materials in the 
elevated-temperature environment indicated that any apparent cyclic fatigue effect might merely be a manifestation of 
creep crack growth, and that cyclic crack growth rates could be predicted on the basis of static fracture data because of the 
overall similarity in the mechanisms of failure under static and cyclic loads. However, in recent years, more controlled 
experiments covering a wider range of test variables, microstructures, and temperatures have shown that, in general, 
cyclic crack growth data are distinct from sustained load fracture results (Ref 17, 18, 19). The following general trends 
are observed with elevated-temperature crack growth (Ref 8):  

• STATIC-LOAD CRACKS PROPAGATE MUCH FASTER THAN CYCLIC FATIGUE CRACKS IN 
CERTAIN CERAMICS UNDER SPECIFIC CONDITIONS OF TEMPERATURE, FREQUENCY, 
ETC., WHEREAS THE REVERSE MAY BE SEEN UNDER DIFFERENT CONDITIONS.  

• CRACK GROWTH UNDER BOTH STATIC AND CYCLIC TENSILE LOADS OCCURS BY A 
PREDOMINANTLY INTERGRANULAR FAILURE MODE.  

• CYCLIC CRACK GROWTH RATES ARE SENSITIVE TO BOTH THE LOADING RATE (I.E., 
TEST FREQUENCY) AND WAVEFORM. AN INCREASE IN TEST FREQUENCY RESULTS IN A 
DECREASE IN CRACK VELOCITIES, BECAUSE THE CRACK IS SUBJECTED TO A SMALLER 
AMOUNT OF TIME AT THE PEAK TENSILE STRESS. AS THE FREQUENCY IS REDUCED OR 
THE MAXIMUM STRESS INTENSITY FACTOR IS RAISED, THE CYCLIC FRACTURE DATA 
BEGIN TO APPROACH THE STATIC FRACTURE DATA. CYCLIC LOAD WAVEFORMS WITH 
INCREASING HOLD-TIMES AT THE PEAK TENSILE STRESS BRING THE FATIGUE LIFE 
CLOSER TO THE STATIC LIFETIME AT COMPARABLE VALUES OF MAXIMUM APPLIED 
STRESS (REF 21, 22).  

• THE PRESENCE OF A GLASS PHASE ALONG THE GRAIN BOUNDARIES HAS A STRONG 
EFFECT ON THE MECHANISMS OF CRACK GROWTH. WHILE STABLE CRACK GROWTH 
OCCURS IN THE 90% PURE ALUMINA OVER A RANGE OF STRESS INTENSITY FACTOR 
SPANNING 1.5 TO 5 MPA m , SUCH SUBCRITICAL FRACTURE IS ESSENTIALLY 
SUPPRESSED IN A FINE-GRAINED, 99.9% PURE ALUMINA, APPARENTLY DUE TO THE 
ABSENCE OF A CRITICAL AMOUNT OF GLASS PHASE.  

• IT IS NOT POSSIBLE TO PREDICT ACCURATELY THE CYCLIC CRACK GROWTH RATES ON 
THE BASIS OF STATIC DATA.  

Fracture patterns from both static and cyclic crack growth are characterized by microscopically undulating fracture paths 
along grain boundaries, periodic branching or jumping of the crack front, bridging of the crack faces by ligaments of the 
viscous amorphous film, and bridging of the crack faces by grain facets. However, under cyclic loading conditions, 
further changes in the effective driving force seem to take place as a consequence of:  

• THE FORMATION OF DEBRIS PARTICLES OF THE ALUMINA CERAMIC DUE TO REPEATED 
CONTACT BETWEEN THE CRACK FACES  

• FRETTING AND INCREASED (ROUGHNESS-INDUCED) CRACK CLOSURE ARISING FROM 
MISMATCH BETWEEN FRACTURE SURFACE ASPERITIES  

• "SQUEEZING OUT" OF THE AMORPHOUS GLASS FILM AND DEBRIS PARTICLES FROM 
WITHIN THE CRACK BY THE PUMPING ACTION OF THE CRACK WALLS  

• THE DEPENDENCE OF VISCOUS DEFORMATION WITHIN THE GLASS PHASE ON THE 
LOADING RATE AND CYCLIC FREQUENCY  
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Fatigue of Brittle Materials 

Life Prediction 

Life prediction is a major problem for ceramics or ceramic-matrix composites. Because the measured slopes (exponents) 
of fatigue crack growth rate data (Fig. 8) and the reciprocal slopes of S/N curves are so large, the sensitivity of projected 
life to applied stress can be unacceptably high. Life prediction is further complicated by "small" fatigue cracks that can 
grow at rates far higher than those for equivalent long cracks and at applied stress intensities far below the long-crack 
threshold (Fig. 13, 14). "Small" in this context is defined relative to the size of the equilibrium or steady-state shielding 
zone (i.e., comparable in size to the extent of the crack bridging zone in the wake of the crack tip). The explanation for 
this seemingly anomalous behavior is that small cracks, by virtue of their limited wake, are unable to develop the same 
extent of crack-tip shielding. (The effect is identical to the small-crack effect widely reported for metals, where fatigue 
crack closure provides the dominant shielding mechanism.) 



 

FIG. 13 SMALL-CRACK GROWTH RATES AS A FUNCTION OF APPLIED STRESS INTENSITY (KMAX OF THE 
LOADING CYCLE) FOR A SICW-AL2O3 COMPOSITE. THE SMALL CRACKS PROPAGATE AT APPLIED STRESS 
INTENSITY LEVELS WELL BELOW THE LONG-CRACK THRESHOLD, ∆KTH, AND SHOW AN APPARENT NEGATIVE 
DEPENDENCY ON KMAX. SOURCE: REF 17, 18 

 

FIG. 14 SMALL-CRACK GROWTH OF MGO-PSZ CERAMIC WITH A MID-TOUGHNESS (KC~10 MPA m ) 
MICROSTRUCTURE. SOURCE: REF 17, 18 

With detailed knowledge and quantitative modeling of the shielding mechanism, it is often possible to normalize long- 
and small-crack data by characterizing them in terms of the near-tip or net stress intensity (i.e., after subtracting the stress 
intensity due to shielding) (Ref 48). However, it is questionable whether this technique is practical for routine engineering 
use with ceramics in actual service. 

Fracture Mechanic Lifetime Prediction Compared with That for Metals. In safety-critical applications of metals, 
damage-tolerant design and life-prediction procedures generally rely on the integration of crack velocity/stress intensity 
(da/dN vs. ∆K) curves to estimate the time or number of cycles for a presumed initial defect of size ao to grow to critical 
size, ac (Eq 1). The cracked structure is subjected to an alternating stress, ∆σ, and the applied (far-field) stress-intensity 
factor K can be defined in terms of the applied stress, , and a geometry factor, Q, so that:  



DA/DN = C∆KM = C[Q∆ ]M  
(EQ 1) 

WHERE K = Q   
(EQ 2) 

The projected number of cycles, Nf, to grow a crack to critical size is then given by:  

  

(EQ 3) 

assuming a crack growth relationship of the form of Eq 1, where m 2. 

Although crack growth data are now available for many advanced materials, the approach may prove difficult to apply in 
practice because of the large power-law dependence of growth rate on stress intensity, which implies that the projected 
life will be proportional to the reciprocal of the applied stress raised to a large power. So, for example, for metallic 
structures (m ~2 to 4), a factor of two increase in applied stress, σ, reduces the projected life, Nf, by roughly an order of 
magnitude. For intermetallic structures (m ~10), the reduction may be three orders of magnitude. And, for ceramic 
structures, where m generally exceeds 20 (and can be as high as 50 to 100), a factor of two increase in applied stress 
reduces the projected life by 6 to 30 orders of magnitude. 

Thus, conventional damage-tolerant criteria for ceramics imply that marginal differences in assumptions of in-service 
stresses will lead to significant variations in component life projections. Furthermore, any fluctuation of applied stress or 
the imposition of overloads (which are frequently encountered in service) may also result in highly nonconservative 
design lives. Use of this approach also is complicated by two other facts:  

• ACCEPTABLE PROJECTED LIFE FOR THE CERAMIC MAY BE GUARANTEED ONLY BY 
RESTRICTING THE INITIAL DEFECT TO AN EXTREMELY SMALL SIZE.  

• IT IS DIFFICULT TO INCLUDE SMALL-CRACK EFFECTS.  

Fatigue Threshold. An alternative to the fracture mechanics approach is to redefine the critical crack size, ac, in terms 
of the fatigue threshold, ∆KTH, below which crack growth is presumed to be dormant. This is essentially a crack-initiation 
criterion, where ∆KTH is taken as the effective toughness, rather than the fracture toughness Kc. However, this procedure 
does not address small-crack effects, which may arise at loads considerably below those required for the growth of long 
cracks. 

Also, as for many high-strength metallic materials, crack-initiation effects in ceramics and intermetallics may involve a 
very significant portion of lifetime under alternating loads. Therefore, despite its potential limitations, the fracture 
mechanics approach provides results that are typically highly conservative in the sense that they assume crack growth 
from the first loading cycle. Although the degree of this conservatism is difficult to quantify, due in part to the paucity of 
data from crack-initiation studies, the disadvantages of the approach may in fact be considerably outweighed by 
neglecting the cycles required for initiation. As a result, selection of a damage-tolerant methodology is currently on a 
case-by-case basis, with the choice often affected by the requirements of specific regulatory agencies. 

S/N Data. The importance of fatigue crack initiation does, however, suggest an additional design criterion for ceramic 
components. This more traditional approach is based on S/N data. In addition to simple consideration of the fatigue limit, 
a more sophisticated methodology might include a damage mechanics assessment that uses detailed finite-element stress 
analyses for components of complex shape, and a statistical evaluation of the pre-existing defect population. While 
currently limited to large structures where numerous defects may be present, this approach also could be appropriate for 
small ceramic parts. 

Fatigue and Bioceramics. The susceptibility of ceramics to fatigue degradation under cyclic loading has important 
consequences for bioceramics. While some life predictions involving static (environmentally enhanced) fatigue of 
ceramics for artificial joint applications have been conducted, very little cyclic fatigue data and few life prediction 



procedures exist for ceramics operating under physiological loads and environments. Such analyses are crucial for reliable 
use of bioceramics. For example, artificial prostheses such as pyrolytic-carbon heart-valve devices must be designed for 
fatigue lives longer than patient life; because the human heart typically beats 38 million times each year, fatigue life must 
exceed 1 billion cycles. Indeed, several recent structural failures of mechanical heart valves manufactured from pyrolytic 
carbon have been attributed to progressive fracture by fatigue (Ref 48). Note, however, that the morphology of fracture 
surfaces formed under cyclic loading conditions in ceramics is almost identical to that produced by fracture itself. This 
resemblance, which indicates that fracture and fatigue crack-advance mechanisms are similar, greatly complicates failure 
analysis. References 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, and 48 provide 
information on fatigue and fracture of bioceramic materials. 

 
References cited in this section 

17. R.O. RITCHIE AND R.H. DAUSKARDT, CYCLIC FATIGUE OF CERAMICS: A FRACTURE 
MECHANICS APPROACH TO SUBCRITICAL CRACK GROWTH AND LIFE PREDICTION, J. 
CERAM. SOC. JPN., VOL 99, 1991, P 1049-1062 

18. H. KISHIMOTO, CYCLIC FATIGUE IN CERAMICS, JSME INT. J., VOL 34, 1991, P 393-403 
26. S.M. BARINOV AND Y.V. BASCHENKO, APPLICATION OF CERAMIC COMPOSITES AS 

IMPLANTS: RESULT AND PROBLEM, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY 
(FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 206-210 

27. S.M. BARINOV AND M.A. MALKOV, DYNAMIC FATIGUE OF BETA TRICALCIUM PHOSPHATE 
BIOCERAMICS, J. MATER. SCI. LETT., VOL 12 (NO. 13), 1993, P 1039-1040 

28. K.J. CHILLAG, E. BERG, G. HEIMKE, AND E. LUNCEFORD, JR., THE LINDENHOF ACETABULAR 
COMPONENT: AN 11 YEAR FOLLOW-UP STUDY, BIOCERAMICS, VOL 2, SEPT 1989, P 429-435 

29. G. GASSER, W. MILLER, AND R. MATHYS, JR., PRELIMINARY TESTS TO DETERMINE THE 
INFLUENCE OF STERILIZATION AND STORAGE ON COMPRESSIVE STRENGTH OF 
HYDROXYAPATITE CYLINDERS, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY 
(FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 491-496 

30. G. HEIMKE, RECENT DEVELOPMENTS IN BIOCERAMICS, ENGINEERING CERAMICS, VOL 3, 
CONF. PROC. EURO-CERAMICS (MAASTRICHT, THE NETHERLANDS, 18-23 JUNE 1989), 
ELSEVIER SCIENCE PUBLISHERS, ESSEX, U.K., 1989 

31. S.F. HULBERT, M.A. WACK, AND D.L. POWERS, THE BIOCOMPATIBLE AND MECHANICAL 
EVALUATION OF A COMPOSITE HIP SYSTEM, BIOCERAMICS, VOL 2, SEPT 1989, P 330-340 

32. T. KASUGA AND K. NAKAJIMA, MECHANICAL PROPERTIES OF BIOACTIVE GLASS-
CERAMICS/TETRAGONAL ZIRCONIA COMPOSITES, BIOCERAMICS, VOL 2, SEPT 1989, P 303-
310 

33. R. MONGIORGI, C. PRATI, E. TOSCHI, AND G. BERTOCCHI, TENSILE BOND STRENGTH OF 
DENTAL PORCELAIN TO DENTAL COMPOSITE RESINS, CONF. PROC. BIOCERAMICS AND THE 
HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 
1992, P 265-269 

34. G. MONTICELLI, L. ROMANINI, AND O. MORESCHINI, A REVIEW ON THE ASEPTIC TOTAL HIP 
REPLACEMENT FAILURES, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, 
ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 35-45 

35. P. PASSI, CLINICAL RESULTS OF INTRA MOBILE ZYLINDER DENTAL IMPLANTS, CONF. 
PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER 
APPLIED SCIENCE, ESSEX, U.K., 1992, P 107-112 

36. H. PLENK, JR., M. BOHLER, M. SALZER, K. KNAHR, AND A. WALTER, 15 YEARS' EXPERIENCE 
WITH ALUMINA-CERAMIC TOTAL HIP-JOINT ENDOPROSTHESES: A CLINICAL, 
HISTOLOGICAL AND TRIBOLOGICAL ANALYSIS, CONF. PROC. BIOCERAMICS AND THE 
HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 
1992, P 17-25 

37. C. PRATI, G. MONTANARI, E. TOSCHI, AND A. SAVINO, DIRECT COMPOSITE-CERAMIC 



RESTORATIONS: A CLINICAL STUDY, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY 
(FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 113-117 

38. E. RAVAGLI AND E. MAGGIORE, FINITE ELEMENT ANALYSIS OF A CERAMIC HIP-JOINT 
HEAD AND ITS FAILURE MODE DUE TO A CRACK IN THE MATERIAL, CONF. PROC. 
BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED 
SCIENCE, ESSEX, U.K., 1992, P 477-485 

39. A. RAVAGLIOLI AND A. KRAJEWSKI, SKELETAL IMPLANTS: FROM METALS, TO POLYMERS, 
TO CERAMICS, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 
APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 1-16 

40. L. SEDEL, L. KERBOULL, P. CHRISTEL, A. MEUNNIER, AND J. WITVOET, RESULTS AND 
SURVIVAL ANALYSIS OF ALUMINA-ALUMINA TOTAL HIP PROSTHESIS IN ACTIVE 
PATIENTS UNDER 50, BIOCERAMICS, VOL 2, SEPT 1989, P 421-428 

41. F. SERNETZ, TRANSLUCENT ALUMINA FOR ORTHODONTIC APPLICATION, BIOCERAMICS, 
VOL 2, SEPT 1989, P 180-192 

42. L. SPECCHIA, A. MORONI, L. PONZIANI, G. ROLLO, S. PAVONE, AND V. VENDEMIA, HIP 
ANATOMICAL UNCEMENTED CERAMIC ARTHROPLASTY (ANCA): RESULTS AT A 3 YEARS 
FOLLOW-UP, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 
1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 124-129 

43. M.V. SWAIN AND V. ZELIZKO, COMPARISON OF STATIC AND CYCLIC STRESSING OF 
ALUMINA IN RINGER'S SOLUTION, BIOCERAMICS, VOL 2, SEPT 1989, P 135-144 

44. A. TONI, A. SUDANESE, P.P. MONTINA, ET AL., BIO-FUNCTIONAL ADAPTIVE BEHAVIOR TO 
CERAMIC IMPLANTS, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 
2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 26-34 

45. M. WINTER, P. GRISS, G. SCHELLER, AND T. MOSER, 10-14 YEARS RESULTS OF A CERAMIC-
METAL-COMPOSITE HIP PROSTHESIS WITH A CEMENTLESS SOCKET, BIOCERAMICS, VOL 2, 
SEPT 1989, P 436-444 

46. J.G.C. WOLKE, C.P.A.T. KLEIN, AND K. DE GROOT, BIOCERAMICS FOR MAXILLOFACIAL 
APPLICATIONS, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 
APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 166-180 

47. F. ZAROTTI, SOLVING OF PROSTHETIC PROBLEMS THROUGH BIOCERAMICS, CONF. PROC. 
BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED 
SCIENCE, ESSEX, U.K., 1992, P 46-48 

48. R.H. DAUSKARDT ET AL., JOURNAL BIOMEDICAL MATERIALS RESEARCH, VOL 28, 1994, P 791-
804 

Fatigue of Brittle Materials 

References 

1. A.G. EVANS, FATIGUE IN CERAMICS, INT. J. FRACT., VOL 16, 1980, P 485-498 
2. R.H. DAUSKARDT, W. YU, AND R.O. RITCHIE, FATIGUE CRACK PROPAGATION IN 

TRANSFORMATION-TOUGHENED ZIRCONIA CERAMIC, J. AM. CERAM. SOC., VOL 70, 1987, P 
C-248 TO C-252 

3. R.H. DAUSKARDT, D.B. MARSHALL, AND R.O. RITCHIE, J. AM. CERAM. SOC., VOL 73 (NO. 4), 
APRIL 1990, P 893-903 

4. L. EWART AND S. SURESH, J. MATER. SCI. LETT., VOL 5, 1986, P 774 
5. L. EWART AND S. SURESH, J. MATER. SCI., VOL 22, 1987, P 1173 
6. J.R. BROCKENBROUGH AND S. SURESH, J. MECH. PHYS. SOLIDS, VOL 35, 1987, P 721 
7. S. SURESH AND J.R. BROCKENBROUGH, ACTA METALL., VOL 36, 1988, P 1455 
8. S. SURESH, FATIGUE CRACK GROWTH IN BRITTLE MATERIALS, J. HARD MATER., VOL 2 (NO. 



1-2), 1991, P 29-54 
9. R.O. RITCHIE ET AL., CYCLIC FATIGUE-CRACK PROPAGATION, STRESS-CORROSION, AND 

FRACTURE-TOUGHNESS BEHAVIOR IN PYROLYTIC CARBON-COATED GRAPHITE FOR 
PROSTHETIC HEART VALVE APPLICATIONS, J. BIOMED. MATER. RES., VOL 24, 1990, P 189-206 

10. R.H. DAUSKARDT, A FRICTIONAL-WEAR MECHANISM FOR FATIGUE-CRACK GROWTH IN 
GRAIN BRIDGING CERAMICS, ACTA METALL. MATER., VOL 41, 1993, P 2765-2781 

11. R.O. RITCHIE, MECHANISMS OF FATIGUE CRACK PROPAGATION IN METALS, CERAMICS 
AND COMPOSITES: ROLE OF CRACK-TIP SHIELDING, MATER. SCI. ENG., VOL 103A, 1988, P 15-
28 

12. K.J. BOWMAN, P.E. REYES-MOREL, AND I-WEI CHEN, REVERSIBLE TRANSFORMATION 
PLASTICITY IN UNIAXIAL TENSION COMPRESSION CYCLING OF MG-PSZ, ADVANCED 
STRUCTURAL CERAMICS, VOL 78, MATERIALS RESEARCH SOCIETY SYMPOSIUM PROCEEDINGS, 
1987, P 75-88 

13. S. SURESH AND L.A. SYLVA, MATER. SCI. ENG., VOL 83, 1986, P L7 
14. S. SURESH, INT. J. FRACT., VOL 42, 1990, P 41-56 
15. S. SURESH AND L. PRUITT, DEFORMATION, YIELD AND FRACTURE OF POLYMERS, R.J. 

YOUNG, ED., THE PLASTICS AND RUBBER INSTITUTE, LONDON, 1991, P 32-1 TO 32-4 
16. S. SURESH, MECHANICS AND MICROMECHANISMS OF FATIGUE CRACK GROWTH IN 

BRITTLE SOLIDS, INT. J. FRACT., VOL 42, 1990, P 41-56 
17. R.O. RITCHIE AND R.H. DAUSKARDT, CYCLIC FATIGUE OF CERAMICS: A FRACTURE 

MECHANICS APPROACH TO SUBCRITICAL CRACK GROWTH AND LIFE PREDICTION, J. 
CERAM. SOC. JPN., VOL 99, 1991, P 1049-1062 

18. H. KISHIMOTO, CYCLIC FATIGUE IN CERAMICS, JSME INT. J., VOL 34, 1991, P 393-403 
19. R.H. DAUSKARDT ET AL., CYCLIC FATIGUE-CRACK PROPAGATION IN A SILICON-CARBIDE 

WHISKER-REINFORCED ALUMINA COMPOSITE: ROLE OF LOAD RATIO, J. MATER. SCI., VOL 
28, 1993, P 3258-3266 

20. D.S. JACOBSON AND I-WEI CHEN, MECHANICAL AND ENVIRONMENTAL FACTORS IN THE 
CYCLIC AND STATIC FATIGUE OF SI3N4, J. AM. CERAM. SOC., VOL 76, 1993 

21. L.X. HAN AND S. SURESH, HIGH TEMPERATURE FAILURE ON AN AL2O3-SIC COMPOSITE 
UNDER CYCLIC LOADS: MECHANISMS OF FATIGUE CRACK-TIP DAMAGE, J. AM. CERAM. 
SOC., VOL 72, 1989, P 1233-1238 

22. S. SURESH, FATIGUE OF MATERIALS, CAMBRIDGE UNIVERSITY PRESS, 1991, P 451-455 
23. A.G. EVANS AND E.R. FULLER, CRACK PROPAGATION IN CERAMIC MATERIALS UNDER 

CYCLIC LOADING CONDITIONS, METALL. TRANS. A, VOL 5, 1974, P 27-33 
24. A.G. EVANS, L.R. RUSSELL, AND D.W. RICHERSON, SLOW CRACK GROWTH IN CERAMIC 

MATERIALS AT ELEVATED TEMPERATURES, METALL. TRANS. A, VOL 6, 1975, P 707-716 
25. S. SURESH, FATIGUE CRACK GROWTH IN CERAMIC MATERIALS AT AMBIENT AND 

ELEVATED TEMPERATURES, FATIGUE 90, VOL II, H. KITAGAWA AND T. TANAKA, ED., 
MATERIALS AND COMPONENTS ENGINEERING PUBLICATIONS, 1990, P 759-768 

26. S.M. BARINOV AND Y.V. BASCHENKO, APPLICATION OF CERAMIC COMPOSITES AS 
IMPLANTS: RESULT AND PROBLEM, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY 
(FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 206-210 

27. S.M. BARINOV AND M.A. MALKOV, DYNAMIC FATIGUE OF BETA TRICALCIUM PHOSPHATE 
BIOCERAMICS, J. MATER. SCI. LETT., VOL 12 (NO. 13), 1993, P 1039-1040 

28. K.J. CHILLAG, E. BERG, G. HEIMKE, AND E. LUNCEFORD, JR., THE LINDENHOF ACETABULAR 
COMPONENT: AN 11 YEAR FOLLOW-UP STUDY, BIOCERAMICS, VOL 2, SEPT 1989, P 429-435 

29. G. GASSER, W. MILLER, AND R. MATHYS, JR., PRELIMINARY TESTS TO DETERMINE THE 
INFLUENCE OF STERILIZATION AND STORAGE ON COMPRESSIVE STRENGTH OF 
HYDROXYAPATITE CYLINDERS, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY 
(FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 491-496 



30. G. HEIMKE, RECENT DEVELOPMENTS IN BIOCERAMICS, ENGINEERING CERAMICS, VOL 3, 
CONF. PROC. EURO-CERAMICS (MAASTRICHT, THE NETHERLANDS, 18-23 JUNE 1989), 
ELSEVIER SCIENCE PUBLISHERS, ESSEX, U.K., 1989 

31. S.F. HULBERT, M.A. WACK, AND D.L. POWERS, THE BIOCOMPATIBLE AND MECHANICAL 
EVALUATION OF A COMPOSITE HIP SYSTEM, BIOCERAMICS, VOL 2, SEPT 1989, P 330-340 

32. T. KASUGA AND K. NAKAJIMA, MECHANICAL PROPERTIES OF BIOACTIVE GLASS-
CERAMICS/TETRAGONAL ZIRCONIA COMPOSITES, BIOCERAMICS, VOL 2, SEPT 1989, P 303-
310 

33. R. MONGIORGI, C. PRATI, E. TOSCHI, AND G. BERTOCCHI, TENSILE BOND STRENGTH OF 
DENTAL PORCELAIN TO DENTAL COMPOSITE RESINS, CONF. PROC. BIOCERAMICS AND THE 
HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 
1992, P 265-269 

34. G. MONTICELLI, L. ROMANINI, AND O. MORESCHINI, A REVIEW ON THE ASEPTIC TOTAL HIP 
REPLACEMENT FAILURES, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, 
ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 35-45 

35. P. PASSI, CLINICAL RESULTS OF INTRA MOBILE ZYLINDER DENTAL IMPLANTS, CONF. 
PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER 
APPLIED SCIENCE, ESSEX, U.K., 1992, P 107-112 

36. H. PLENK, JR., M. BOHLER, M. SALZER, K. KNAHR, AND A. WALTER, 15 YEARS' EXPERIENCE 
WITH ALUMINA-CERAMIC TOTAL HIP-JOINT ENDOPROSTHESES: A CLINICAL, 
HISTOLOGICAL AND TRIBOLOGICAL ANALYSIS, CONF. PROC. BIOCERAMICS AND THE 
HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 
1992, P 17-25 

37. C. PRATI, G. MONTANARI, E. TOSCHI, AND A. SAVINO, DIRECT COMPOSITE-CERAMIC 
RESTORATIONS: A CLINICAL STUDY, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY 
(FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 113-117 

38. E. RAVAGLI AND E. MAGGIORE, FINITE ELEMENT ANALYSIS OF A CERAMIC HIP-JOINT 
HEAD AND ITS FAILURE MODE DUE TO A CRACK IN THE MATERIAL, CONF. PROC. 
BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED 
SCIENCE, ESSEX, U.K., 1992, P 477-485 

39. A. RAVAGLIOLI AND A. KRAJEWSKI, SKELETAL IMPLANTS: FROM METALS, TO POLYMERS, 
TO CERAMICS, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 
APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 1-16 

40. L. SEDEL, L. KERBOULL, P. CHRISTEL, A. MEUNNIER, AND J. WITVOET, RESULTS AND 
SURVIVAL ANALYSIS OF ALUMINA-ALUMINA TOTAL HIP PROSTHESIS IN ACTIVE 
PATIENTS UNDER 50, BIOCERAMICS, VOL 2, SEPT 1989, P 421-428 

41. F. SERNETZ, TRANSLUCENT ALUMINA FOR ORTHODONTIC APPLICATION, BIOCERAMICS, 
VOL 2, SEPT 1989, P 180-192 

42. L. SPECCHIA, A. MORONI, L. PONZIANI, G. ROLLO, S. PAVONE, AND V. VENDEMIA, HIP 
ANATOMICAL UNCEMENTED CERAMIC ARTHROPLASTY (ANCA): RESULTS AT A 3 YEARS 
FOLLOW-UP, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 
1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 124-129 

43. M.V. SWAIN AND V. ZELIZKO, COMPARISON OF STATIC AND CYCLIC STRESSING OF 
ALUMINA IN RINGER'S SOLUTION, BIOCERAMICS, VOL 2, SEPT 1989, P 135-144 

44. A. TONI, A. SUDANESE, P.P. MONTINA, ET AL., BIO-FUNCTIONAL ADAPTIVE BEHAVIOR TO 
CERAMIC IMPLANTS, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 
2-5 APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 26-34 

45. M. WINTER, P. GRISS, G. SCHELLER, AND T. MOSER, 10-14 YEARS RESULTS OF A CERAMIC-
METAL-COMPOSITE HIP PROSTHESIS WITH A CEMENTLESS SOCKET, BIOCERAMICS, VOL 2, 
SEPT 1989, P 436-444 

46. J.G.C. WOLKE, C.P.A.T. KLEIN, AND K. DE GROOT, BIOCERAMICS FOR MAXILLOFACIAL 



APPLICATIONS, CONF. PROC. BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 
APRIL 1991), ELSEVIER APPLIED SCIENCE, ESSEX, U.K., 1992, P 166-180 

47. F. ZAROTTI, SOLVING OF PROSTHETIC PROBLEMS THROUGH BIOCERAMICS, CONF. PROC. 
BIOCERAMICS AND THE HUMAN BODY (FAENZA, ITALY, 2-5 APRIL 1991), ELSEVIER APPLIED 
SCIENCE, ESSEX, U.K., 1992, P 46-48 

48. R.H. DAUSKARDT ET AL., JOURNAL BIOMEDICAL MATERIALS RESEARCH, VOL 28, 1994, P 791-
804 

Fatigue of Brittle Materials 

Selected References 

• D. BOLSCH AND J. BRESSERS, HIGH TEMPERATURE UNIAXIAL ALTERNATING FATIGUE 
TESTING OF ENGINEERING CERAMICS, ENGINEERING CERAMICS, VOL 3, CONF. PROC. EURO-
CERAMICS (MAASTRICHT, THE NETHERLANDS, 18-23 JUNE 1989), ELSEVIER SCIENCE 
PUBLISHERS, ESSEX, U.K., 1989, P 3.205 TO 3.209 

• S.R. CHOI, A. CHULYA, AND J.A. SALEM, "ANALYSIS OF PRECRACKING PARAMETERS AND 
FRACTURE TOUGHNESS FOR CERAMIC SINGLE-EDGE-PRECRACKED-BEAM SPECIMENS," 
TECHNICAL MEMORANDUM 105568, NATIONAL AERONAUTICS AND SPACE 
ADMINISTRATION, 1992, P 24 

• M.J. CIMA AND H.K. BOWEN, THE FUTURE ROLE OF ALUMINA IN CERAMICS TECHNOLOGY, 
ALUMINA CHEMICALS: SCIENCE AND TECHNOLOGY HANDBOOK, AMERICAN CERAMIC 
SOCIETY, 1990, P 551-553 

• E.L. COURTRIGHT, ENGINEERING PROPERTY LIMITATIONS OF STRUCTURAL CERAMICS AND 
CERAMIC COMPOSITES ABOVE 1600 °C, CERAM. ENG. SCI. PROC., VOL 12 (NO. 9-10), SEPT-OCT 
1991, P 1725-1744 

• R.T. CUNDILL, CERAMIC MATERIALS FOR BEARING COMPONENTS, ROLLING ELEMENT 
BEARINGS: TOWARDS THE 21ST CENTURY, MECHANICAL ENGINEERING PUBLICATIONS, 
SUFFOLK, U.K., 1990, P 31-40 

• R. DANZER, RELIABILITY ANALYSIS OF ADVANCED CERAMICS, CONF. PROC. HIGH 
TEMPERATURE MATERIALS FOR POWER ENGINEERING II (LIEGE, BELGIUM, 24-27 SEPT 1990), 
KLUWER ACADEMIC PUBLISHERS, 1990, P 1575-1598 

• L.R. DHARANI, ANALYSIS OF A CERAMIC MATRIX COMPOSITE FLEXURE SPECIMEN, 
THERMAL AND MECHANICAL BEHAVIOR OF METAL MATRIX AND CERAMIC MATRIX 
COMPOSITES, STP 1080, ASTM, 1990, P 87-97 

• A.G. EVANS AND F.W. ZOK, CRACKING AND FATIGUE IN FIBER-REINFORCED METAL AND 
CERAMIC MATRIX COMPOSITES, TOPICS IN FRACTURE AND FATIGUE, SPRINGER-VERLAG, 
1992, P 271-308 

• B. FREUDENBERG, H.-A. LINDNER, E. GUGEL, AND P. THOMETZEK, THERMOMECHANICAL 
PROPERTIES OF ALUMINIUM TITANATE CERAMIC BETWEEN 20 AND 1000 °C, PROPERTIES OF 
CERAMICS, VOL 2, CONF. PROC. EURO-CERAMICS (MAASTRICHT, THE NETHERLANDS, 18-23 
JUNE 1989), ELSEVIER APPLIED SCIENCE, 1989, P 2.64 TO 2.71 

• Z.D. GUAN AND W.J. LIU, STUDY OF HIGH TEMPERATURE STRENGTH, KIC AND CREEP 
FRACTURE OF STRUCTURAL CERAMICS (RETROACTIVE COVERAGE), CONF. PROC. 
MECHANICAL BEHAVIOUR OF MATERIALS V (BEIJING, CHINA, 3-6 JUNE 1987), VOL 2, 
PERGAMON PRESS, 1988, P 1277-1282 

• F. GUIU, FATIGUE IN STRUCTURAL CERAMICS, CERAMIC TECHNOLOGY INTERNATIONAL, 
STERLING PUBLICATIONS LTD., LONDON, 1994, P 141-143 

• R.H.J. HANNINK AND M.V. SWAIN, PROGRESS IN TRANSFORMATION TOUGHENING OF 
CERAMICS, ANN. REV. MATER. SCI., VOL 24, 1994, P 359-408 

• T.P. HERBELL AND A.J. ECKEL, "CERAMIC COMPOSITES FOR ROCKET ENGINE," TECHNICAL 



MEMORANDUM 103743, NATIONAL AERONAUTICS AND SPACE ADMINISTRATION, 1991, P 8 
• D.L. HINDMAN AND J.R. KEISER, PERFORMANCE OF CERAMIC-CERAMIC COMPOSITES IN AN 

INDUSTRIAL WASTE INCINERATOR, PAPER 191, NACE INTERNATIONAL, 1994, P 16 
• M.G. JENKINS, A.S. KOBAYASHI, AND R.C. BRADT, CRACK LENGTH MEASUREMENTS OF 

CERAMICS AT ELEVATED TEMPERATURES USING THE LASER INTERFEROMETRIC 
DISPLACEMENT GAUGE, FATIGUE CRACK MEASUREMENT: TECHNIQUES AND APPLICATIONS, 
ENGINEERING MATERIALS ADVISORY SERVICES LTD., WEST MIDLANDS, U.K., 1991, P 335-373 

• M. KATO, M. KAJIMOTO, Y. INUI, T. KUBOHORI, T. HAYAMI, AND T. IKUTA, STUDY ON 
CUTTING OF CERAMICS, PROC. OF THE 50TH CONFERENCE OF THE THERMAL SPRAYING 
SOCIETY OF JAPAN (FUKUOKA, JAPAN, 16-17 NOV 1989), THERMAL SPRAYING SOCIETY OF 
JAPAN, 1989, P 53-58 

• S. KIM, ADVANCED CERAMICS AS CUTTING TOOL MATERIALS, PART I: AN OVERVIEW, CAN. 
CERAM. Q., VOL 61 (NO. 1), 1992, P 51-58 

• H. KISHIMOTO, CYCLIC FATIGUE IN CERAMICS, JSME INT. J., SERIES I, VOL 34 (NO. 4), 1991, P 
393-403 

• A. KITAGAWA AND A. MATSUNAWA, THREE-DIMENSIONAL SHAPING OF CERAMICS BY 
USING CO2 LASER AND ITS OPTIMUM PROCESSING CONDITION, LASER MATERIALS 
PROCESSING: CONF. PROC. ICALEO '90 (BOSTON, MA, 4-9 NOV 1990), LASER INSTITUTE OF 
AMERICA, 1991, P 294-301 

• P. LAMICQ, CERAMIC MATRIX COMPOSITES: A NEW CONCEPT FOR NEW CHALLENGES, CONF. 
PROC. HIGH TEMPERATURE MATERIALS FOR POWER ENGINEERING II (LIEGE, BELGIUM, 24-27 
SEPT 1990), KLUWER ACADEMIC PUBLISHERS, 1990, P 1559-1574 

• J. LAMON, STRUCTURAL RELIABILITY OF CERAMICS, ENGINEERING CERAMICS, VOL 3, CONF. 
PROC. EURO-CERAMICS (MAASTRICHT, THE NETHERLANDS, 18-23 JUNE 1989), ELSEVIER 
SCIENCE PUBLISHERS, ESSEX, U.K., 1989, P 3.100 TO 3.105 

• G. LASCAR, CERAMIC-METAL JOINTS: JOINING TECHNIQUES, MECHANICAL AND 
PHYSICOCHEMICAL INTERACTIONS, CONF. PROC. ADVANCES IN JOINING NEWER STRUCTURAL 
MATERIALS/PROGRES POUR L'ASSEMBLAGE DES MATERIAUX DE CONSTRUCTION LES PLUS 
RECENTS (MONTREAL, CANADA, 23-25 JULY 1990), PERGAMON PRESS, OXFORD, U.K., 1990, P 
103-108 

• X.Y. LI, Y. XU, AND C. GUI, FRICTION AND WEAR OF TOUGHENED CERAMICS, PROC. OF THE 
JAPAN INTERNATIONAL TRIBOLOGY CONFERENCE III (NAGOYA, JAPAN, 29 OCT-1 NOV 1990), 
JAPANESE SOCIETY OF TRIBOLOGISTS, 1990, P 1449-1454 

• D. MUNZ, G. MARTIN, AND H. RIESCH-OPPERMANN, PROBABILISTIC ASSESSMENT OF NON-
DESTRUCTIVELY DETERMINED FLAWS IN CERAMIC MATERIALS, CONF. PROC. ISTFA '90 (LOS 
ANGELES, CA, 29 OCT-2 NOV 1990), ASM INTERNATIONAL, 1990, P 471-475 

• D.C. PHILLIPS, CERAMIC COMPOSITES AT EXTREMES OF PERFORMANCE (RETROACTIVE 
COVERAGE), CONF. PROC. MECHANICAL AND PHYSICAL BEHAVIOUR OF METALLIC AND 
CERAMIC COMPOSITES (ROSKILDE, DENMARK, 5-9 SEPT 1989), RISO NATIONAL LABORATORY, 
ROSKILDE, DENMARK, 1988, P 183-199 

• C.Q. ROUSSEAU, MONOTONIC AND CYCLIC BEHAVIOR OF A SILICON CARBIDE/CALCIUM-
ALUMINOSILICATE CERAMIC COMPOSITE, THERMAL AND MECHANICAL BEHAVIOR OF METAL 
MATRIX AND CERAMIC MATRIX COMPOSITES, STP 1080, ASTM, 1990, P 136-151 

• A.S. SHATALIN, SOME FEATURES OF THE FRACTURE BEHAVIOUR OF STRUCTURAL 
CERAMICS, CONF. PROC. NEW MATERIALS AND THEIR APPLICATIONS (UNIVERSITY OF 
WARWICK, U.K., 10-12 APRIL 1990), IOP PUBLISHING, BRISTOL, U.K., 1990, P 509-519 

• J.J. SWAB, FAILURE MECHANISMS IN ADVANCED STRUCTURAL CERAMICS, CERAMIC 
TECHNOLOGY INTERNATIONAL, STERLING PUBLICATIONS LTD., LONDON, 1993, P 144-146 

• H. TAKEBAYASHI AND K. UEDA, ROLLING CONTACT FATIGUE OF CERAMICS AND EFFECT OF 
DEFECTS IN MATERIAL, PROC. OF THE JAPAN INTERNATIONAL TRIBOLOGY CONFERENCE I 
(NAGOYA, JAPAN, 29 OCT-1 NOV 1990), JAPANESE SOCIETY OF TRIBOLOGISTS, 1990, P 663-666 



• K. TANAKA, Y. AKININWA, AND H. TANAKA, FRACTURE MECHANICS OF SMALL CRACKS IN 
METALS, CERAMICS AND COMPOSITES, COMPUTATIONAL AND EXPERIMENTAL FRACTURE 
MECHANICS: DEVELOPMENTS IN JAPAN, COMPUTATIONAL MECHANICS PUBLICATIONS, 
SOUTHAMPTON, U.K., 1994, P 291-315 

• S. TANAKA, Y. HIROSE, AND K. TANAKA, X-RAY FRACTOGRAPHIC STUDY ON ALUMINA AND 
ZIRCONIA CERAMICS, CONF. PROC. ADVANCES IN X-RAY ANALYSIS (STEAMBOAT SPRINGS, CO, 
30 JULY-3 AUG 1990), PLENUM PUBLISHING, 1991, P 719-727 

• R.E. TRESSLER, ENVIRONMENTAL EFFECTS ON LONG TERM RELIABILITY OF SIC AND SI3N4 
CERAMICS, CONF. PROC. CORROSION AND CORROSIVE DEGRADATION OF CERAMICS 
(ANAHEIM, CA, 1-2 NOV 1989), AMERICAN CERAMIC SOCIETY, 1990, P 99-124 

• Z. YAJIMA, Y. HIROSE, AND K. TANAKA, X-RAY EXAMINATION OF FRACTURE SURFACES OF 
SILICON NITRIDE CERAMICS, CONF. PROC. ADVANCES IN X-RAY ANALYSIS (DENVER, CO, 31 
JULY-4 AUG 1989), PLENUM PUBLISHING, 1990, P 319-326 

 
 
 
 



Toughening and Strengthening Models for Nominally Brittle Materials 

A.G. Evans, Harvard University 

 

Introduction 

IN MATERIALS that do not develop macroscopic inelastic strain prior to failure, stress concentrations arise at strain 
intensification sites. The design procedure for such materials requires that the ultimate tensile strength (UTS) be 
compared with these concentrated stresses. This design strategy has deficiencies caused by the weakest link scaling of the 
UTS and the extreme value nature of the stochastics. It can be alleviated by using higher-toughness materials. A more 
robust design strategy can be implemented if the material has a capacity to exhibit inelastic strain. Such strain diminishes 
stress concentrations, leading to a decreased sensitivity to manufacturing flaws, notches, and impacts. The effects are 
analogous to plasticity in metals. This article addresses these issues and the opportunities for enhancing the "design 
friendliness" by optimizing toughness and by inducing inelastic strain. 

The design of structural components with nominally brittle materials is largely determined by their elastic moduli, 
density, and tensile strength. The fracture toughness does not enter in an explicit manner. It is understood that a minimum 
toughness is needed to ensure reliability, but the required toughness is not well defined; it is experience based. Inelastic 
strain (ductility) is more tangible than toughness because of the associated ability to redistribute stress. Some of the 
factors involved in design and reliability are addressed in this article, through considerations of the toughness and 
"ductility" of nominally brittle materials. This article also describes toughening by various bridging mechanisms, as well 
as process zone effects and their interaction with the bridging rupture zone. Finally, phenomena that give rise to 
exceptional toughness and notch-insensitive mechanical behavior are described. 
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Toughness Models 

The propagation of cracks in brittle solids is resisted by microstructure (Ref 1, 2, 3, 4, 5). The associated toughening 
phenomena all involve inelastic deformations that occur in reinforcing phases through transformations (Ref 6, 7, 8, 9), 
microcracking (Ref 10, 11), and twinning, as well as plasticity (Ref 13, 14), and internal friction (Ref 4, 5). Toughening is 
manifest as a fracture resistance, ΓR, that increases with crack extension, ∆a (Fig. 1) (Ref 2, 5, 6, 7). Concepts of initiation 
toughness, Γ0, steady-state toughness, ∆ ΓS, and tearing index, λ, are needed to characterize this behavior. 



 

FIG. 1 A SCHEMATIC OF A RESISTANCE CURVE SHOWING THE EVOLUTION OF THE INELASTIC ZONES AND 
THE PARAMETERS THAT CHARACTERIZE THE BEHAVIOR 



A simplification of the actual resistance behavior provides perspectives on the role of these quantities in the performance 
of toughened materials. A simplified relation for transient toughening (∆a ･L) having a sound theoretical basis (Ref 15) is 
given by:  

D ΓR = ΓR - Γ0 DΓS   
(EQ 1A) 

and for steady-state (∆a ･L):  

DΓR = ∆ΓS  (EQ 1B) 

where L is a reference length related to the inelastic zone size. The tearing index is a measure of the slope of the 
resistance curve and is defined as:  

= (∆ΓS/Γ0)2/L  (EQ 2) 

It has units of length. The UTS of a material, S, relates to the fracture resistance through the size of the flaws, a0, and the 
tearing index in accordance with (Ref 16):  

S/S* = [( /2(  - 1)]   (EQ 3) 

where is a non-dimensional strengthening index, related to the tearing index by:  

= A0  (EQ 4) 

and S* is the UTS of the untoughened material. The larger , the more beneficial the effect of the toughening on the 
strength and reliability. The implication is that the attainment of "beneficial" toughening requires an optimization based 
on L, as well as ∆ΓS, through λ and . That is, the toughening models must address both quantities. 

The toughening involves inelastic deformation mechanisms. These mechanisms enable dissipation and energy storage as 
cracks extend (Ref 2, 6, 17). They can be modeled in terms of stress/displacement constitutive laws for representative 
volume elements (Fig. 2). This is achieved by homogenizing the properties of the material around the crack. This 
approach rigorously describes high-toughness materials in which the inelastic region around the crack is appreciably 
larger than the spacing between the relevant microstructural entities. 



 

FIG. 2 A SCHEMATIC OF CRACK EXTENSION IN THE PRESENCE OF A PROCESS ZONE AND THE 
STRAIN/STRESS HISTORY EXPERIENCED BY AN ELEMENT OF MATERIAL WITHIN THE ZONE 

The known mechanisms involve inelastic zones having two distinct configurations: zones that concentrate in a thin region 
around the crack plane and rupture as the crack extends, referred to as bridging or Dugdale zones (Fig. 2); and regions 
that extend normal to the crack plane and remain in a deformed but intact state after the crack has propagated through the 
material, designated process zones. Process and bridging zone mechanisms may operate simultaneously and 
synergistically (Ref 18). Toughening by bridging is caused by tractions along the crack surface induced by intact inelastic 
material ligaments. Usually, the tractions soften as the crack extends. Then, in steady state the toughening ∆ΓS is (Ref 14, 
15):  

∆ΓS = B [T0UC)  (EQ 5) 



where uc is the crack opening at the edge of the bridging zone, t0 is the peak traction, and b . The inelastic zone 
length is (Ref 15):  

L C [EUC/T0]  (EQ 6) 

where c 0.12 . The tearing index is thus:  

= (B2C)-1 [ UC/ ]  (EQ 7) 

Note the particularly strong influence of the traction t0 on the strengthening. Ductile reinforcements, as well as brittle 
fibers and anisotropic grains, toughen by means of bridging tractions. 

Process zone toughening may be characterized by the product of the critical stress for activating the inelastic strain 
mechanism, σ0, the associated stress-free strain, εT, and the zone height, h, in accordance with the stress-strain hysteresis 
of material elements within the process zone (Fig. 2) (Ref 6):  

∆ΓS = 2H 0 T  (EQ 8) 

The reference length is governed by the zone height (Ref 6, 7):  

L = CH  (EQ 9) 

where c 3. Moreover, the process zone height is related to the critical stress by (Ref 6, 7):  

H = D [EΓ0/ ]  (EQ 10) 

where d is a mechanism dependent coefficient of order, 0.1. The tearing index is thus:  

= (4D/C) [ E/Γ0]  (EQ 11) 

Note that at this level of simplification, the only inelastic material property affecting the strengthening is the 
transformation strain, εT. The critical stress and the zone height are of secondary importance, in contrast to their primary 
influence on the steady-state toughening. Because of this, the strengthening flexibility for process zone toughening is 
appreciably less than that for the bridging mechanisms. Transformation, microcrack, and twin toughening are process 
zone mechanisms. Plastic deformation also provides process zone toughening, but it is characterized in a different 
manner. 

These strengthening and toughening predictions are often optimistic, because there are important short crack effects (Ref 
19). For a < 5L, interactions between the inelastic zones at the opposite crack tips reduce the toughening. Modeling of 
these effects requires numerical procedures with a full constitutive description of the inelastic deformations. This topic is 
not addressed in this article, though it is crucially important. Some appreciation for the magnitude of the effect is provided 
by results obtained for transformation toughening (Fig. 3). 



 

FIG. 3 THE EFFECT OF CRACK LENGTH ON THE STRENGTHS ENABLED BY TRANSFORMATION TOUGHENING 

Conversely, in some materials, the inelastic zone can become larger than all of the relevant dimensions, such as the crack 
length and the ligament size, leading to large scale bridging (LSB) or large scale yielding (LSY) (Ref 5, 20). LSB or LSY 
result in exceptional toughness. In such materials, the strengthening given by Eq 3 is not the most useful engineering 
quantity. Instead, the notch sensitivity or notch strength, Sn, relative to the strength of the unnotched material, S0, has 
greater practical significance (Ref 21). In the limit, LSB causes steady-state multiple cracking (Ref 4, 5), wherein the 
stress needed to extend cracks becomes independent of the crack length. Then, the toughness is so large that other 
properties become more critical, particularly embrittlement and creep. 
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Bridging Mechanisms 

Reinforcing elements can be either ductile or brittle. The former comprise dual-phase alloys, polymer blends, and metal-
toughened ceramics. Such reinforcement schemes rely on plasticity to create ligaments and dissipate energy (Fig. 4). 
When the elements are brittle, bridging requires either microstructural residual stresses or weak interfaces. Large local 
residual stresses caused by thermal expansion mismatch are capable of suppressing local crack propagation and, thereby, 
may allow intact ligaments to exist behind the crack front (Ref 22). When these ligaments eventually fail in the crack 
wake, energy is dissipated through acoustic waves and causes toughening. Low-fracture-energy interfaces are more 
effective. They cause the crack to deflect and debond the interfaces. The debonds acquire mode II (shear) characteristics, 
leading to friction, stability, and intact ligaments (Ref 23). As the crack extends, further debonding occurs, subject to 
friction. Eventually, the bridging material fails, either by debonding around the ends or by fracture. Following 
reinforcement failure, additional friction may occur along the debonded surfaces. The energy dissipation upon crack 
propagation thus includes terms from the energy of the debonded interfaces, the acoustic energy dissipated upon 
reinforcement failure, and frictional dissipation (Fig. 4) (Ref 2, 23). The latter is typically dominant. Moreover, the 
internal friction can become exceptionally large, resulting in toughness approaching those for ductile metals (Ref 23, 24). 



 

FIG. 4 A SCHEMATIC INDICATING THE DISSIPATION THAT OCCURS WITH A BRIDGING ZONE. (A) DUCTILE 
LIGAMENTS. (B) BRITTLE REINFORCEMENTS 

Ductile Phases 



The material systems that exhibit plasticity-induced toughening have three distinct microstructures: isolated ductile 
reinforcements in an elastic matrix, interpenetrating ductile/elastic networks, and a ductile matrix with a dispersed elastic 
phase. The first two represent most metal-toughened ceramics and intermetallics. The latter includes most metal-matrix 
composites and rubber-toughened polymers. An important difference between the first two microstructures and the third 
concerns the potential for macroscopic plastic strain. Plastic strain in the former is limited by the elastic network, such 
that the only ductile material experiencing extensive strain is that stretching between the crack surfaces in the bridging 
zone. The latter materials develop an additional plastic zone that enables further, often substantial, inelastic dissipation. 
This behavior and its coupling to the rupture zone are elaborated in the following section. 

Ductile ligament toughening in an otherwise elastic material is contingent on the ligament failure mechanism, through the 
stress/stretch relation. Without debonding, the stress attains high levels because of the elastic constraint of the matrix (Ref 
13, 25), but then decreases as the crack opens because of necking. Debonding reduces the constraint but increases the 
plastic stretch to failure (Ref 13, 26). The latter contribution to the dissipation dominates, causing the dissipation to 
increase as the debond length increases. The toughness attributed to ductile bridging can be reexpressed by noting that the 
stress scales with the uniaxial yield strength, Y, of the ligaments and that the plastic stretch is proportional to the radius of 
the cross section of the reinforcements, R. Consequently, the asymptotic toughening is (Ref 26):  

∆ΓS = χFRY  (EQ 12A) 

and the zone length is:  

L = RE/Y  (EQ 12B) 

where f is the volume fraction of the reinforcement. χ and β are "ductility" parameters that also depend on the extent of 
the interface debonding, d. (Note that Y can increase as R decreases because of strain gradient effects, Ref 27). Values of χ 
and β have been obtained both by calculation and by experiment (Ref 13, 14, 26, 28, 29). For well-bonded interfaces with 
ductile phases that fail by necking to a point, χ 0.5 and β 0.1, both increasing as the strain hardening increases. Less 
ductile ligaments that rupture prematurely have correspondingly smaller χ and β . In systems subject to debonding, χ and 

depend on the reinforcement morphology. For interpenetrating or continuous reinforcing phases, χ and β are increased 
by debonding, because the dissipation is spread laterally away from the crack plane: χ approaches 8 for large d/R. For 
discontinuous phases, debonding around the ends of the reinforcement diminishes χ and β . 

The tearing index for such materials is obtained from Eq 2, 12a, and 12b as:  

= [( F)2/ ] [RY3/ ]  (EQ 13) 

The important implication is that the scaling that controls strength and reliability is most strongly affected by the yield 
strength of the reinforcing material, Y, and its ductility, through . Other factors are relatively unimportant. 

Brittle Reinforcements 

The highest toughnesses are achievable in systems containing "weak" interfaces, which enable debonding and allow 
dissipation by internal friction. There are major effects on the toughness of the morphology of the debond planes 
(roughness), the residual stresses, the failure stochastics of the reinforcements, and the stiffnesses of the constituent 
phases (Ref 30). A prerequisite to such toughening is that the debond criterion be satisfied (Ref 31). Initial interface 
debonding at the crack front requires that the relative toughness of the interface (Γi) and the reinforcement (Γp) be small 

enough to lie within the debond zone depicted in Fig. 5 (typically Γi/Γp ･ ). The extent of initial debonding is small, but 
further debonding is induced in the crack wake as the crack extends. The extent of further debonding is governed largely 
by the residual field, the debond surface roughness, and the friction coefficient (Ref 32). Reinforcement failure involves 
stochastics, subject to a friction stress (Ref 33, 34, 35, 36). Large τ causes the stress to vary rapidly and induces 
reinforcement failure close to the crack, leading to a small pullout length, p, and vice versa. The consequent tractions are 
relatively complex (Ref 37). Insight is gained from solutions for aligned, brittle fibers. At the simplest level, the behavior 
of short, strong, aligned reinforcements, subject to friction, can be explored. For this case (Ref 16, 37):  



∆ΓS = F (P/R)2 R  (EQ 14A) 

L = (C/2)ER/F   (EQ 14B) 

where R is the reinforcement radius and p their length, such that p/R is the aspect ratio. The corresponding tearing index 
is:  

= (2/C) [(F )3 R (P/R)4/ ]  (EQ 14C) 

Note the major influences of the aspect ratio and the friction stress. However, this toughening and strengthening situation 
occurs only if the reinforcement strength, S, satisfies (Ref 37):  

S > (P/R)  (EQ 15) 

When the reinforcements are long and aligned, but susceptible to fracturing as the crack extends, the tractions are more 
complex (Ref 37):  

T/FSL = EXP [- MW(M + 1)/2]  (EQ 16) 

where m is the Weibull shape parameter associated with the reinforcements, SL is their average strength at length Lr, and:  

W = 8 2 (U/LR) 
M = [ (1 + 1/M)]M/[M + 1] 

= [E/2EM (1 - F)]  
LR = SLR/   

where the subscripts m and r refer to the matrix and reinforcements, respectively, and is the gamma function. Even in 
this simplified case, the friction stress and the reinforcement strength have interactive effects on toughening and 
strengthening that are not evident without detailed analysis. Consequently, for practical implementation, the integrated 
effect of these variables on the behavior in the presence of strain concentrators, such as notches, is more useful, as 
manifest in the notch sensitivity (Ref 21, 23). These effects are elaborated in the following section. 



 

FIG. 5 A DEBOND DIAGRAM FOR BRITTLE REINFORCEMENT 

Tough materials having the above characteristics are made by creating the appropriate interphase between the 
reinforcement and matrix. The most common approach comprises a dual coating: the inner coating satisfies the 
debonding, friction, and compliance requirements, while the outer coating provides protection against the matrix during 
processing (Ref 30, 38, 39). 

Anisotropic Grains 

Low-fracture-energy planes or grain boundaries can allow debonding, as in reinforced materials with weak interfaces, 
such that toughening involves the same considerations. Certain anisotropic ceramics with elongated grains (particularly 
alumina and silicon nitride) exhibit such toughening (Ref 40). In these materials, the dominant effect is the friction that 
operates along the rough, nonaligned, debonded grain boundaries (Ref 16, 41). The trends are thus broadly consistent with 
the above results for short, strong reinforcements. That is, the toughening and the strengthening increase as the grain 
radius, R, and their aspect ratio, p/R, increase, provided that the flaws are unchanged (that is, a0 is fixed). 

Intermetallics such as Ti-Al also toughen in this manner because of extreme anisotropy in the cleavage energies (Ref 42, 
43). But in this case, the energy of the additional surface created by debonding and ligament formation appears to be more 
important than the friction. The relevant toughening and strengthening parameters are then (Ref 43):  

∆ΓS/ΓL =  
L = CR / 2 

= (ΓL/Γ0)2 2/R  

(EQ 17) 

where ΓL is the cleavage energy on the "tough," transverse planes, and ω and χ are non-dimensional quantities that depend 
only on the aspect ratio and orientation of the ligaments formed by debonding (Fig. 6). 



 

FIG. 6 NON-DIMENSIONAL PARAMETERS THAT AFFECT LIGAMENT TOUGHENING 

The salient point is that, when such a mechanism prevails, there can be no effect of the ligament width, R, on the 
toughening. The only quantities affecting this behavior are the aspect ratio and the orientations of the ligaments that form, 
as well as the cleavage energies. Conversely, the strengthening is influenced by the ligament size, with the opposite trend 
to that associated with frictional toughening. That is, the strengthening increases as the microstructure is refined and R is 
diminished. 
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Process Zone Mechanisms 

Many materials remain nonlinear once inelastic deformation has commenced (beyond σ0). In such materials, the tip 
energy release rate Gtip is zero (Ref 44). It is possible to model the process zone dissipation only upon coupling with a 
failure zone along the crack plane (Ref 45, 46). This situation is elaborated below for plastic zone dissipation. This 
complexity does not exist when the nonlinear deformation process saturates, such that the stress-strain curve becomes 
linear at large strains. In this case, Gtip is finite, because there is no dissipation in the elastic saturation zone (Ref 6, 7, 8, 
9). The crack growth criterion then requires that Gtip attain the local toughness of the material immediately ahead of the 
crack, which may have been modified from that in the pristine material. This saturation approach has been applied to 
transformation and microcrack toughening. 

Saturation Toughening. Transformation toughening is dominated by a dilatational stress-free strain. Then a frontal 
process zone has no effect on Gtip, and initial crack growth must occur without toughening (Fig. 2). Upon crack extension, 
process-zone elements unload in the wake, hysteresis occurs, and toughening develops. Steady-state toughening is 
attained at L/h 3. The material within the zone behind the crack tip experiences unloading as the crack extends, so the 
J-integral becomes path dependent and must be superseded by a conservation integral I. At the tip, the familiar result is 
(Ref 6):  

I = J = GTIP  (EQ 18A) 

But, remote from the tip (Ref 6):  

I = G  - 2  U(Y)DY  
(EQ 18B) 

where U(y) is the residual energy density in the wake. Equating I for the near-tip and remote paths gives:  

∆ΓR = 2  U(Y)DY  
(EQ 18C) 

Material elements in the process zone undergo a complete loading/unloading cycle as they translate from the front to the 
rear of the crack tip during crack advance. Hence, each element is subject to the residual stress work contained by the 
hysteresis loop (Fig. 2). The residual energy density is (Ref 6):  



U(Y) = 0 TF + B* (F T)2/2[1 - B*/B] 
+ E( TF)2/9(1 - )  

(EQ 19) 

where B is the bulk modulus and B* is the slope of the stress-strain curve of the transforming material. Note that B and f 
are invariant when the transformation is supercritical, that is, when all of the transformable material undergoes 
transformation within the process zone (y < h). In this case (Ref 6):  

B* = 2E/3(1 + )  (EQ 20) 

and the latter two terms in Eq 19 cancel. The toughening is then given exactly by Eq 8 and the tearing index by Eq 11. 
Typically, the transformation is subcritical, leading to a gradient in the fraction of transformed material within the process 
zone. That is, B and f depend on y. The resultant toughening is lower than Eq 8. It must be determined from Eq 19 by 
imposing the function f(y), obtained by either measurement or calculation (Ref 9, 47). 

Similar phenomena occur in materials susceptible to microcracking (Ref 2, 10). Stress-activated microcracks occur within 
regions of local residual tension, caused for example by thermal expansion mismatch between phases. There is an 
associated dilatation, governed by the residual opening of the microcracks. The microcracks also reduce the elastic 
modulus within the process zone. The dilatational contribution to the toughening has precisely the same form as that 
associated with transformations, but with fεT replaced by θT. For penny-shaped microcracks (Ref 10):  

T = (32/27)(1 + )N 0  (EQ 21) 

where n is the microcrack density and ε0 is the misfit strain between the phases. However, other phenomena are also 
involved in determining the toughening and strengthening. The modulus change reduces the stress ahead of the crack, but 
it has only a small (and subtle) effect on the energy release rate. The toughening is thus modest and may be zero. This 
effect depends on the microcrack density but not on the zone height. In general, toughening due to the dilatational and 
modulus effects are not additive; interaction terms are involved. Moreover, the microcracks have a degrading influence on 
the toughening that partially counteracts these effects. That is, they reduce the tip toughness through the area fraction of 
the crack plane they occupy. 

Plastic Zone Toughening. The dissipation occurring within a plastic zone can be simulated only by invoking a finite 
rupture region along the crack plane (Ref 45, 46). This zone couples the stresses and displacements into the plastic zone. 
All realistic rupture laws have the form depicted in Fig. 7, characterized by a peak stress, σ*, and a dissipation, Γ*. For 
inelastic bridging in an elastic material, described above, σ* equates with t0 (Ref 9). When plasticity occurs outside the 
rupture zone, there is an extra contribution to the toughening. Small scale yielding (SSY) simulations of the resistance for 
a material subject to power law hardening (uniaxial yield strength, σ0, and hardening rate, N) are summarized in Fig. 7. 
When the stresses that operate in the rupture zone are relatively small (σ*/σ0 less than approximately 2), a plastic zone is 
unable to develop before rupture occurs. Then, the toughness is strictly that associated with bridging and rupture (Ref 12). 
For relatively stronger rupture zones, a plastic zone is induced. The resulting dissipation increases rapidly as σ*/s0 and N 
increase. When σ*/σ0 reaches ~5, the plastic zone extends indefinitely and the crack cannot propagate: that is, the SSY 
toughness is unbounded. In this case, LSY simulations would be needed to address crack growth. The SSY toughening 
parameters are:  

∆ΓS/Γ0 = G( */ 0,N) + 1  (EQ 22A) 

L = R0 ( */ 0,N)  (EQ 22B) 

where R0 is the plastic zone size:  

R0 = (EΓ0/ )  (EQ 22C) 

and where g, , and are non-dimensional functions having the approximate form:  



G [ */ 0 - 2]  
G   

where 2 and 0.1. 

 

FIG. 7 RESISTANCE CURVE FOR PLASTIC ZONE TOUGHENING IN THE PRESENCE OF A RUPTURE ZONE 
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Notch Sensitivity and Inelastic Strain 

Notch Strength. For engineering application, the notch sensitivity is most useful (Ref 21). Simulation of the stress σ 
needed to extend a dominant crack, length a, from an initial unbridged region (or notch), length a0, is achieved by using 
the bridging tractions (such as Eq 16). As this occurs, a maximum stress is reached coincident with simultaneous failure 
of the intact reinforcements. This stress is the notch strength, Sn. The ratio of this strength to that for the unnotched 
material, S0, is the relevant design parameter. Such behavior is illustrated for a material with strong, short, aligned 
reinforcements in Fig. 8. This behavior has the envelope (Ref 37):  

/S0 = (2/ ) COS-1 (A/A0) 
S0 = F P/2R  

(EQ 23) 

where this envelope occurs for small Q, representative of small values of the friction stress where  

Q = (2F ER/EA) (A0 /RER)  (EQ 24) 

and where A is an anisotropy parameter of order unity. As Q increases, crack growth is truncated by material failure, at 
diminishing strength levels. The resulting notch strength is given by:  

SN/S0 =   
(EQ 25) 



 

FIG. 8 CRACK EXTENSION STRESS FOR MATERIALS REINFORCED WITH SHORT, STRONG, BRITTLE 
REINFORCEMENTS 

The corresponding notch behavior when the reinforcements are longer and susceptible to failure as the crack grows is 
summarized in Fig. 9 (Ref 37). Note the minimal notch sensitivity when the Weibull shape parameter, m, is small. When 
the toughening enabled by internal friction becomes large, a steady-state cracking condition is reached (Ref 5). At this 
condition, a matrix crack may extend across the component without failing the reinforcements. In this case, multiple 
matrix cracking is induced. This occurs prior to attainment of the UTS (Ref 23, 24). The consequence is macroscopic 
inelastic strain, with "ductilities" on the order of 1%. These inelastic strains redistribute stress in an efficient manner, such 
that the material may become notch insensitive (Fig. 10) (Ref 48, 49). The toughness then has no practical significance. 
The approach used to characterize these materials, as with metals, involves characterizing the inelastic strains (Ref 50). 

 



FIG. 9 THE CALCULATED NOTCH SENSITIVITY FOR A MATERIAL WITH LONG, BRITTLE REINFORCEMENTS THAT 
MAY FRACTURE AS THE CRACK EXTENDS 

 



FIG. 10 THE NOTCH INSENSITIVITY FOUND EXPERIMENTALLY FOR CERAMIC-MATRIX COMPOSITES CAUSED 
BY STRESS REDISTRIBUTION 

Inelastic Strains. A mechanism-based strategy for characterizing and implementing inelastic strains and for calculating 
stress redistribution is illustrated using results for ceramic-matrix composites (Ref 23). These composites exhibit inelastic 
deformations when matrix microcracks are stabilized. This is achieved by using either fiber coatings or porous matrices to 
deviate cracks toward the loading axis (Fig. 5). The resultant composite microstructure and the ensuing mechanical 
responses resemble those found in various naturally occurring materials, such as wood. The inelastic strain is governed 
primarily by the number density of cracking sites and the friction stress that operates along the debonded crack surfaces. 
A cell model represents most of the features (Fig. 11). Two stresses characterize the inelastic strain: a friction stress and 
a debond stress σi (Fig. 11). The latter is related to the debond toughness for the coating and the residual stress (Ref 51). 
The consequent inelastic tensile strain ε has linear and parabolic terms, given by (Ref 52):  

= (1 + ΣT) /E* + 2L 2(1 - ΣI)(1 
+ ΣI + 2Σ2) - T/E  

(EQ 26) 

where E* is the diminished elastic modulus caused by matrix cracking, σT is the misfit stress (related to the residual 
stress), i is the non-dimensional debond stress, i = σi/σ, T = σT/σ, and L is an interface friction index, given by (Ref 
52):  

  
(EQ 27) 

where d is the crack spacing. The coefficients a and b are of order unity. The parameters E*, L, and i (evaluated from 
hysteresis loops) (Ref 52) provide understanding about the separate influences of debonding, friction, and matrix cracking 
on the inelastic strain. They also provided the insight needed to develop a constitutive law σ(ε) compatible with finite 
element codes. 



 

FIG. 11 BASIC CELL MODEL (HYSTERESIS LOOPS) USED TO CHARACTERIZE THE INELASTIC STRAINS THAT 
OCCUR IN CERAMIC-MATRIX COMPOSITES AND THEIR DEPENDENCE ON THE INTERFACE FRICTION. = U/D, F 
= R/B. 

A law derived on this basis that characterizes all plane stress states in the (1,2) directions is (Ref 50):  



  

(EQ 28) 

where τ is now the macroscopic shear stress; ε1,2 are the normal strains; γ12 is the shear strain; ∆σI,II are the stress drops 
upon matrix cracking at fixed strain, parallel and normal to the fiber directions; θ is the angle between (1) and the fiber 
direction; E0,45 are the Young's modulus in the fiber direction and at 45°, respectively; and ν0,45 are the corresponding 
values of the Poisson ratio. Some calculations of stress redistribution in a pin-loaded configuration are summarized in Fig. 
12. A comparison with experiment is also shown. These results establish that appreciable stress reduction is enabled by 
the inelastic strain, resulting in a response insensitive to the strain concentration caused by the hole (Ref 50, 53): 

 



FIG. 12 STRESS REDISTRIBUTION AROUND A HOLE IN A PIN-LOADED CERAMIC-MATRIX COMPOSITE: 
EXPERIMENTS AND FINITE-ELEMENT MODELING (FEM) CALCULATIONS 
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Future Work 

Some important phenomena have yet to be adequately explored, particularly short crack effects induced by overlap of the 
strain fields from the two crack fronts and the free surfaces. These effects diminish the tearing index and adversely affect 
the strengthening that can be gained by activating the toughening mechanisms. Establishing these characteristics is an 
important priority for future modeling. 

Ductilizing has a much greater influence on reliability than increasing the toughness. A future endeavor would address 
new methods for improving ductility. 
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Introduction 

SILICATE GLASSES, which comprise nearly all glasses of commercial interest, are linearly elastic, brittle materials. The 
cyclic fatigue exhibited by metals thus is not a problem in glasses. However, glasses do experience static fatigue, which is 
time-dependent failure of glass placed under constant load in an environment containing water or water vapor. The 
mechanism is stress corrosion, crack growth caused by stress-assisted reaction with liquid water or water vapor at the 
crack tip. Stress corrosion occurs under constant or changing loads. Therefore, glasses subjected to cyclic loading will 
experience incremental crack growth each time the stress at the crack tip exceeds a critical value, and failure may occur, 
but the mechanism is stress corrosion, not cyclic fatigue. The development of glass fiber-optic cables for voice and data 
transmission was accompanied by renewed interest in fatigue of glasses. Glass fibers in fiber-optic systems must be able 
to withstand sustained loads for many years in environments that may contain significant amounts of water. Engineers 
must be able to make lifetime predictions of fiber-optic systems based on reliable data and tested theories. Static fatigue 
and stress-corrosion cracking of glasses have been intensely researched, but these phenomena are far from well 
understood. Important nuances are still being debated in the literature. 

This article discusses only silicate glasses--more specifically, soda-lime-silicate glass (the most widely used glass, used in 
products such as windows, containers, drinking glasses, etc.), borosilicate glass (used in cookware and laboratory 
glassware, for example), and vitreous silica (the basis for fiber-optic systems). Fracture behavior will be described first, in 
order to discuss the brittle nature of glass and provide the background needed for understanding fatigue in glasses. The 
phenomenon of static fatigue will be documented using examples from the literature, and explanations for it given. 
Lifetime prediction will be addressed by discussing methods of testing--dynamic fatigue and slow-crack-growth studies--
and methods of calculation. Finally, the role of surface damage in strength and fatigue behavior will be discussed. 
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Fracture Behavior 



At ambient temperatures, glass fractures in a completely brittle way. There is no evidence of plastic or viscous flow, 
either macroscopically (i.e., no necking or other permanent change in dimensions) or microscopically (i.e., no slip bands 
or flow lines). Permanent deformation of glass at ambient temperatures does occur in complex, concentrated loading 
situations, such as during indentation with a sharp indenter or during abrasion or machining. Shear bands are observed 
under indentations in soda-lime-silica glasses, for example. However, brittle fracture in the form of very complex crack 
formation accompanies this permanent deformation when the applied load exceeds a critical value. All modes of loading 
of practical importance include a tensile component, and it is this tension that causes cracks to form and glass parts to fail. 
Fracture of brittle materials is discussed in the previous article in this Volume. For the present discussion of fatigue, it is 
useful to emphasize some key features about brittle fracture of glasses. 

Applied stresses are concentrated at crack tips. In fact, stresses at crack tips are often orders of magnitude larger than the 
applied stress. The stresses become this high because of (1) the geometry of the crack and (2) the lack of stress-relieving 
plastic deformation. Both factors are important, since stresses are also concentrated at crack tips in metals, but local 
plastic deformation may keep these stresses from reaching the value needed for catastrophic failure. Fracture occurs when 
the stresses at the crack tip exceed the bond strengths in the glass network. The well-known Griffith equation (Ref 1) 
provides one way to relate crack geometry to fracture strength:  

  
(EQ 1) 

where σF  is fracture strength, E is modulus of elasticity, γ is surface energy, and c is crack length (if it is a surface crack). 
For a given glass, therefore, the crack size determines the strength. While it is true that Eq 1 is based on geometrical 
assumptions that are not exactly valid for all surface cracks, the inverse relationship between strength and crack size that 
is expressed still holds. Using fracture mechanics, a similar equation can be developed, which also shows that the strength 
is inversely proportional to the size (length) of the crack:  

  
(EQ 2) 

where Y is a geometrical factor related to crack and specimen geometry, and KIc is the critical stress-intensity factor 
(fracture toughness) of the glass. Equation 2 is valid for any crack, as long as an appropriate value for Y is known. 

With rare exceptions, surface cracks are the sources of failure, the fracture origins, in glasses. There are four reasons for 
this:  

1. GLASSES USUALLY HAVE FEW INTERNAL FLAWS, ESPECIALLY FLAWS THAT ARE 
EFFECTIVE IN CONCENTRATING STRESSES.  

2. RELATIVELY LARGE CRACKS ARE PRODUCED ON GLASS SURFACES DUE TO CONTACTS 
BETWEEN THE GLASS AND HARD OBJECTS. THIS WILL BE DISCUSSED LATER IN MORE 
DETAIL.  

3. FOR MANY LOADING SITUATIONS, THE MAXIMUM TENSILE STRESS IS ON THE 
SURFACE.  

4. SURFACE CRACKS ARE EXPOSED TO THE ENVIRONMENT.  

As will be discussed, the last three of these reasons also relate to static fatigue of glass. 
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Static Fatigue 

If a glass rod at room temperature in normal air is subjected to a constant load in three- or four-point bending, failure 
often occurs after some time has passed, rather than at the instant the load was applied. The rod was able to support the 
load at first; therefore, the maximum tensile stress must have been below the fracture stress, σF. Over time, something 
happened to cause strength degradation. In terms of Eq 2, there must have been either a change in Y (i.e., a change in the 
geometry, or shape, of the crack) or a change (i.e., an increase) in c, the crack length, since KIc is a material constant. This 
rod experiment is one example of the phenomenon of static fatigue, and it is also the classic way of measuring static 
fatigue--namely, by measuring the time to failure at a given applied load. Static fatigue of fibers may be measured by 
two-point bending or by applying uniaxial tension. If this experiment is performed using different loads, the time to 
failure will be seen to increase as the applied load decreases. Figure 1 shows an example of this type of experiment (Ref 
2). 

 

FIG. 1 LOG-LOG STATIC FATIGUE PLOT OF AVERAGE TIME TO FAILURE, T, VERSUS APPLIED STRESS. DATA 
ARE FOR VITREOUS SILICA AND ARE TAKEN FROM REF 3. SOURCE: REF 2 

The role of water in static fatigue of glass was recognized early on (Ref 4), even though the mechanism was not 
understood. Consequently, researchers examined different glass compositions and confirmed that those that are known to 
be more resistant to attack by water exhibit longer times to failure at a given load (Ref 5). Another approach was to try the 
time-to-failure experiments in air containing different amounts of water vapor, as well as in water itself (Ref 6). As shown 
in section (a) of Table 1, static fatigue is more pronounced--that is, times to failure are shorter at a given load--when there 
is more water vapor present, and shorter still in liquid water. 

TABLE 1 TIME TO FAILURE AT F/ N = 0.5 (DESIGNATED T0.5) FOR SODA-LIME-SILICA SPECIMENS 
TESTED IN FLEXURE 

CONDITION  T0.5, S  N, MPA  
(A) DIFFERENT HUMIDITIES  
WATER  8.7  86  



43% RH  200  86  
0.5% RH  3470  86  
(B) DIFFERENT SURFACE TREATMENTS  
SEVERE GRIT BLAST  2.9  86  
MILD GRIT BLAST  8.8  93  
ABRADED PERPENDICULAR TO STRESS        

600-GRIT PAPER  0.0043  134  
320-GRIT PAPER  0.149  95  
150-GRIT PAPER  0.56  70  

ABRADED PARALLEL TO STRESS        
150-GRIT PAPER  0.14  165  

RH, relative humidity. Data taken from Ref 6 

It was discovered that one effective way to eliminate the influence of water was to conduct the experiments in liquid 
nitrogen (Ref 4), and the results thus obtained were accepted as being free from static fatigue. The practice developed of 
normalizing strength at failure with respect to the liquid nitrogen strength, σN. Static fatigue data can then be presented on 
a graph of σ/σN versus time to failure, t. Mould and Southwick (Ref 6), however, showed that using normalized time-to-
failure values produced what they termed a "universal fatigue curve." One example of this is shown in Fig. 2, in which 
σ/σN is plotted versus log (t/t0.5), where t is the time to failure and t0.5 is the time to failure at σ/σN = 0.5 (Ref 6). The data 
presented in section (b) of Table 1 fall on the curve shown in Fig. 2. Plotting σ/σN versus time to failure (not normalized) 
results in six separate curves for the six conditions of surface abrasion used in the experiments. Normalizing the time to 
failure produces the universal fatigue curve. Mould and Southwick (Ref 6) showed that the surface condition of the glass 
influences the results, as shown by the data presented in section (b) of Table 1. The time to failure at σ/σN = 0.5 of 
abraded rods tested in water is shorter when the abrasion is more severe. 

 

FIG. 2 UNIVERSAL FATIGUE PLOT OF NORMALIZED STRESS (STRESS ON SPECIMEN DIVIDED BY FRACTURE 
STRESS AT -196 °C), σ/ σ N VERSUS LOG (T/T0.5) (LOAD DURATION DIVIDED BY THE LOAD DURATION AT σ / σ 

N = 0.5). DATA ARE FOR ABRADED SODA-LIME-SILICA SPECIMENS AND ARE TAKEN FROM REF 6. 

Still other experiments showed that average strengths increase when the specimens are stored in water (for 24 h, for 
example) prior to testing (Ref 5, 7). This last observation seems to conflict with those that show more rapid fatigue (i.e., 
strength degradation) in static fatigue tests in water. The difference is that the specimens stored in water are not under 
load. Once the mechanism of static fatigue has been explained, the reason for the different effects in these two cases will 
be clear. 



To summarize, water plays an important role in static fatigue of glasses. The susceptibility of a given glass to static 
fatigue increases when more water is present and when the glass exhibits more severe surface damage. Glasses that are 
inherently more resistant to water attack, such as vitreous silica, are less susceptible to static fatigue. Aging abraded rods 
in water with no load on the specimens increases the average fracture strength. On the other hand, aging pristine vitreous 
silica fibers in water with no load on specimens can decrease strength (Ref 26). Several theories that attempt to explain all 
these observations will now be examined. 

Charles and Hillig (Ref 8) provided concepts of stress corrosion that are still held to be essentially correct, albeit with 
some modifications. Tensile stress at a crack tip increases the rate of reaction of water with the glass. As a consequence, 
in the theory proposed by Charles and Hillig, the crack tip becomes sharper, and the crack grows longer; they considered 
the sharpening to be the more important of the two phenomena. [Today, the prevalent view is that "large" cracks are 
sharp, and that it is crack growth which is the mechanism responsible for fatigue. More on the issue of blunt and sharp 
cracks can be found in Ref 28.] As this slow crack growth occurs, the stress concentration at the crack tip increases, since 
a sharper, longer crack is a more effective concentrator of stress. Eventually, the stress reaches the bond strength of the 
network-forming structural units in the glass, and the piece breaks. This qualitative description of the Charles-Hillig 
theory of stress corrosion can be used to explain some of the observations documented earlier. 

First of all, static fatigue itself occurs because of slow crack growth due to stress corrosion. Under a constant load, surface 
cracks exposed to water in the environment grow until they become long enough to cause failure at that load, that is, until 
they bring the stress concentration at the crack tip to the required level. When larger cracks are present initially, less time 
is required at a given load before the required amount of slow crack growth takes place--hence the dependence of static 
fatigue on surface condition. Slow crack growth is faster at higher applied loads, because the stresses at the crack tips are 
higher; therefore, the time needed for the required amount of slow crack growth is shorter, and times to failure are shorter. 
Static fatigue is not seen at liquid nitrogen temperature, because the rate of chemical reaction of the water with the glass is 
extremely low. Slow crack growth is slower in glasses that are more resistant to water attack; therefore, these glasses 
exhibit lower susceptibility to static fatigue. The positive effects on strength produced by aging abraded glass in water are 
due to rounding or blunting of crack tips when no applied stress, or very low applied stress, is present. A resharpening 
must occur when a high enough load is applied before slow crack growth can proceed. Higher strengths are measured. 
The lower strengths measured after aging pristine vitreous silica fibers in water (Ref 26) may be explained by surface 
roughening, as shown by the work by Inniss et al (Ref 27). Charles and Hillig (Ref 8) developed a quantitative approach 
for predicting the velocity of slow crack growth and, therefore, the time needed before failure occurs. As discussed next, 
more recent models have been developed that are better at lifetime prediction. 

Michalske and Freiman (Ref 9) and Michalske and Bunker (Ref 10) proposed a chemical mechanism for reactions at 
crack tips that predicts slow crack growth (static fatigue) in water and similar liquids. Their model for the reaction 
between water and vitreous silica involves a three-step process, as shown in Fig. 3. Si-O-Si bonds at crack tips are 
strained as a result of the stresses concentrated there. In step 1, an H2O molecule comes close to the oxygen in a strained 
Si-O-Si bond and orients itself such that one set of the lone electron-pair orbitals on the oxygen of the water molecule 
aligns toward one Si. At the same time, a hydrogen bond develops between one H and the O. Step 2 really involves two 
simultaneous transfers at these two sites: (1) electron transfer from the O in the water molecule to the adjacent Si and (2) 
proton transfer to the O of the Si-O-Si bond. This forms two new bonds. The strain on the Si-O-Si bond enhances the 
tendency for this to happen. This leaves a hydrogen bond between the O of the water molecule and the transferred H. Step 
3 is the breaking of this hydrogen bond, leaving two Si-OH "surfaces." Other liquids or gases may behave similarly if 
they have structure and bonding similar to water--that is, lone-pair orbitals at one location on the molecule and proton 
donor sites at another. In fact, ammonia (NH3), hydrazine (N2H4), and formamide (CH3NO) have been shown to cause 
slow crack growth in vitreous silica (Ref 11). 



 

FIG. 3 SCHEMATIC OF PROPOSED MODEL FOR THE REACTION SEQUENCE BETWEEN H2O AND A STRAINED SI-
O-SI BOND AT A CRACK TIP. SOURCE: REF 11 

At this point, the picture seems clear: The reaction of water with glass is enhanced at crack tips owing to high strains in 
the network-forming bonds in those regions. Cracks lengthen (and sharpen?), which eventually causes fracture of the 
piece under load. However, models of water attack are just that--models. The specific attack mechanisms are still not 
known with certainty. Also, when equations for predicting lifetimes are developed from these theories, and when fatigue 
susceptibility is tested in other types of experiments, the picture loses its clarity. There is no question that water is 
involved in fatigue, or that stress-assisted crack growth in some form is involved, but there are questions about what 
happens in detail. In order to proceed further, these other types of experiments need to be explained and illustrated with 
some results. 
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Dynamic Fatigue 

The obvious disadvantages of time-to-failure studies are the extremely long times needed for failure at low loads and the 
need for testing large numbers of specimens owing to the statistical nature of glass strength. One way to address the issue 
of long times is to use the technique called dynamic fatigue. Instead of applying a constant load (stress) to the specimen, a 
constant rate of loading (stress/second) is applied. Sets of specimens tested at lower rates of loading break at lower 
average strengths than sets tested at higher rates. The principle involved is that there is more time for crack growth to 
occur when the load is being increased slowly; therefore, the lowering of the strength due to slow crack growth is more 
pronounced. At very high loading rates, there is virtually no time for significant crack growth to occur before the stress at 
the crack tip reaches the critical value for fracture. Dynamic fatigue experiments are often done with the specimens 
immersed in water in order to investigate the maximum fatigue effect. 

Average values of stress at failure are plotted versus stressing rate on a log-log graph. The slope of the best-fit straight 
line through the data points is 1/(N + 1), where N is the fatigue resistance parameter. An example is shown in Fig. 4 (Ref 
29). The equation upon which this is based is from Charles (Ref 13):  

σAF = C 1/N + 1  (EQ 3) 

where σaf is the applied stress at which failure occurs, C is a constant, and β is the rate of stress application. 



 

FIG. 4 EXAMPLE OF A LOG-LOG DYNAMIC FATIGUE PLOT OF BREAKING STRESS VERSUS STRESSING RATE. 
DATA ARE FOR WETTED SODA-LIME-SILICA RODS AND ARE TAKEN FROM REF 29. THE SLOPE OF THE LINE 
[1/(N + 1)] IS 14. 

The parameter N provides a simple way to characterize the fatigue resistance of glasses. A high value of N is associated 
with a high fatigue resistance. According to Ritter et al. (Ref 12), N for soda-lime-silica glass is about 13 to 17; for 
borosilicate glass, 27 to 40; and for vitreous silica, 32 to 38. These are for measurements done in water. 
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Crack Velocity Measurements 

Yet another method for studying fatigue susceptibility of glasses is to examine slow crack growth directly. This is done 
using crack velocity measurements, so-called V-K experiments, in which controlled growth of well-defined macroscopic 



cracks in fracture mechanics specimens is monitored. Regardless of the particular test geometry, the goal is to obtain the 
V-K curve, which gives the relationship between crack velocity, V, and the stress-intensity factor, K, for the glass. A 
schematic of such a curve is shown in Fig. 5 (Ref 11). This is a semilog plot: log(velocity) versus KI. Although the curve 
is divided into several regions, region I is of primary interest in characterizing fatigue behavior, since crack growth in this 
region is controlled by the rate of reaction of water (or water vapor) with the glass. Region II is a transition region in 
which part of the crack tip is exposed to water and part is running dry (Ref 14). In region III, the crack is moving so fast 
that water cannot reach the crack tip fast enough to have any effect on crack growth. Cracks in laboratory tests of static or 
dynamic fatigue and cracks in glass articles in service grow for the greatest length of time in region I. The velocity of 
crack propagation is exponentially dependent on the stress-intensity factor in region I, so the V-K data in region I should 
lie on a straight line when plotted on semilog paper. The slope of this line is the fatigue resistance parameter, N. 

 

FIG. 5 SCHEMATIC V-K CURVE FOR A GLASS SHOWING ALL POSSIBLE REGIONS (EXPLAINED IN TEXT); THE 
SLOPE OF REGION I REPRESENTS THE FATIGUE RESISTANCE PARAMETER. SOURCE: REF 11 

Wiederhorn (Ref 15), among others, showed that the velocity of crack propagation at a given KI depends on the relative 
humidity, with higher velocities for higher humidities or liquid water. However, the slope of region I of the V-K curve 
does not depend on the relative humidity. It does depend on glass composition and on pH, as shown in Fig. 6 (Ref 16). 



 

FIG. 6 V-K CURVES SHOWING THE EFFECT OF PH OF CRACK GROWTH IN SODA-LIME-SILICA GLASS (A) AND 
VITREOUS SILICA (B). DATA TAKEN FROM REF 16. SOURCE: REF 11 
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Comparison of Results 

Static fatigue, dynamic fatigue, and crack velocity measurements are three different ways of determining the fatigue 
resistance parameter. Ideally, results obtained using the three techniques should be the same for tests done on the same 
glass composition under the same environmental conditions. However, this is not necessarily the case. For example, Ritter 
(Ref 17) showed that N values obtained using universal fatigue curves and V-K curves for three glass compositions 



differed. These results are summarized in Table 2. There is no agreement among the N values obtained from the universal 
fatigue curves and from the V-K curves for these three glasses. In fact,the N values from the universal fatigue curves show 
no dependence on composition, whereas the N values from V-K data seem to be obviously different for the three glasses. 
Notice too that the N values for the abraded specimens are consistently much lower than those for the specimens that were 
polished in hydrofluoric acid or tested as pristine fibers (i.e., freshly drawn fibers tested without being touched along the 
length put under maximum stress). 

TABLE 2 VALUES OF N FOR THREE GLASS COMPOSITIONS OBTAINED FROM THE SLOPE OF THE 
UNIVERSAL FATIGUE CURVE (UFC) OR FROM THE SLOPE OF THE V-K CURVE 

GLASS  CURVE 
(SURFACE TREATMENT)  

TEST 
CONDITION  

FATIGUE 
RESISTANCE 
PARAMETER, N  

UFC (ABRADED)  WET  29  
UFC (HF POLISHED)  50 AND 100% RH  74  

SODA-LIME-SILICA  

V-K  WATER  35  
UFC (ABRADED)  100% RH  31  
UFC (HF POLISHED)  100% RH  58  

BOROSILICATE  

V-K  WATER  62  
UFC (ABRADED)  50% RH  31  
UFC (PRISTINE FIBER)  100% RH  68  

VITREOUS SILICA  

V-K  WATER  72  

Source: Ref 17 

Explanations for these discrepancies can be found by exploring differences in the specimens and methods of testing in 
more detail. The abraded specimens had many small surface cracks, surface cracks in the HF-polished specimens had 
been transformed into shallow etch pits, and macroscopic "through" cracks (i.e., cracks extending through the entire 
thickness of the specimen) were used in the V-K tests. The reason for the very different N values obtained for abraded and 
for pristine or HF-polished specimens of the same glass is that the flaws were very different in these two cases. Sharp 
surface cracks were present in the abraded specimens, so crack growth could begin as soon as sufficient stress was 
applied. Any flaws present on the pristine surfaces were so small that a crack nucleation step probably was involved 
before crack growth could occur. The time needed to nucleate a crack might be longer than the time needed for that crack 
to grow to the point where fracture occurs. Unfortunately, there are discrepancies about this in the literature, with reports 
of lower N values for specimens with smaller flaws (Ref 18). The smaller flaws were produced using diamond indenters, 
which could produce yet another surface condition. As for the lack of a composition influence in the data presented by 
Ritter (Ref 17) for the abraded specimens, residual stresses associated with the surface flaws could be a contributing 
factor, as pointed out by Lawn et al. (Ref 18, 19). 

These conflicting results can cause confusion on the part of someone trying to understand the fundamentals of fatigue of 
glasses. It is important to realize the implications of different surface conditions, especially when surface cracks or other 
discontinuities are produced in different ways. A pristine or acid-polished surface has very different flaws than does a 
surface that has been abraded, or one that has been abraded and annealed, or one that has been indented at low loads, or 
one that has been indented at high loads. These are just some of the surface treatments that have been used to investigate 
static and dynamic fatigue of glasses. Crack velocity studies are different again, in that they involve macroscopic cracks 
that extend through the entire thickness of the glass. 

What is one to do when faced with a decision about conducting fatigue tests? Crack velocity tests should provide the best 
information about the susceptibility of the glass to reaction with water. The slope of the V-K curve in region I (see Fig. 5) 
is related directly to the rate of reaction of water with the glass, as discussed earlier. Therefore, these tests should be used 
to provide this kind of fundamental information. On the other hand, real cracks encountered in service conditions are 
seldom through cracks. Surface cracks or other surface flaws represent the vast majority of cases involving fatigue. 

It is most useful to select a surface condition and a test geometry that most nearly duplicate what is expected in service. 
For example, glass optical fibers are coated immediately after being drawn, and thus have pristine surfaces. The fibers are 



subjected to uniaxial tension and bending when they are placed in service. Testing of abraded fibers would involve 
examining a surface condition that is very unlikely to be encountered in service. On the other hand, testing of the coated 
fibers, or of freshly drawn uncoated fibers, or even of fibers with carefully made low-load indentations would duplicate 
service conditions. The fibers should be loaded using uniaxial tension or using extreme bending. Simulation of service 
conditions is a desirable goal in realistic fatigue testing. 
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Lifetime Prediction 

The primary goal of investigating fatigue of glasses is to predict the lifetime of a glass article in service. Given that crack 
growth occurs when glass is under load in the presence of water, how long will it be before the glass breaks? 
Alternatively, how significant is the strength degradation when a piece of glass has been loaded under certain conditions? 
Will glass optical fibers, for example, remain intact for 25 years under the expected service conditions? The key to 
predicting lifetimes is knowing how cracks grow. Using fracture mechanics, the issue is knowing how crack velocity, V, 
is related to the stress-intensity factor, K. 

Earlier, it was stated that V depends exponentially on K in region I of the V-K curve. In fact, that is one commonly used 
V(K) function; another is a power law:  

  
(EQ 4) 

where Vc is a constant, Kc is the critical stress-intensity factor (fracture toughness), and N is the fatigue parameter. Both 
equations work equally well in the velocity range where data are taken (Ref 20). However, neither equation accounts for 
stage IA of Fig. 5, and extrapolations to low velocities differ markedly, as illustrated in Fig. 7 (Ref 21). The velocities 

predicted by the two approaches differ by orders of magnitude at a stress intensity of 0.2 MPa . In this case, the 
exponential law seems to agree well with the data down to the lowest measured velocity, about 10-10 m/s. Gupta et al. (Ref 
2) recently proposed a way to generate the V-K relationship from static fatigue data. Their method involves no 
assumptions about the form of the V-K function, and they are able to calculate V-K curves from static fatigue data. Figure 
8 shows values of V versus K obtained using their proposed method (the filled circles labeled Ref 3) and values from 
other published reports for vitreous silica at room temperature in air. The relative humidities in the other results ranged 
from 20 to 100%. Note how the calculated V(K) data (the Ref 3 results) seem to merge with the other high-K results. In 
their opinion, this confirms the dominance of crack growth in fatigue. Assuming this is the case, all the data in Fig. 8, 
including the calculated values, can best be represented by a power law:  

LOG V = 1.05 + 10.7 LOG K  (EQ 5) 



Note that velocities down to 10-16 m/s were analyzed using this method, far lower than can be measured in crack velocity 
experiments, which usually go no lower than about 10-10 m/s. 

 

FIG. 7 V-K CURVE FOR VITREOUS SILICA IN THE LOW-VELOCITY REGIME; EXPERIMENTS WERE DONE IN 
WATER. EXTRAPOLATED CURVES FOR POWER-LAW AND EXPONENTIAL BEHAVIOR ARE SHOWN. SOURCE: REF 
21 

 

FIG. 8 V-K DATA FOR VITREOUS SILICA IN AIR FROM A NUMBER OF SOURCES (REF 2, 3, 4, 5) AND LOW-
VELOCITY DATA CALCULATED FROM THE DATA IN REF 3 USING THE METHOD DESCRIBED IN REF 2. SOURCE: 
REF 2 
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Surface Damage 

This final section deals with the surface cracks that are, for the most part, responsible for static fatigue failure of glass 
articles in service. Few glass products are free from surface cracks. Glass fibers used in optical waveguides may be one 
such product, since the pristine surfaces are coated immediately after forming, thus preventing direct contact with the 
glass surface. Static fatigue still occurs, but most probably involves a crack nucleation phase that may be more important 
than the crack growth phase, as noted earlier. The surfaces of most glass products are exposed to contact with hard 
objects, however, and this often results in cracks. The literature on contact damage on glass surfaces is extensive; only the 
essential elements will be presented here. The reader is referred to the list of "Selected References" at the end of this 
article for sources of additional information. 

Contact damage can be produced by objects that are blunt (spheres, shoulders of bottles) or sharp (grains of an abrasive). 
Objects can be large (bottles, hammers, stones) or small (sand particles). Contact can be slow (indentation) or fast 
(impact). The type of damage that results from contact depends primarily on whether the object is blunt or sharp and on 
whether the glass tends to densify under pressure. The rate of contact generally has little influence on the type of damage 
produced. (Rate is important at temperatures high enough for the glass to be in the regime where it behaves 
viscoelastically, such as during some stages of the forming process.) In general, contact with a blunt object will produce 
shallow, circular cracks on the surface, which may flare out into cone-shaped cracks that extend into the glass. A sharp 
object tends to produce some cracks that are normal to the glass surface and which extend radially away from the location 
of contact and some cracks that are nearly parallel to the surface and which may intersect the surface, resulting in the loss 
of chips of glass next to the contact site. In the case of both blunt and sharp objects, the cracks that extend into the glass 
are primarily responsible for strength degradation and, therefore, are more directly involved in fatigue. Residual stresses 
are present, even after crack formation occurs, and these can cause crack growth even in the absence of externally applied 
stresses. 

Contact damage can occur anytime during the lifetime of a glass article. Some damage may occur in production, for 
example, when bottles bump against one another on conveyor belts. Most contact damage occurs once the object is placed 
in service. Think of the opportunities for contact damage to be produced on an automobile windshield, for example. There 
is abrasion from wiper blades and from the cloths or towels used in cleaning; there are impacts from particles or even 
stones kicked up by other vehicles. The nearly daily production of additional contact damage in a case like this provides 
yet another complication in lifetime prediction, since long-term growth of small flaws could be overshadowed by short-
term growth of even one large flaw produced much later. The complex morphologies and residual stresses of contact 
damage sites must be considered when attempting to simulate these conditions in laboratory experiments, especially when 
the goal is obtaining data for lifetime prediction. 
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Introduction 

IT HAS LONG BEEN RECOGNIZED that fatigue data, when resolved into elastic and plastic terms, can be represented 
as linear functions of life on a logarithmic scale. Figure 1 schematically shows this representation of elastic and plastic 
components, which together define the total fatigue life curve of a material. The general fatigue-life relation, expressed in 
terms of the strain range (∆ε, where ∆εis the strain change from cyclic loading), is as follows:  

∆ = ∆ E + ∆ P  (EQ 1) 



where ∆εe is the elastic strain range, ∆εp is the plastic strain range, and where:  

  
(EQ 2) 

  
(EQ 3) 

Therefore, the total strain amplitude (or half the total strain range, ∆ε/2) can be expressed as the sum of Eq 2 and 3 such 
that:  

  
(EQ 4) 

where 'f is the fatigue ductility coefficient, σ'f is the fatigue strength coefficient, b is the fatigue strength exponent, c is 
the fatigue ductility exponent, and Nf is the number of cycles to failure. 

 

FIG. 1 SCHEMATIC OF FATIGUE LIFE CURVE WITH THE MANSON FOUR-POINT CRITERIA FOR THE ELASTIC 
AND PLASTIC STRAIN LINES. D IS THE TENSILE DUCTILITY, σF IS THE FRACTURE STRESS (LOAD AT FRACTURE 
DIVIDED BY CROSS-SECTIONAL AREA AFTER FRACTURE), AND UTS IS CONVENTIONAL ULTIMATE TENSILE 
STRENGTH. SOURCE: REF 1, 2 

These four empirical constants (b, c, σ'f, ε'f) form the basis of modeling strain-life behavior for many alloys, although it 
must be noted that some materials (such as some high-strength aluminum alloys and titanium alloys) cannot be 
represented by Eq 4. 

For many steels and other structural alloys, substantial data have been collected for the four parameters in Eq 4. In many 
cases, the four fatigue constants have been defined by curve fitting of existing fatigue life data (e.g., Ref 3). A collection 
of this data is tabulated at the end of this article. 



The four fatigue constants can also be estimated from monotonic tensile properties. With the availability of extensive 
data, however, these techniques are not widely used (Ref 4). Nonetheless, this article briefly summarizes the "four-point 
method" as a method to estimate fatigue life behavior from tensile properties. This method can be compared with the 
fatigue and tensile properties tabulated at the end of this article. 

In addition, it should also be mentioned that the four fatigue constants are also related to the following parameters:  

  
(EQ 5) 

  
(EQ 6) 

where K' is the cyclic strength coefficient and n' is the cyclic strain hardening exponent in the power-law relation for a 
log-log plot of the completely reversed stabilized cyclic true stress (σ) versus true plastic strain (εp) such that = K' ( p)n'. 
The use of power-law relationship is not based on physical principles, although the relationships in Eq 5 and 6 may be 
convenient for mathematical purposes. The parameters K' and n' are usually obtained from a curve fit of cyclic stress-
strain data (Ref 4). 

 
References 

1. S.S. MANSON, J. BASIC ENG. (TRANS. ASME), VOL 84 (NO. 4), DEC 1962, P 537-541 
2. S.S. MANSON, "FATIGUE: A COMPLEX SUBJECT--SOME SIMPLE APPROXIMATIONS," NASA-

TM-X-52084, NATIONAL AERONAUTICS AND SPACE ADMINISTRATION, 1965 
3. MATERIALS DATA FOR CYCLIC LOADING, VOL 42A TO 42E, C. BOLLER AND T. SEEGER, ED., 

ELSEVIER SCIENCE, 1987 
4. J.A. BANNANTINE, J.J. COMER, AND J.L. HANDROCK, FUNDAMENTALS OF METAL FATIGUE 

ANALYSIS, PRENTICE-HALL, 1990, P 63, 83, PROBLEM 2.31 ON THE METHOD OF UNIVERSAL 
SLOPES 

Parameters for Estimating Fatigue Life 

 

Four-Point Method 

Numerous studies have been devoted to the development of techniques for estimating strain-controlled fatigue 
characteristics (per Eq 4). For the most part, these studies dealt with data generated under completely reversed strain 
cycling (i.e., R = -1, or A = ) and usually attempted to relate fatigue properties with tensile properties. Extensions of 
these studies have carried the estimating procedures a step further, addressing the correlation of fatigue data obtained at 
various strain ratios (R). 

Two common methods for approximating the shape of a fatigue curve are the "method of universal slopes" and the "four-
point correlation" method. These two methods have been known for many years and are described in various references 
(for example, Ref 2 and 5). The method of universal slopes, first proposed by Manson (Ref 2), is based on the relation:  

  
(EQ 7) 

where UTS is ultimate strength, E is modulus of elasticity, and εf is true fracture ductility, or ln [1/(1 - RA )]. 

This approximation thus requires only tensile strength, modulus, and reduction in area (RA). However, note that it is 
based on strain range (∆ε) rather than strain amplitude (∆ε/2). 



The four-point method also allows construction of fatigue life curves from more readily available handbook data (i.e., 
monotonic tensile data). This method can be compared with the traditional strain-based approach (Fig. 1) or a stress-based 
approach. In both cases, the four-point method is based on the premise that total fatigue life per Eq 4 can be estimated as 
the sum of elastic strain (Eq 2) and plastic strain (Eq 3) components. The step-by-step process for locating points on the 
plastic- and elastic-strain-life lines is described below for both strain-based and stress-based data. 

Strain-Based Four-Point Method. The four-point method initially was developed in terms of strain range by Manson 
(Fig. 1). The four points in Fig. 1 are determined as follows:  

1. POINT P1 ON THE ELASTIC STRAIN LINE IS POSITIONED AT NF = 0.25 CYCLES (WHERE A 

MONOTONIC TEST IS OF ONE FATIGUE CYCLE) AND AT AN ELASTIC STRAIN RANGE 
OF 2.5 σF/E (WHERE σF IS THE FRACTURE STRESS IN A TENSILE TEST AND E IS THE 
ELASTIC MODULUS).  

2. POINT P2 ON THE ELASTIC STRAIN LINE IS POSITIONED AT NF = 105 CYCLES AND AT AN 
ELASTIC STRAIN RANGE OF 0.9 UTS/E, WHERE UTS IS THE CONVENTIONAL ULTIMATE 
TENSILE STRENGTH.  

3. POINT P3 ON THE PLASTIC STRAIN LINE IS POSITIONED AT NF = 10 CYCLES, WHERE THE 
PLASTIC STRAIN RANGE IS 0.25D  AND D IS THE CONVENTIONAL LOGARITHMIC 
DUCTILITY (ALSO KNOWN AS F).  

4. POINT P4 ON THE PLASTIC STRAIN LINE IS POSITIONED AT NF = 104 CYCLES, WHERE THE 
PLASTIC STRAIN RANGE IS GIVEN BY ∆ P (AT 104 CYCLES) = 0.0069 - 0.525 ∆ E (AT 104 
CYCLES), WHERE THE ELASTIC STRAIN-RANGE LINE AT NF = 104 CYCLES; (∆ E AT 104) IS 
SHOWN AS ∆ *E IN FIG. 1.  

Fracture Stress. Point P1 depends on fracture stress, which is not readily available in literature. However, fracture stress 
(which is the load at fracture divided by the area as measured after fracture) can be estimated (Ref 2) by means of the 
following approximate relationship among fracture stress, ultimate tensile stress, and fracture ductility; thus,  

F = UTS (1 + D)  (EQ 8) 

This relation follows from Fig. 2, where each point is fixed by the data for one material. This calculation and that relating 
to the four-point method for defining the elastic and plastic strain-range lines were developed by Manson based on the 
materials listed in Table 1. 

TABLE 1 MATERIALS USED IN LOW-CYCLE FATIGUE STUDY FOR FIG. 3 

4130 SOFT  
4130 HARD  
4130X-HARD  
4340 ANNEALED  
4340 HARD  
304 ANNEALED  
304 HARD  
52100 HARD  
52100X-HARD  
AM-350 ANNEALED  
AM-350 HARD  
310 STAINLESS  
VASCOMAX 300 CVM  
VASCOJET MA  



VASCOJET 1000  
TI-6A1-4V  
TI-5A1-2.5SN  
MAGNESIUM AZ31B-F  
1100 ALUMINUM  
5456-H311 ALUMINUM  
2014-T6 ALUMINUM  
2024-T4 ALUMINUM  
7075-T6 ALUMINUM  
SILVER (0.99995% PURE)  
BERYLLIUM  
INCONEL X  
A-286 AGED  
A-286 34% COLD REDUCED AND AGED  
D-979  

Source: Ref 2 

 

FIG. 2 FRACTURE STRESS VERSUS TENSILE DUCTILITY. SOURCE: REF 5 

Graphical Solution by Manson. On the basis of the approximate equality in Eq 8, Manson noted that when E is known, 
only two tensile properties--ultimate tensile strength (UTS), and the reduction in area (to give D)--are needed to position 
the lines in Fig. 1 and thus obtain a prediction of fatigue behavior. Figure 3 shows a convenient graphical solution by 
Manson for locating the four points in Fig. 1. For example, if UTS/E is 0.01 and the reduction in area is 50% (D = 0.694), 
the value of P2 from the right-hand scale is 0.009 and that of P3 from the top scale is 0.18. Locating the point with the 
coordinates UTS/E = 0.01 and reduction in area equal to 50% gives values for P1 and P4 of 0.042 and 0.0009, 



respectively. These points will locate the two strain-range lines, and the total strain-range curve can then be positioned to 
relate ∆εand Nf for the material in question. 

 

FIG. 3 GRAPHICAL SOLUTION TO OBTAIN THE FOUR POINTS (P1, P2, P3, AND P4 IN FIG. 1) TO POSITION THE 
ELASTIC AND PLASTIC STRAIN-RANGE LINES. BASED ON ANALYSIS OF FATIGUE DATA FOR MATERIALS IN 
TABLE 1. SOURCE: REF 2 

Stress-Based Four-Point Method. The four-point also applies to the construction of a stress-based S-N fatigue curve, 
as shown in Fig. 4. The four points A, B, C, and D in Fig. 4 can be defined in terms of either stress or strain. In terms of 
strain, the points are identical to points P1, P2, P3, and P4 in Fig. 1. For construction of an S-N fatigue curve, the points are 
determined as described below. 



 

FIG. 4 SCHEMATIC SUMMARY OF FOUR-POINT METHOD FOR ESTIMATING FATIGUE STRENGTH OR STRAIN 
LIFE. SOURCE: REF 6 

Point A (in terms of stress) is simply the ultimate tensile strength of the metal, plotted on the vertical axis of the graph at 

N = . As in the strain-based approach, this assumes that the simple tensile test represents one-fourth of a single, 
completely reversed fatigue cycle--the peak positive value of the applied stress. 

Point B, the right-hand locator of the elastic curve, is defined as the fatigue-endurance limit, if the metal has one; 
otherwise, point B is the endurance strength. Some ferrous alloys have an endurance limit, that is, a stress level below 
which fatigue failure will never occur, regardless of number of cycles. This is generally around 107 or 106 cycles, at which 
point the fatigue curve approaches zero-slope, or a horizontal line. 

Many metals, particularly those that do not work harden, have no detectable endurance limit. Their long-life fatigue 
curves never become truly horizontal. For these metals, a pseudo-endurance limit, called endurance strength, is reported. 
Usually, this value is defined as the failure stress at some large number of cycles, for example, 107 to 1010. 

Point B can also be obtained from tensile-test data--a virtue of this technique, as handbook values for fatigue-endurance 
strengths or limits are often not available. Use Fig. 5 (Ref 6) to find the fatigue-endurance value from yield strength and 
true ultimate tensile strength for the material. Simply calculate the "ductility parameter" from handbook tensile data using 
the equation on the horizontal axis of the graph. Then find the "endurance-to-yield" strength ratio for the appropriate 
material. Multiply this ratio by "yield strength" to find the endurance value, which is point B. 



 

FIG. 5 PLOT FOR ESTIMATING FATIGUE-ENDURANCE LIMITS (POINT B IN FIG. 4) FOR COMMON STRUCTURAL 
ALLOY GROUPS. SOURCE: REF 6 

Beyond point B, the ratio of ultimate tensile strength to yield strength can be used to approximate the slopes of the long-
life portion of the fatigue curve. According to many researchers, a ratio greater than 1.2 suggests that the material strain 
hardens sufficiently to produce a pronounced endurance limit value, and the curve assumes a zero slope. For ratios less 
than 1.2, however, the curve will continue to drop beyond point B. The lower the ratio below 1.2, the further the fatigue 
curve deviates from a horizontal, zero-slope line beyond point B. 

Because both endurance strength and endurance limit are reported in terms of stress, this value must be divided by 
Young's modulus for the metal if the fatigue curve is being constructed in terms of strain. 

Point C is a value known as "fracture ductility." If natural, or true, strain at fracture for a simple tension test is known 
(which would be the distance between gage points at fracture divided by initial gage length), fracture ductility is the 
natural log of this value. 

In most cases, however, reduction of area for a simple tensile test is given in handbooks. As before in the discussion on 
the universal slopes method, fracture ductility, εf, is estimated.  

  
(EQ 9) 

where RA is reduction of area in %. 

Because fracture ductility is in units of strain, this value must be multiplied by Young's modulus to obtain point C in 

terms of stress. In all cases, point C is also plotted at N = . 

Point D is defined as the intersection of the plastic and elastic curves at 104 cycles. (According to the theory of "universal 
slopes," elastic and plastic strain curves intersect at N = 104). Thus, locate point D on the elastic curve and draw the 
plastic curve between points C and D. Now the fatigue curve can be drawn as the arithmetic summation of the elastic and 
plastic lines. 



Comparison with Data for Steel, Aluminum, and Copper Alloys. To demonstrate the validity of the method 
described here, actual fatigue test results for various steel, aluminum, and copper alloys were compared with curves 
approximated from handbook data (Ref 6). In addition, a more recent analysis by J.H. Ong (Int. J. Fatigue, Vol 15, 1993, 
p 13-19) on 49 steels demonstrates that the predicted values by the four-point correlation method and the universal slopes 
method give satisfactory agreement with experimental data. The analysis by Ong shows that the four-point methods gives 
the best estimates for predicting fatigue properties from uniaxial tension tests. 

Of the six comparisons shown (Fig. 6a- 6f), fatigue data for steels and aluminum were taken from published sources. The 
measurements for copper fatigue are original, taken from tests on simulated squirrel-cage rotor, bar-to-end ring joints for 
induction motors. 

 

FIG. 6 COMPARISON OF ACTUAL FATIGUE TEST RESULTS (OPEN CIRCLES) WITH FATIGUE CURVES 
CONSTRUCTED BY THE FOUR-POINT METHOD FROM TENSILE DATA. TOTAL FATIGUE LIFE IS A SOLID LINE 
AND ELASTIC AND PLASTIC COMPONENTS ARE DASHED LINES CONSTRUCTED FROM TENSILE DATA POINT 
(SHOWN BY X'S). (A) 4340 STEEL. (B) ALLOY STEEL PLATE (LUKENS 80). (C) 7075-T6 ALUMINUM. (D) 
ELECTROLYTIC-TOUGH-PITCH (ETP) COPPER. (E) BRASS. (F) BE-CU ALLOY. SOURCE: REF 6 

Because these parts had been brazed prior to testing, the copper fatigue test data were assumed to represent essentially 
annealed material. Trace-ability of the data is not "ideal" in these cases, as handbook tensile data for the approximated 
curves were selected for truly annealed materials. Nevertheless, correlation between fatigue test data and the curves 
drawn from annealed tensile data is quite good, indicating that this technique appears to be perfectly acceptable for copper 
alloys as well. 

Figures 6(a) to (f) were prepared from actual fatigue-test data (open circles) and from handbook tensile data (X's). Fatigue 
curves constructed according to the techniques outlined in this article are shown in solid curves. Elastic and plastic strain 
curves used in the construction of the fatigue curves are dashed. While this is no substitute for thorough, conventional 
fatigue testing, reasonable correlation between the actual fatigue data and the simulated curves indicates that this 
technique can be a quick shortcut for approximating fatigue-life information. 
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Transition Fatigue Life 

The four-point method and the method of universal slopes are based, in part, on an assumed fatigue transition life at Nt = 
104 cycles. The fatigue transition life (which is considered the point of division between fatigue life dominated by elastic 
strains or life dominated by elastic strains) does occur approximately at approximately 104 cycles for quenched-and-
tempered carbon and low-alloy steels. In general, however, the fatigue transition life is expected to increase as the 
ductility of a material increases and strength decreases. Figure 7 (Ref 7, 8, 9), for example, shows this effect for various 
steels as a function of hardness. Higher-strength steels resist plastic deformation over a larger range, while softer steels 
may undergo plastic strain at a higher fatigue life. Transition fatigue life and tensile properties for some nonferrous alloys 
also are given in Table 2. 

TABLE 2 TRANSITION FATIGUE LIFE AND TENSILE DATA FOR INCO 706 AND TWO TITANIUM 
ALLOYS 

MATERIAL  NT, 
CYCLES  

∆εTR, 
%  

ELONGATION 
%  

REDUCTION 
OF AREA, 
%  

FRACTURE 
DUCTILITY, 
εF  

B, R = 
-1.0  

C, R 
= 
-1.0  

INCO 706  194  1.19  14.5  41.5  0.536  -
0.0880  

-0.44  

TI-5AL-5SN-
2ZR-2MO  

252  1.25  18.5  53.1  0.757  -
0.0520  

-0.55  

TI-6AL-4V  690  1.45  22.3  61.0  0.942  -
0.1212  

-1.11  
 

 

FIG. 7 TRANSITION FATIGUE LIFE (EXPRESSED IN TERMS OF LOAD REVERSAL) AS A FUNCTION OF 



HARDNESS FOR STEEL. SOURCE: REF 7 

Effect of Mean Stress or Strain (R ratio) on Transition Life. The fatigue transition life in one study (Ref 10) was 
determined to be independent of the strain ratio (Rε) as shown schematically in Fig. 8. Furthermore, in plastic strain 
region (regime II in Fig. 8), the effects of strain ratio are considered negligible. In regime II, where there are large 
amounts of plastic strain present, there are no effects of strain ratio, and the fatigue life behavior is essentially as if all 
testing is done in a completely reversed mode. In this regime, the elastic and plastic slopes for all strain ratios are 
equivalent to those slopes for the completely reversed data of regime I, and a universal strain-normalized life equation 
describes the fatigue behavior of the material. These characteristics allow development of a fairly simple basis for 
defining the effects on strain ratios on fatigue life, as described in more detail in Ref 10. 

 

FIG. 8 SCHEMATIC OF THE STRAIN RANGE-LIFE RELATIONSHIP AS A FUNCTION OF STRAIN RATIO, R . THE 
LIFE IS AFFECTED BY R  IN REGIME I ONLY. IN REGIME II, THE MEAN STRESS IS ALWAYS NEARLY ZERO, AND 
R  HAS LITTLE OR NO EFFECT ON LIFE. SOURCE: REF 10 
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Summary of Strain-Life Constants 

The four fatigue-life parameters in Eq 1 can be determined either by curve fitting actual fatigue life test data or by 
approximating the constants from tensile properties. Each method has its limitations. Nevertheless, the four constants in 
Eq 1 do provide a model for fatigue life for many alloys (for example, those in Fig. 9 and Table 3 from the early work by 
Manson and others in Ref 11). 

TABLE 3 TENSILE PROPERTIES FOR ALLOYS IN FIG. 9 

NUMBER 
IN 
FIG. 9  

MATERIAL  YOUNG'S 
MODULUS, 
106 PSI  

POISSON'S 
RATIO  

DUCTILITY  FRACTURE 
STRESS, 
KSI  

ULTIMATE 
STRESS, 
KSI  

ENDURANCE 
STRESS, 
KSI  

1  4130 SOFT  32.0  0.290  1.120  245.0  130.0  45.0  
2  304 HARD  25.0  0.340  1.165  295.0  138.0  40.0  
3  4340 HARD  29.0  0.300  0.477  278.0  213.0  55.0  
4  4340 ANNEALED  28.0  0.320  0.570  174.0  120.0  50.0  
5  52100  30.0  0.290  0.119  323.0  292.0  80.0  
6  304 ANNEALED  27.0  0.270  1.368  278.0  108.0  40.0  
7  4130 HARD  29.0  0.280  0.792  302.0  207.0  70.0  
8  AISI 310  28.0  0.300  1.006  197.0  93.3  18.0  
9  INCONEL X (NICKEL 

ALLOY)  
31.0  0.310  0.223  219.0  176.0  55.0  

10  TI-6AL-4V  17.0  0.330  0.530  249.0  179.0  70.0  
11  BERYLLIUM  42.0  0.024  0.017  47.7  46.9  24.0  
12  AM350 HARD  26.0  0.300  0.233  328.0  276.0  90.0  
13  AM350 ANNEALED  28.0  0.320  0.737  339.0  191.0  55.0  
14  1100 ALUMINUM  10.0  0.330  2.090  . . .  16.2  5.0  
15  5456-H311 ALUMINUM  10.0  0.330  0.424  81.7  57.8  20.0  
16  2014-T6 ALUMINUM  10.0  0.330  0.288  91.4  73.6  25.0  

Source: Ref 11 

 



FIG. 9 TOTAL STRAIN VERSUS CYCLIC LIFE FOR VARIOUS ALLOYS. (SEE TABLE 3 FOR MATERIAL 
IDENTIFICATION.) SOURCE: REF 11 

Curve Fitting from Fatigue Test Data. Tables 4(a), 4(b), 5, 6, and 7 at the end of this article summarize fatigue-life 
constants determined from curve fitting of fatigue test data for several alloys. As previously mentioned, some materials 
(such as some high-strength aluminum alloys and titanium alloys) cannot be adequately represented by the four fatigue 
constants in Eq 1. The strain range for the actual data is also an important factor. Errors can occur when extrapolating 
fatigue life estimates outside the range of the original data. Nevertheless, the basis for the four constants in Eq 1 do 
provide a model for many structural alloys. 

TABLE 4(A) MONOTONIC AND FATIGUE PROPERTIES FOR CARBON, LOW-ALLOY, AND HSLA STEELS (R = -1, 
LONGITUDINAL DIRECTION) 

MATERI
AL  

HARDNES
S(A)  

PRODUCT 
CONDITION
(B)  

UT
S, 
MP
A  

TY
S, 
MP
A  

F, 
MP
A  

R
A, 
%  

E
L, 
%  

T  E, 
GPA  

N'  K, 
MP
A  

'F, 
MP
A  

B  'F  C  

MATERIAL: SAE STEEL  
. . .  AS-

RECEIVED  
556  321  990  67  . . .  1.06  206  0.18  102

6  
799  -

0.09  
0.22  -

0.46  
150 HB  AS-

RECEIVED  
565  317  999  69  . . .  1.19  206  0.20  115

1  
846  -

0.08  
0.20  -

0.42  
150 HB  AS-

RECEIVED  
565  317  999  69  . . .  1.19  206  0.15  103

6  
100
5  

-
0.09  

0.82  -
0.57  

137 HB  AS-
RECEIVED  

523  432  . . .  54  . . .  . . .  207  0.17  100
3  

783  -
0.08  

0.25  -
0.48  

137 HB  AS-
RECEIVED  

523  432  . . .  54  . . .  . . .  207  0.16  957  772  -
0.08  

0.34  -
0.52  

137 HB  AS-
RECEIVED  

423  432  . . .  54  . . .  . . .  207  0.16  869  100
8  

-
0.11  

2.79  -
0.79  

154 HB  AS-
RECEIVED  

565  499  . . .  50  . . .  . . .  207  0.12  744  710  -
0.07  

0.77  -
0.57  

950  

. . .  AS-
RECEIVED  

458  396  . . .  63  . . .  . . .  199  0.12  705  623  -
0.07  

0.40  -
0.62  

150 HB  AS-
RECEIVED  

441  344  751  65  . . .  1.06  206  0.20  102
4  

611  -
0.07  

0.07  -
0.36  

150 HB  AS-
RECEIVED  

441  344  751  65  . . .  1.06  206  0.19  995  474  -
0.06  

0.02  -
0.30  

124 HB  AS-
RECEIVED  

445  405  . . .  59  . . .  . . .  207  0.17  883  672  -
0.08  

0.18  -
0.44  

120/132 HB  AS-
RECEIVED  

478  372  102
4  

75  . . .  1.41  206  0.28  168
9  

137
6  

-
0.15  

0.33  -
0.52  

157 HB  AS-
RECEIVED  

497  450  . . .  51  . . .  . . .  207  0.14  812  609  -
0.06  

0.17  -
0.43  

. . .  AS-
RECEIVED  

. . .  358  . . .  . . .  . . .  . . .  206  0.14  848  869  -
0.10  

1.28  -
0.72  

. . .  AS-
RECEIVED  

428  347  . . .  69  . . .  . . .  194  0.14  826  704  -
0.08  

0.52  -
0.64  

. . .  AS-
RECEIVED  

438  370  . . .  64  . . .  . . .  199  0.14  796  800  -
0.10  

1.23  -
0.72  

. . .  AS-
RECEIVED  

441  361  981  73  . . .  1.31  207  0.13  726  732  -
0.09  

1.38  -
0.70  

. . .  AS-
RECEIVED  

441  358  972  68  . . .  1.14  207  0.14  802  686  -
0.07  

0.34  -
0.54  

. . .  AS-
RECEIVED  

441  362  . . .  68  . . .  . . .  196  0.13  768  742  -
0.09  

0.70  -
0.65  

120 HB  AS-
RECEIVED  

444  348  963  78  . . .  1.52  193  0.30  168
5  

103
9  

-
0.13  

0.21  -
0.45  

. . .  AS-
RECEIVED  

447  382  915  67  . . .  1.13  207  0.13  839  923  -
0.10  

2.32  -
0.75  

. . .  AS-
RECEIVED  

451  384  . . .  64  . . .  . . .  224  0.14  829  810  -
0.10  

0.60  -
0.66  

950X  

. . .  AS-
RECEIVED  

455  369  . . .  69  . . .  . . .  198  0.14  861  843  -
0.10  

0.95  -
0.69  



. . .  AS-
RECEIVED  

459  396  . . .  63  . . .  . . .  199  0.12  709  664  -
0.08  

0.88  -
0.70  

. . .  AS-
RECEIVED  

460  374  923  64  . . .  1.04  207  0.10  661  589  -
0.06  

0.34  -
0.56  

. . .  AS-
RECEIVED  

465  362  . . .  77  . . .  . . .  200  0.15  918  857  -
0.10  

1.14  -
0.72  

. . .  AS-
RECEIVED  

473  427  123
4  

76  . . .  1.38  207  0.18  117
6  

138
3  

-
0.14  

3.09  -
0.81  

. . .  AS-
RECEIVED  

474  421  . . .  60  . . .  . . .  204  0.13  810  847  -
0.10  

0.51  -
0.66  

. . .  AS-
RECEIVED  

476  380  . . .  69  . . .  . . .  198  0.14  835  897  -
0.10  

0.70  -
0.62  

. . .  AS-
RECEIVED  

478  402  110
8  

69  . . .  1.19  207  0.17  112
1  

999  -
0.10  

0.56  -
0.62  

. . .  AS-
RECEIVED  

491  416  138
1  

74  . . .  1.37  207  0.15  110
2  

121
7  

-
0.12  

1.93  -
0.77  

. . .  AS-
RECEIVED  

496  439  . . .  . . .  . . .  . . .  206  0.08  575  574  -
0.06  

1.63  -
0.77  

146 HB  AS-
RECEIVED  

510  391  978  74  . . .  1.34  193  0.13  939  824  -
0.08  

0.42  -
0.57  

156 HB  AS-
RECEIVED  

531  335  999  71  . . .  1.24  188  0.22  136
8  

965  -
0.10  

0.24  -
0.46  

183 HB  AS-
RECEIVED  

565  434  120
3  

67  . . .  1.13  217  0.22  182
4  

992  -
0.08  

0.13  -
0.43  

167 HB  AS-
RECEIVED  

584  458  107
1  

72  . . .  1.26  191  0.09  868  876  -
0.06  

1.09  -
0.68  

 

187 HB  AS-
RECEIVED  

587  472  109
6  

73  . . .  1.29  187  0.09  900  108
3  

-
0.08  

6.12  -
0.92  

. . .  AS-
RECEIVED  

480  415  . . .  . . .  . . .  . . .  206  0.14  969  895  -
0.09  

0.46  -
0.65  

960X  

. . .  AS-
RECEIVED  

506  358  107
0  

60  . . .  0.92  182  0.17  105
4  

106
9  

-
0.11  

1.22  -
0.64  

167 HB  AS-
RECEIVED  

692  575  123
8  

68  . . .  1.14  202  0.18  154
7  

107
1  

-
0.09  

0.21  -
0.51  

225 HB  AS-
RECEIVED  

695  578  121
9  

68  . . .  1.15  194  0.12  117
8  

104
6  

-
0.08  

6.81  -
1.01  

225 HB  AS-
RECEIVED  

695  578  121
9  

68  . . .  1.15  194  0.25  265
8  

118
4  

-
0.10  

0.09  -
0.48  

. . .  AS-
RECEIVED  

585  503  . . .  . . .  . . .  . . .  206  0.19  114
0  

880  -
0.10  

0.27  -
0.52  

. . .  AS-
RECEIVED  

616  557  . . .  . . .  . . .  . . .  206  0.13  122
9  

135
5  

-
0.12  

2.22  -
0.88  

. . .  AS-
RECEIVED  

627  520  123
6  

69  . . .  1.19  207  0.13  105
3  

123
1  

-
0.10  

4.20  -
0.84  

. . .  AS-
RECEIVED  

634  584  122
5  

60  . . .  0.93  207  0.14  125
4  

138
2  

-
0.11  

1.98  -
0.82  

157 HB  AS-
RECEIVED  

644  531  963  64  . . .  1.05  190  0.24  198
4  

991  -
0.09  

0.06  -
0.38  

157 HB  AS-
RECEIVED  

644  580  117
3  

63  . . .  0.44  207  0.12  117
5  

145
2  

-
0.11  

5.29  -
0.96  

. . .  AS-
RECEIVED  

652  579  139
1  

75  . . .  1.21  296  0.13  113
5  

114
6  

-
0.09  

1.10  -
0.72  

. . .  AS-
RECEIVED  

656  595  138
0  

68  . . .  1.16  207  0.15  139
5  

151
4  

-
0.12  

1.52  -
0.77  

207 HB  AS-
RECEIVED  

664  581  135  64  . . .  1.02  207  0.14  131
6  

898  -
0.06  

0.10  -
0.46  

209 HB  AS-
RECEIVED  

691  584  126
8  

72  . . .  1.26  197  0.12  113
4  

116
7  

-
0.09  

1.31  -
0.72  

. . .  AS-
RECEIVED  

696  568  126
8  

58  . . .  0.88  207  0.13  142
8  

142
6  

-
0.11  

0.84  -
0.76  

980X  

229/248 HB  AS-
RECEIVED  

717  553  126
7  

69  . . .  1.18  191  0.08  998  114
5  

-
0.08  

2.16  -
0.80  

SAE 450 
XK  

183 HB  AS-
RECEIVED  

566  435  120
5  

68  . . .  1.13  217.5
1  

0.17
6  

138
1  

875  -
0.06
3  

0.594  -
0.61
3  

SAE 1015  . . .  FULLY 
ANNEALED  

392  263  746  55  . . .  0.80
6  

196.7
93  

0.19
3  

824  807  -
0.11
7  

0.415  -
0.52
8  

SAE 1045 
(FORGED

260 HB  AS-
RECEIVED  

915  622  178
4  

59  . . .  0.90  199.7  0.22
6  

240
7  

235
0  

-
0.14

0.447  -
0.56



8  1  
260 HB  AS-

RECEIVED  
915  622  178

4  
59  . . .  0.90  199.7  0.19

1  
176
2  

202
2  

-
0.15
1  

0.517  -
0.63
1  

)  

260 HB  AS-
RECEIVED  

915  622  178
4  

59  . . .  0.90  199.7  0.13
2  

118
6  

491
1  

-
0.23
6  

1441.
7  

-
1.44
2  

MATERIAL: CARBON STEELS (AISI)  
. . .  HOT-

ROLLED  
321  225  784  73  . . .  1.32  207  0.27  124

0  
886  -

0.14  
0.28  -

0.50  
. . .  HOT-

ROLLED  
355  236  103

1  
81  . . .  1.63  207  0.24  106

4  
878  -

0.13  
0.46  -

0.54  

1005  

. . .  HOT-
ROLLED  

358  266  951  70  . . .  1.21  207  0.20  709  536  -
0.09  

0.24  -
0.46  

85 HB  HOT-
ROLLED  

318  248  . . .  73  . . .  . . .  207  0.24  102
8  

629  -
0.09  

0.15  -
0.40  

85 HB  HOT-
ROLLED  

318  248  . . .  73  . . .  . . .  207  0.28  135
2  

802  -
0.12  

0.48  -
0.52  

1006  

85 HB  HOT-
ROLLED  

318  248  . . .  73  . . .  . . .  207  0.21  813  756  -
0.13  

1.22  -
0.67  

1008  82/99 HB  HOT-
ROLLED  

363  253  808  77  . . .  1.58  209  0.35  195
3  

129
7  

-
0.18  

0.93  -
0.59  

1015  80 HB  NORMALIZE
D  

415  227  725  68  . . .  1.13  206  0.24  105
8  

976  -
0.14  

0.76  -
0.59  

106 HB  QT  354  250  . . .  . . .  . . .  . . .  200  0.27  125
9  

782  -
0.11  

0.19  -
0.41  

118 HB  QT  496  290  678  . . .  . . .  1.06  207  0.25  640  391  -
0.09  

0.13  -
0.35  

1018  

209 HB  HOT-
ROLLED  

696  572  741  . . .  . . .  1.15  207  0.24  862  423  -
0.07  

0.07  -
0.30  

108 HB  ANNEALED  392  254  661  64  . . .  1.02  186  0.26  120
6  

850  -
0.12  

0.44  -
0.51  

1020  

105/109 HB  HOT-
ROLLED  

441  260  713  61  . . .  0.96  203  0.24  122
1  

895  -
0.11  

0.29  -
0.47  

. . .  HOT-
ROLLED  

547  306  119
3  

62  . . .  0.98  204  0.20  108
2  

961  -
0.10  

0.56  -
0.51  

1025  

. . .  HOT-
ROLLED  

566  387  880  57  . . .  0.87  207  0.19  117
8  

953  -
0.09  

0.34  -
0.50  

128 HB  HOT-
ROLLED  

454  289  764  59  . . .  0.90  206  0.29  154
5  

902  -
0.12  

0.17  -
0.42  

1030  

128 HB  HOT-
ROLLED  

454  289  764  59  . . .  0.90  206  0.27  127
8  

568  -
0.09  

0.03  -
0.29  

. . .  HOT-
ROLLED  

476  250  751  56  . . .  0.27  196  0.24  118
5  

906  -
0.11  

0.33  -
0.47  

. . .  QT  160
5  

139
5  

194
2  

42  . . .  0.04  200  0.13  226
9  

306
2  

-
0.12  

1.83  -
0.78  

1035  

. . .  QT  219
5  

151
4  

240
2  

9  . . .  0.08  200  0.23  568
4  

369
0  

-
0.13  

0.20  -
0.63  

225 HB  ANNEALED  751  516  998  44  . . .  . . .  203  0.17  117
8  

960  -
0.08  

0.50  -
0.52  

. . .  HOT-
ROLLED  

671  327  106
1  

44  . . .  0.59  216  0.22  140
2  

109
9  

-
0.11  

0.52  -
0.54  

500 HB  QT  195
6  

172
8  

230
6  

38  . . .  . . .  202  0.20  463
4  

288
8  

-
0.09  

0.23  -
0.56  

. . .  QT  206
7  

182
5  

213
5  

2  . . .  0.02  199  0.10  426
4  

241
6  

-
0.07  

0.002  -
0.47  

390 HB  QT  134
3  

127
4  

186
0  

59  . . .  0.89  206  0.09  149
2  

140
8  

-
0.07  

1.51  -
0.85  

450 HB  QT  158
4  

151
5  

210
1  

55  . . .  0.81  206  0.09  187
4  

168
6  

-
0.06  

0.97  -
0.83  

500 HB  QT  182
5  

168
8  

227
3  

51  . . .  0.71  206  0.12  263
6  

216
5  

-
0.08  

0.22  -
0.66  

1045  

595 HB  QT  223
9  

186
0  

272
1  

41  . . .  0.52  206  0.10  349
8  

304
7  

-
0.10  

0.13  -
0.79  

421 HB  AUSTEMPER
ED  

134
9  

978  164
5  

32  . . .  . . .  204  0.21  317
7  

236
4  

-
0.10  

0.51  -
0.59  

37 10 HB  
QT  129

8  
111
8  

164
5  

29  . . .  . . .  206  0.13  182
0  

178
7  

-
0.09  

1.00  -
0.69  

1080  

37 10 HB  
QT  143

2  
126
0  

175
0  

34  . . .  . . .  201  0.16  228
4  

191
6  

-
0.09  

0.36  -
0.54  



MATERIAL: CARBON STEELS (OTHER)  
. . .  HOT-

ROLLED  
503  293  113

9  
68  . . .  1.16  186  0.19  955  767  -

0.09  
0.51  -

0.51  
243 HB  QT  814  742  123

0  
69  . . .  1.18  200  0.08  876  833  -

0.05  
1.42  -

0.74  
242 HB  QT  814  742  123

0  
69  . . .  1.18  205  0.08  877  860  -

0.05  
1.42  -

0.74  
318 HB  QT  104

8  
999  149

9  
67  . . .  1.13  197  0.06  989  120

9  
-
0.06  

4.33  -
0.85  

318 HB  QT  104
8  

999  149
9  

67  . . .  1.13  198  0.06  990  103
6  

-
0.04  

4.33  -
0.85  

362 HB  QT  124
0  

117
2  

241
4  

64  . . .  1.03  205  0.09  131
5  

124
2  

-
0.05  

1.47  -
0.70  

10B21  

363 HB  QT  124
1  

117
2  

241
5  

64  . . .  1.03  204  0.08  128
1  

292
4  

-
0.15  

1.88  -
0.73  

250/260 HB  QT  833  806  150
2  

. . .  . . .  1.09  203  0.08  911  830  -
0.04  

2.11  -
0.75  

10B22  

250/260 HB  QT  833  806  150
2  

. . .  . . .  1.09  203  0.12  109
8  

970  -
0.07  

2.59  -
0.76  

362 HB  QT  124
0  

114
0  

170
6  

63  . . .  1.00  195  0.10  139
2  

128
7  

-
0.05  

1.50  -
0.70  

10B30  

362 HB  QT  124
0  

114
0  

170
6  

63  . . .  1.00  195  0.10  139
6  

128
9  

-
0.05  

1.50  -
0.70  

289 HB  HOT-
ROLLED  

100
5  

902  128
1  

49  . . .  0.68  200  0.20  211
8  

125
3  

-
0.08  

0.07  -
0.36  

1522  

304 HB  HOT-
ROLLED  

108
8  

100
5  

161
2  

61  . . .  0.95  200  0.19  227
8  

146
4  

-
0.08  

0.28  -
0.51  

1541  362 HB  QT  120
0  

109
6  

159
9  

54  . . .  0.80  209  0.12  161
3  

298
0  

-
0.15  

0.68  -
0.61  

1561  234 HB  HOT-
ROLLED  

836  447  105
2  

29  . . .  0.34  197  0.19  144
8  

127
8  

-
0.11  

0.53  -
0.54  

264 HB  QT  916  854  142
6  

66  . . .  1.10  198  0.05  857  909  -
0.05  

2.17  -
0.82  

15B27  

319 HB  QT  105
4  

100
5  

159
8  

67  . . .  1.10  199  0.06  103
0  

117
2  

-
0.06  

8.40  -
1.00  

. . .  . . .  207
3  

145
4  

276
8  

41  . . .  0.57  204  0.23  779
5  

454
1  

-
0.13  

0.41  -
0.78  

15B35  

. . .  QT  167
9  

143
1  

208
5  

52  . . .  0.74  200  0.08  196
2  

330
4  

-
0.12  

3.53  -
0.89  

. . .  HOT-
ROLLED  

319  239  . . .  69  . . .  . . .  185  0.33  157
2  

962  -
0.16  

0.23  -
0.49  

. . .  HOT-
ROLLED  

326  220  . . .  72  . . .  . . .  186  0.32  151
2  

726  -
0.13  

0.10  -
0.41  

DQSK  

. . .  HOT-
ROLLED  

335  213  . . .  79  . . .  . . .  188  0.35  199
1  

837  -
0.14  

0.08  -
0.39  

MATERIAL: LOW-ALLOY (AISI)  
P&O  

8 9 HB  
HOT-
ROLLED  

331  234  748  77  . . .  1.56  207  0.34  159
7  

121
1  

-
0.18  

0.53  -
0.56  

253/265 HB  QT  895  778  141
9  

67  . . .  1.12  220  0.13  135
9  

127
3  

-
0.08  

1.51  -
0.72  

4130  

36 71 HB  
QT  142

6  
135
7  

181
9  

54  . . .  0.79  199  0.13  183
7  

173
1  

-
0.08  

0.84  -
0.68  

. . .  QT  141
2  

137
8  

182
5  

48  . . .  0.66  206  0.14  225
9  

182
0  

-
0.08  

0.65  -
0.76  

400 HB  QT  155
0  

144
6  

189
4  

47  . . .  0.63  199  0.07  155
6  

179
6  

-
0.08  

1.42  -
0.88  

450 HB  QT  175
7  

158
4  

199
8  

42  . . .  0.54  206  0.11  235
9  

201
7  

-
0.08  

0.85  -
0.90  

450 HB  QT  192
9  

186
0  

210
1  

37  . . .  0.46  199  0.10  200
0  

180
4  

-
0.07  

3.44  -
1.01  

475 HB  QT  192
9  

172
2  

217
0  

35  . . .  0.43  206  0.11  271
3  

220
9  

-
0.08  

0.68  -
0.98  

475 HB  QT  203
2  

189
4  

206
7  

20  . . .  0.22  199  0.08  207
3  

203
6  

-
0.08  

2.75  -
1.20  

560 HB  QT  223
9  

168
8  

265
2  

27  . . .  0.31  206  0.13  422
2  

324
7  

-
0.12  

0.07  -
0.81  

4142  

670 HB  QT  244
6  

161
9  

258
3  

6  . . .  0.06  199  0.07  348
4  

272
7  

-
0.08  

0.06  -
1.47  

4340  237/247 HB  HOT-
ROLLED  

826  634  108
8  

43  . . .  0.57  192  0.17  138
4  

123
2  

-
0.10  

0.53  -
0.56  



. . .  QT  117
1  

110
2  

163
2  

56  . . .  0.83  205  0.13  160
3  

164
9  

-
0.09  

1.39  -
0.72  

. . .  QT  117
1  

110
2  

163
2  

56  . . .  0.83  205  0.12  147
1  

124
4  

-
0.06  

7.37  -
0.88  

350 HB  QT  124
0  

117
8  

165
3  

57  . . .  0.84  192  0.14  186
3  

194
4  

-
0.10  

1.22  -
0.73  

 

409 HB  QT  146
7  

137
1  

155
7  

38  . . .  0.48  199  0.13  195
0  

189
8  

-
0.09  

0.67  -
0.64  

5160  407/460 HB  QT  158
4  

148
7  

192
9  

39  . . .  0.51  200  0.13  243
2  

206
3  

-
0.08  

9.56  -
1.05  

52100  
51 21 HB  

SOLUTION 
TREATED  

201
1  

192
2  

219
1  

11  . . .  0.12  206  0.15  340
2  

264
7  

-
0.09  

0.16  -
0.58  

8630  254 HB  NORMALIZE
D  

785  709  840  16  . . .  0.17  199  0.08  961  104
9  

-
0.11  

0.20  -
0.86  

8640  361 HB  QT  137
3  

130
6  

158
3  

52  . . .  0.74  223  0.14  195
1  

148
7  

-
0.06  

0.60  -
0.61  

260 HB  NORMALIZE
D  

923  455  104
1  

14  . . .  0.16  206  0.12  120
6  

117
8  

-
0.08  

0.83  -
0.68  

9262  

271 HB  QT  999  786  122
0  

33  . . .  0.41  193  0.14  152
5  

147
7  

-
0.09  

0.82  -
0.68  

MATERIAL: UNALLOYED STEEL, BAR, TESTED AT 23 °C  
. . .  STRESS-

RELIEVED  
435  295  835  64  . . .  1.02  214  0.20

7  
988  895  -

0.11
1  

0.705
1  

-
0.56
9  

ST 37  

. . .  STRESS-
RELIEVED  

435  310  835  64  . . .  1.02  214  0.23
9  

117
0  

929  -
0.11
7  

0.390
8  

-
0.49
5  

ST 37-3  . . .  ANNEALED  . . .  297  . . .  . . .  . . .  . . .  210  0.20
1  

999  437  -
0.05
3  

0.020  -
0.28
7  

. . .  ANNEALED  597  400  108
3  

63  . . .  0.98  210  0.18
5  

122
8  

119
3  

-
0.11  

0.660
1  

-
0.55
3  

ST 52-3  

. . .  ANNEALED  597  400  108
3  

63  . . .  0.98  210  0.20
7  

133
7  

129
3  

-
0.11
5  

0.495
4  

-
0.51
5  

. . .  ANNEALED  . . .  378  . . .  . . .  . . .  . . .  210  0.13
9  

871  733  -
0.07
8  

0.305  -
0.56
9  

. . .  ANNEALED  . . .  438  . . .  . . .  . . .  . . .  210  0.10
0  

679  573  -
0.07
0  

0.141  -
0.66
9  

. . .  ANNEALED  . . .  385  . . .  . . .  . . .  . . .  210  0.10
0  

653  448  -
0.06
5  

0.009  -
0.49
6  

. . .  ANNEALED  . . .  346  . . .  . . .  . . .  . . .  210  0.12
5  

688  389  -
0.06
2  

0.008  -
0.44
6  

ST 52-3  

. . .  ANNEALED  . . .  306  . . .  . . .  . . .  . . .  210  0.06
4  

400  318  -
0.05
1  

0.006  -
0.55
9  

CK01  . . .  ANNEALED  308  190  . . .  . . .  33  . . .  210  0.13
9  

502  682  -
0.10
5  

7.594  -
0.74
2  

. . .  ANNEALED  377  235  . . .  . . .  28  . . .  210  0.09
8  

505  124
5  

-
0.14
1  

14.07
8  

-
0.83
9  

CK10  

(C)  ANNEALED  340  185  . . .  . . .  32  . . .  210  0.08
7  

448  599  -
0.08
3  

30.75
2  

-
0.96
3  

108 HV 30 
(C)  

NORMALIZE
D  

379  240  . . .  58  53  . . .  210  0.13
5  

607  657  -
0.08
6  

1.403  -
0.62
2  

108 HV 30 
(C)  

NORMALIZE
D (CR)  

410  259  . . .  61  44  . . .  210  0.04
8  

343  465  -
0.05
4  

0.265  -
0.47
5  

CK15  

287 HV 
30(S)  

NORMALIZE
D (N)  

404  316  . . .  4  6  . . .  210  0.16
1  

954  580  -
0.05
7  

0.038
7  

-
0.33
9  

CK22  . . .  ANNEALED  463  260  . . .  . . .  21  . . .  210  0.12 613  700  - 2.489  -



7  0.08
9  

0.69
0  

142 HV 30  ANNEALED  507  346  102
7  

63  37  . . .  210  0.25
2  

134
5  

959  -
0.11
4  

0.265  -
0.45
3  

130 HV 30  ANNEALED  464  307  982  65  41  . . .  210  0.22
3  

111
1  

965  -
0.11
7  

0.53  -
0.52
5  

S 25 C  

149 HV 30  ANNEALED  527  366  997  60  36  . . .  210  0.22
4  

121
7  

925  -
0.10
5  

0.298  -
0.47
2  

175 HV 30  ANNEALED  617  414  115
0  

58  32  . . .  210  0.22
9  

135
5  

105
0  

-
0.10
7  

0.329  -
0.46
9  

174 HV 30  ANNEALED  593  394  116
9  

62  34  . . .  210  0.23
8  

146
0  

122
6  

-
0.12
1  

0.503  -
0.51
2  

176 HV 30  ANNEALED  565  396  113
4  

63  36  . . .  210  0.25
4  

153
4  

117
3  

-
0.11
9  

0.349  -
0.47
0  

242 HV 30  NORMALIZE
D  

780  587  151
4  

67  24  . . .  210  0.14
0  

110
6  

110
0  

-
0.08
7  

0.941  -
0.61
9  

222 HV 30  NORMALIZE
D  

656  480  146
8  

74  28  . . .  210  0.15
6  

103
3  

101
9  

-
0.09
2  

0.947  -
0.59
5  

245 HV 30  NORMALIZE
D  

733  596  154
1  

71  23  . . .  210  0.13
4  

102
7  

880  -
0.06
8  

0.321  -
0.51
3  

222 HV 30  NORMALIZE
D  

730  542  147
3  

68  25  . . .  210  0.14
9  

108
7  

100
4  

-
0.08
5  

0.584  -
0.56
8  

S 35 C  

211 HV 30  NORMALIZE
D  

669  513  141
7  

70  29  . . .  210  0.16
5  

108
1  

845  -
0.07
5  

0.235  -
0.46
0  

MATERIAL: UNALLOYED STEEL, BAR, TESTED AT 23 °C  
. . .  ANNEALED  680  415  . . .  . . .  19  . . .  210  0.13

5  
808  262

1  
-
0.21
0  

4659
3  

-
0.75
3  

. . .  ANNEALED  680  415  . . .  . . .  19  . . .  210  0.15
1  

932  119
9  

-
0.11
7  

5.000  -
0.77
0  

. . .  ANNEALED  . . .  275  . . .  . . .  . . .  . . .  210  0.11
0  

621  103
7  

-
0.12
4  

83.96  -
1.10
2  

. . .  ANNEALED  680  415  . . .  . . .  19  . . .  210  0.12
5  

758  124
3  

-
0.12
9  

45.60  -
1.02
0  

. . .  ANNEALED  680  415  . . .  . . .  19  . . .  210  0.16
3  

945  258
1  

-
0.20
2  

396.6  -
1.22
2  

CK45  

. . .  ANNEALED  . . .  345  . . .  . . .  . . .  . . .  210  0.17
5  

933  112
2  

-
0.12
4  

2.937  -
0.71
4  

207 HV 30  STRESS-
RELIEVED  

678  457  ?  . . .  . . .  . . .  210  0.09
3  

599  519  -
0.04
4  

0.124  -
0.42
4  

2440 MPA 
(HB 10)  

QT  790  540  140
0  

60  23  . . .  206  0.11
5  

980  987  -
0.08
3  

0.994  -
0.71
5  

246 HV 30 
(S)  

STRESS-
RELIEVED 
(CR)  

705  396  . . .  49  . . .  . . .  210  0.12
1  

780  695  -
0.06
2  

0.132  -
0.41
9  

CK45  

333 HV 30 
(S)  

STRESS-
RELIEVED  

700  468  . . .  6  . . .  . . .  210  0.04
9  

514  474  -
0.02
3  

0.049  -
0.35
8  

CK70  . . .  ANNEALED  865  465  . . .  . . .  12  . . .  210  0.11
7  

814  119
4  

-
0.11
0  

10.22
4  

-
0.85
2  

CK80  . . .  ANNEALED  948  482  . . .  . . .  10  . . .  210  0.15 110 143 - 9.152  -



7  2  6  0.12
8  

0.87
0  

. . .  ANNEALED  550  260  . . .  . . .  26  . . .  210  0.20
5  

102
8  

802  -
0.09
9  

0.210  -
0.44
8  

. . .  ANNEALED  795  293  . . .  . . .  13  . . .  210  0.22
8  

129
8  

134
3  

-
0.13
5  

0.874  -
0.56
4  

CK100  

. . .  ANNEALED  960  465  . . .  . . .  9  . . .  210  0.16
7  

118
8  

150
0  

-
0.12
3  

1.552  -
0.64
7  

MATERIAL: UNALLOYED STEEL, PLATE, TESTED AT 23 °C  
09 G 2  . . .  STRESS-

RELIEVED  
512  340  . . .  70  34  . . .  198  0.12

2  
680  596  -

0.06
3  

0.306  -
0.50
7  

ST 44-2  . . .  AS-
RECEIVED  

. . .  . . .  . . .  . . .  . . .  . . .  204.4  0.13
7  

497  499  -
0.08
3  

0.750  -
0.58
4  

. . .  AS-
RECEIVED  

500  310  . . .  64  30  . . .  210  0.21
8  

111
8  

100
0  

-
0.11
8  

0.619  -
0.54
6  

SB 46 
(ST46)  

. . .  AS-
RECEIVED  

500  310  . . .  64  30  . . .  210  0.22
6  

120
4  

107
4  

-
0.12
2  

0.630  -
0.54
4  

SB 49  143 HV 20  ANNEALED, 
SR  

524  306  106
2  

62  32  . . .  210  0.20
6  

109
4  

914  -
0.10
9  

0.422  -
0.52
9  

156 HV 10  . . .  541  400  . . .  . . .  25  . . .  206  0.20
8  

113
7  

690  -
0.08
0  

0.056  -
0.34
2  

156 HV 10  . . .  541  400  . . .  . . .  25  . . .  206  0.17
6  

953  814  -
0.09
9  

0.251  -
0.50
7  

154 HV 10  . . .  534  385  . . .  . . .  31  . . .  206  0.18
4  

998  693  -
0.08
0  

0.077  -
0.37
7  

154 HV 10  . . .  534  385  . . .  . . .  31  . . .  206  0.17
2  

957  829  -
0.09
8  

0.415  -
0.56
5  

149 HV 10  . . .  526  350  . . .  . . .  35  . . .  206  0.20
4  

111
6  

691  -
0.08
1  

0.083  -
0.38
3  

SM50B 
(ST50)  

149 HV 10  . . .  526  385  . . .  . . .  35  . . .  206  0.15
6  

814  770  -
0.09
3  

0.282  -
0.51
5  

. . .  HOT-
ROLLED  

. . .  378  . . .  . . .  . . .  . . .  210  0.13
9  

871  733  -
0.07
8  

0.305  -
0.56
9  

. . .  HOT-
ROLLED  

. . .  438  . . .  . . .  . . .  . . .  210  0.10
0  

679  573  -
0.07
0  

0.141  -
0.66
9  

ST 52 
(1.0841)  

. . .  HOT-
ROLLED  

. . .  385  . . .  . . .  . . .  . . .  210  0.10
0  

653  448  -
0.06
5  

0.009  -
0.49
6  

MATERIAL: ASTM A 36  
160 HB  HOT-

ROLLED  
413  224  799  69  . . .  1.19  189  0.25  107

5  
780  -

0.11  
0.28  -

0.45  
243 HB  WELD HAZ  666  534  820  52  . . .  0.74  188  0.17  119

2  
838  -

0.07  
0.13  -

0.43  

ASTM A 
36  

303 HB  PLATE  414  224  953  70  . . .  1.19  190  0.23
8  

105
0  

600  -
0.09
0  

0.103  -
0.38
4  

MATERIAL: UNALLOYED STEEL, PLATE, TESTED AT 200 °C  
143 HV 20  ANNEALED, 

SR  
474  277  924  60  26  . . .  196  0.18

5  
974  817  -

0.09
5  

0.383  -
0.51
3  

SB 49 (ST 
49)  

143 HV 20  ANNEALED, 
SR  

474  277  924  60  26  . . .  196  0.16
3  

950  791  -
0.08
3  

0.298  -
0.49
7  

MATERIAL: UNALLOYED STEEL, PLATE, TESTED AT 300 °C  



. . .  AS-
RECEIVED  

548  213  . . .  65  30  . . .  197  0.13
8  

949  987  -
0.09
7  

1.270  -
0.69
9  

SB 46 (ST 
46)  

. . .  AS-
RECEIVED  

520  208  . . .  57  23  . . .  197  0.10
9  

830  809  -
0.06
8  

0.753  -
0.62
0  

143 HV 20  ANNEALED  510  211  885  54  24  . . .  210  0.06
4  

644  632  -
0.04
4  

0.700  -
0.67
9  

SB 49  

143 HV 20  ANNEALED  510  211  885  54  24  . . .  210  . . .  . . .  . . .  . . .  . . .  . . .  
MATERIAL: UNALLOYED STEEL, PLATE, TESTED AT 400 °C  

. . .  AS-
RECEIVED  

441  197  . . .  78  33  . . .  193  0.18
2  

872  113
6  

-
0.15
5  

3.647  -
0.83
1  

SB 46  

. . .  AS-
RECEIVED  

457  191  . . .  77  31  . . .  103  0.18
2  

101
5  

114
3  

-
0.13
3  

2.018  -
0.73
6  

143 HV 20  ANNEALED, 
SR  

462  191  928  69  32  . . .  206  0.10
1  

650  535  -
0.04
8  

0.172  -
0.49
8  

143 HV 20  ANNEALED, 
SR  

462  191  928  69  32  . . .  206  0.07
4  

540  477  -
0.03
8  

0.391  -
0.59
1  

SB 49  

143 HV 20  ANNEALED, 
SR  

462  191  928  69  32  . . .  206  0.11
6  

664  678  -
0.08
8  

1.752  -
0.81
1  

MATERIAL: UNALLOYED STEEL, PLATE, TESTED AT 500 °C  
. . .  AS-

RECEIVED  
256  162  . . .  87  40  . . .  170  0.10

3  
321  365  -

0.08
7  

3.197  -
0.83
1  

SB 46  

. . .  AS-
RECEIVED  

340  173  . . .  87  37  . . .  170  0.15
0  

585  697  -
0.11
8  

3.163  -
0.78
4  

143 HV 20  ANNEALED, 
SR  

340  175  742  77  40  . . .  192  0.16
1  

630  557  -
0.09
6  

0.458  -
0.59
2  

143 HV 20  ANNEALED, 
SR  

340  175  742  77  40  . . .  192  0.14
0  

513  472  -
0.09
1  

0.552  -
0.65
3  

SB 49  

143 HV 20  ANNEALED, 
SR  

340  175  742  77  40  . . .  192  0.11
8  

411  406  -
0.09
5  

0.978  -
0.80
8  

MATERIAL: UNALLOYED STEEL, SHAFT, TESTED AT 23 °C  
. . .  COLD 

FORMED  
603  505  . . .  . . .  . . .  . . .  210  0.07

3  
677  197

8  
-
0.15
2  

75.35
9  

-
1.10
3  

. . .  COLD 
FORMED  

. . .  . . .  . . .  . . .  . . .  . . .  210  0.12
9  

115
0  

493
7  

-
0.22
5  

3263
83  

-
1.86
3  

. . .  COLD 
FORMED  

. . .  . . .  . . .  . . .  . . .  . . .  210  0.34
4  

480
3  

795
1  

-
0.27
1  

3.251  -
0.76
3  

CK15  

. . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  210  0.11
3  

100
2  

342
3  

-
0.19
7  

73.88
8  

-
1.11
2  

. . .  QT  790  531  127
1  

60  23  0.77
7  

210.5  0.13
3  

107
8  

140
5  

-
0.11  

0.606
5  

-
0.54
5  

. . .  QT  790  531  127
1  

60  23  0.77
7  

210.5  0.13
3  

107
8  

767  -
0.06
4  

0.135  -
0.42
6  

CK45  

. . .  QT  790  531  127
1  

60  23  0.77
7  

210.5  0.13
3  

107
8  

606  -
0.03
5  

0.025  -
0.28
2  

MATERIAL: UNALLOYED STEEL, ROUNDS, TESTED AT 23 °C  
416 HB  COLD 

DRAWN  
147
1  

136
7  

200
2  

57  . . .  0.85  186.5  0.11
8  

223
5  

166
1  

-
0.05
8  

0.062  0.43
3  

SAE 1045  

488 HB  COLD 
DRAWN  

170
6  

154
7  

222
3  

52  . . .  0.74  231  0.09
5  

223
0  

227
6  

-
0.08

1.223  -
0.85



1  7  
555 HB  COLD 

DRAWN  
196
8  

174
7  

245
8  

46  . . .  0.62  231  0.12
2  

295
0  

276
8  

-
0.10
0  

0.630  -
0.82
8  

 

630 HB  COLD 
DRAWN  

232
7  

189
9  

283
1  

37  . . .  0.45  207  0.10
7  

378
4  

266
6  

-
0.07
5  

0.035  -
0.68
6   

(A) C = CORE HARDNESS, S = SURFACE HARDNESS. 
(B) N = NITRIDED, SR = STRESS RELIEF, CR = COLD-ROLLED. ADAPTED FROM REF 12 AND OTHER SOURCES  

TABLE 4(B) MONOTONIC AND FATIGUE PROPERTIES FOR LOW-ALLOY STEELS (R = -1, 
LONGITUDINAL DIRECTION) 

MATERI
AL  

HARDNE
SS  

PRODUCT 
CONDITION(

A)  

UT
S, 
MP
A  

TY
S, 
MP
A  

σF, 
MP
A  

R
A, 
%  

EL
, 
%  

T  E, 
GPA  

N'  K, 
MP
A  

σ'F, 
MP
A  

B  'F  C  

MATERIAL: LOW-ALLOY STEEL, TESTED AT 538 °C  
. . .  NT  . . .  . . .  . . .  . . .  . . .  . . .  193  0.11

5  
531  419  -

0.04
7  

0.116  -
0.40
7  

2 CR-
1MO  

. . .  NT  . . .  . . .  . . .  . . .  . . .  . . .  175  0.09
2  

467  436  -
0.05
2  

0.414  -
0.55
0  

MATERIAL: LOW-ALLOY STEEL, TESTED AT 23 °C  
HY-80  . . .  . . .  849  725  140

2  
. . .  . . .  1.23  193.3  0.15

3  
136
7  

132
6  

-
0.09
3  

0.821  -
0.60
8  

HY-130  . . .  . . .  110
5  

101
5  

154
7  

. . .  . . .  0.92  193.3  0.11
0  

157
3  

154
8  

-
0.07
1  

0.857  -
0.63
9  

230 HV 
0.1  

NORMALIZE
D  

740  400  . . .  . . .  19  . . .  190.5  0.11
5  

673  100
1  

-
0.11
1  

46.51
2  

-
1.00
1  

230 HV 
0.1  

NORMALIZE
D  

740  400  . . .  . . .  19  . . .  190.5  0.09
7  

637  894  -
0.09
4  

19.09
5  

-
0.93
6  

405 HV 
0.1  

QT  137
5  

131
5  

. . .  . . .  7  . . .  190.5  0.04
0  

154
3  

311
8  

-
0.15
5  

0.885  -
1.24
4  

350 HV 
0.1  

QT  112
0  

100
0  

. . .  . . .  12  . . .  190.5  0.06
5  

123
4  

143
5  

-
0.07
7  

0.462  -
0.78
7  

208 HV 
0.1  

QT  735  680  . . .  . . .  27  . . .  190.5  0.08
7  

807  103
6  

-
0.09
1  

2.251  -
0.83
7  

305 HV 
0.1  

QT  940  875  . . .  . . .  15  . . .  190.5  0.07
9  

108
6  

167
5  

-
0.11
5  

37.35
59  

-
1.30
1  

305 HV 
0.1  

QT  940  875  . . .  . . .  15  . . .  190.5  0.05
4  

789  148
1  

-
0.11
2  

11.43
1  

-
1.02
0  

42 CRMO 
4  

350 HV 
0.1  

QT  112
0  

100
0  

. . .  . . .  7  . . .  190.5  0.06
7  

109
7  

116
6  

-
0.05
7  

0.351
9  

-
0.64
2  

IN 787  188 HRB  HOT-
ROLLED  

623  454  122
9  

76  . . .  1.45
0  

206  0.12
7  

111
1  

926  -
0.06
2  

0.842  -
0.62
7  

. . .  QT  124
3  

118
1  

191
3  

57  . . .  0.84
0  

193  0.11
7  

163
4  

165
5  

-
0.08
4  

1.169  -
0.72
7  

. . .  QT  117
4  

110
5  

163
6  

56  . . .  0.83  206  0.13
1  

163
9  

165
5  

-
0.09
1  

1.078  -
0.69
2  

SAE 4340  

. . .  PRESTRAINE
D  

117
4  

110
5  

163
6  

56  . . .  0.83  207  0.11
8  

146
4  

112
7  

-
0.05
7  

7.196  -
0.86
4  

MATERIAL: LOW-ALLOY STEEL (NICKEL ALLOY), TESTED AT 23 °C  



. . .  TEMPERED  110
3  

841  . . .  . . .  . . .  . . .  207  0.16
2  

165
4  

175
2  

-
0.11
9  

1.388  -
0.73
4  

EN 25  

. . .  TEMPERED  178
0  

117
2  

. . .  . . .  . . .  . . .  207  0.11
8  

239
2  

229
4  

-
0.10
0  

0.731  -
0.85
5  

MATERIAL: LOW-ALLOY STEEL, ROLLED BEAM, TESTED AT 23 °C  
. . .  AS-

RECEIVED  
682  510  574  . . .  32  0.66

1  
208  0.16

1  
118
1  

112
4  

-
0.09
4  

0.192
5  

-
0.43
7  

. . .  AS-
RECEIVED  

682  510  574  . . .  32  0.66
1  

208  0.17
0  

117
6  

849  -
0.07
0  

0.152  -
0.41
5  

. . .  AS-
RECEIVED  

682  510  574  . . .  32  0.66
1  

08  0.18
5  

128
8  

115
8  

-
0.10
1  

0.200
5  

-
0.44
0  

. . .  AS-
RECEIVED  

682  510  574  . . .  32  0.66
1  

208  0.15
0  

101
1  

962  -
0.08
8  

0.550
8  

-
0.56
3  

STE 460  

. . .  AS-
RECEIVED  

682  510  936  . . .  32  0.38
9  

208  0.16
4  

114
6  

103
0  

-
0.10
3  

0.666  -
0.66
3  

. . .  AS-
RECEIVED  

825  767  . . .  75  24  . . .  209  0.07
0  

947  928  -
0.04
6  

1.681  -
0.76
9  

. . .  AS-
RECEIVED  

825  767  . . .  75  24  . . .  209  0.09
2  

109
4  

106
4  

-
0.07
2  

0.234  -
0.62
3  

STE 690  

. . .  AS-
RECEIVED  

825  767  . . .  75  24  . . .  209  0.12
3  

124
0  

115
3  

-
0.09
3  

0.965
8  

-
0.88
1  

MATERIAL: LOW-ALLOY STEEL, SHEET, TESTED AT 23 °C  
HSB 55 C  . . .  NORMALIZE

D  
667  560  117

1  
61  . . .  0.93

2  
210  0.12

8  
119
4  

120
1  

-
0.08
5  

0.863
8  

-
0.62
5  

STE 690  . . .  AS-
RECEIVED 
(ROLLED)  

872  810  144
6  

. . .  18  0.86
7  

14  0.12
8  

116
7  

119
1  

-
0.09  

0.911
3  

-
0.67
4  

. . .  AS-
RECEIVED  

929  833  144
6  

58  . . .  0.86
7  

214  0.10
2  

125
2  

128
2  

-
0.07
0  

1.185  -
0.68
1  

. . .  AS-
RECEIVED  

929  833  144
6  

58  . . .  0.86
7  

214  0.10
0  

111
2  

135
4  

-
0.09
2  

2.443  -
0.76
2  

N-A-
XTRA 70  

. . .  AS-
RECEIVED  

929  833  144
6  

58  . . .  0.86
7  

214  0.12
5  

131
0  

146
5  

-
0.10
5  

1.320  -
0.71
9  

HSB 77 V  . . .  QT  852  745  132
7  

57  . . .  0.83
4  

210  0.08
8  

114
5  

119
4  

-
0.06
7  

1.176  -
0.70
1  

MATERIAL: LOW-ALLOY STEEL, PLATE, TESTED AT -60 °C  
2 MNCR 7 
8  

. . .  FINISH-
ROLLED AIR 
COOLED  

. . .  449  . . .  . . .  . . .  . . .  210  0.10
7  

104
7  

108
2  

-
0.07
9  

1.392  -
0.74
3  

4 MNMO 7  . . .  CONTROLLE
D-ROLLING, 
CONTROLLE
D-COOLING  

. . .  520  . . .  . . .  . . .  . . .  210  0.10
7  

100
4  

102
3  

-
0.07
2  

1.114  -
0.66
8  

MATERIAL: LOW-ALLOY STEEL, PLATE, TESTED AT 21 °C  
2 MNCR 7 
8  

. . .  HIGH-
TEMPERATU
RE FINISH-
ROLLED, 
AIR-COOLED  

. . .  449  . . .  . . .  . . .  . . .  210  0.10
2  

995  978  -
0.07
1  

0.731  -
0.67
6  

4 MNMO 7  . . .  CONTROLLE
D-ROLLED, 
SPRAY-
QUENCHING  

. . .  483  . . .  . . .  . . .  . . .  210  0.09
0  

806  833  -
0.06
2  

1.176  -
0.66
1  

MATERIAL: LOW-ALLOY STEEL, PLATE, TESTED AT 23 °C  
HT 60  . . .  QT 657  549  151 59  . . .  0.89 210  0.12 985  941  - 0.589  -



(ROLLED)  7  2  6  0.09
0  

0.68
2  

. . .  QT (RIM 
PART)  

608  495  131
3  

72  . . .  1.27  210  0.13
4  

114
5  

117
5  

-
0.10
7  

1.207  -
0.79
8  

A302B  

. . .  QT (CORE 
PART  

603  486  122
6  

69  . . .  1.19  210  0.14
0  

113
9  

115
3  

-
0.10
7  

1.264  -
0.79
7  

STE 690  . . .  AS-
RECEIVED 
(ROLLED)  

872  810  . . .  . . .  18  . . .  214  0.09
8  

104
8  

954  -
0.05
4  

0.842
9  

-
0.65
9  

. . .  QT 
(ROLLED)  

885  743  167
5  

57  . . .  0.85
1  

210  0.13
9  

129
4  

122
2  

-
0.08
8  

0.685  -
0.64
1  

HT 80  

. . .  QT 
(ROLLED)  

885  743  167
5  

57  . . .  0.85
1  

210  0.15
4  

134
0  

120
7  

-
0.09
5  

0.508  -
0.61
9  

. . .  AS-
RECEIVED  

850  778  160
6  

66  . . .  1.07
1  

206  0.18
8  

152
8  

137
8  

-
0.11
3  

0.577  -
0.60
1  

. . .  AS-
RECEIVED  

949  821  166
0  

55  . . .  0.80
7  

206  0.16
7  

144
0  

123
3  

-
0.09
4  

0.393  -
0.56
1  

HY 80  

. . .  AS-
RECEIVED  

944  836  166
0  

63  . . .  0.99
8  

206  0.15
8  

158
9  

142
5  

-
0.09
2  

10.53
3  

-
0.59
9  

BHW 25  . . .  . . .  614  460  101
0  

. . .  . . .  0.80
0  

209  0.16
8  

119
6  

110
8  

-
0.09
6  

0.464
6  

-
0.54
3  

64 HRA  CAST  965  862  157
9  

57  12  0.85  198  0.12
5  

125
6  

108
7  

-
0.06
8  

0.312  -
0.54
9  

8 MN 6  

64 HRA  CAST  869  821  143
4  

53  13  0.75  198  0.10
1  

125
8  

107
3  

-
0.05
5  

0.203  -
0.54
1  

207 HV 10  HOT-
ROLLED  

628  579  . . .  . . .  40  . . .  210  0.11
1  

799  784  -
0.06
6  

0.745  -
0.57
7  

207 HV 10  HOT-
ROLLED  

628  579  . . .  . . .  40  . . .  210  0.10
0  

789  841  -
0.06
6  

1.890  -
0.66
9  

207 HV 10  HOT-
ROLLED  

628  579  . . .  . . .  40  . . .  210  0.06
0  

580  568  -
0.03
4  

1.975  -
0.64
6  

SPV 50  

207 HV 10  HOT-
ROLLED  

628  579  . . .  . . .  40  . . .  210  0.06
5  

575  571  -
0.03
8  

0.706  -
0.56
7  

225 HB  AS-
RECEIVED  

697  580  122
2  

68  . . .  1.15  206  0.15
8  

143
6  

133
9  

-
0.11
1  

1.777  -
0.84
5  

VAN-80  

225 HB  AS-
RECEIVED  

697  580  122
2  

68  . . .  1.15  206  0.24
2  

237
6  

925  -
0.09
0  

0.062  -
0.47
0  

RQC 100  . . .  . . .  960  910  109
0  

43  . . .  0.56
1  

206  0.10
7  

131
3  

122
7  

-
0.06
8  

0.765  -
0.70
6  

AOS 1122 
B  

304 HB  . . .  109
1  

100
8  

161
6  

61  . . .  0.95  207  0.14
5  

161
6  

217
7  

-
0.12
9  

0.840  -
0.68
8  

A 516, GR 
70  

. . .  NORMALIZE
D  

. . .  325  993  . . .  . . .  0.38
6  

205  0.20
2  

114
8  

873  -
0.09
8  

0.295  -
0.48
6  

A 516, GR 
70  

165 HV  HOT-
ROLLED  

. . .  . . .  . . .  . . .  . . .  . . .  193  0.22
1  

121
5  

109
5  

-
0.12
2  

0.665  -
0.56
1  

. . .  NORMALIZE
D  

. . .  325  993  . . .  . . .  0.38
6  

205  0.21
5  

123
8  

112
8  

-
0.12
8  

0.605  -
0.58
6  

A 516, GR 
70  

. . .  NORMALIZE
D  

. . .  340  . . .  . . .  . . .  . . .  205  0.23
1  

128
8  

973  -
0.11

0.308  -
0.49



 4  8  
. . .  . . .  580  330  950  64  . . .  1.03  204  0.19

3  
115
1  

110
1  

-
0.11
1  

0.495  -
0.51
6  

MAN-TEN  

. . .  . . .  580  330  950  64  . . .  1.03  204  0.21
6  

125
5  

111
9  

-
0.12
2  

0.724  -
0.58
4  

175 HV 10  NT  585  366  . . .  79  28  . . .  210  0.12
5  

851  803  -
0.07
3  

0.626  -
0.58
3  

175 HV 10  NT  585  366  . . .  79  28  . . .  210  0.07
5  

677  799  -
0.07
5  

4.034  -
0.90
0  

SCMV 4  

193 HV 10  NT  627  457  158
0  

81  24  . . .  210  0.11
8  

842  736  -
0.06
5  

0.266  -
0.52
7  

146 HV 10  NT  480  330  . . .  75  33  . . .  210  0.17
1  

922  802  -
0.09
2  

0.455  -
0.54
3  

SCMV 2  

146 HV 10  NT  480  330  . . .  75  33  . . .  210  0.17
6  

930  783  -
0.09
2  

0.374  -
0.51
9  

155 HV 10  NT  535  331  . . .  73  29  . . .  210  0.14
9  

937  863  -
0.08
5  

0.584  -
0.57
5  

155 HV 10  NT  535  331  . . .  73  29  . . .  210  0.13
8  

880  826  -
0.08
0  

0.628  -
0.58
5  

SCMV 3  

164 HV 20  NT  556  393  132
8  

74  30  . . .  210  0.14
3  

896  781  -
0.07
8  

0.382  -
0.54
6  

A 514  303 HB  NT  939  891  149
1  

63  . . .  0.99
4  

209  0.09
0  

108
0  

101
0  

-
0.05
4  

0.973
4  

-
0.69
3  

TT STE 32  . . .  . . .  558  375  995  . . .  . . .  1.00  209  0.15
9  

983  994  -
0.09
5  

0.243
6  

-
0.46
4  

256 HB  AS-
RECEIVED  

808  725  121
5  

66  . . .  1.08  208  0.12
2  

122
7  

127
2  

-
0.08
5  

11.55
7  

-
0.90
7  

USST-1  

256 HB  AS-
RECEIVED  

808  725  121
5  

66  . . .  1.08  208  0.13
1  

122
1  

103
1  

-
0.07
0  

0.737  -
0.64
4  

MATERIAL: CHROMIUM-MOLYBDENUM LOW-ALLOY STEEL, PLATE, TESTED AT 300 °C  
. . .  NT  553  401  133

0  
78  19  . . .  204.1  0.10

2  
691  675  -

0.06
4  

0.782  -
0.62
8  

SCMV 4  

. . .  NT  553  401  133
0  

78  19  . . .  204.1  0.13
6  

855  727  -
0.07
1  

0.305  -
0.52
2  

. . .  NT  532  282  114
7  

68  23  . . .  210  0.10
5  

774  684  -
0.05
8  

0.293  -
0.54
6  

SCMV 3  

. . .  NT  532  282  114
7  

68  23  . . .  210  0.07
0  

670  694  -
0.05
3  

1.807  -
0.77
1  

MATERIAL: CHROMIUM-MOLYBDENUM LOW-ALLOY STEEL, PLATE, TESTED AT 400 °C  
. . .  NT  481  299  . . .  75  23  . . .  187.8  0.15

3  
802  683  -

0.08
2  

0.363  -
0.53
9  

. . .  NT  481  299  . . .  75  23  . . .  187.8  0.13
6  

760  596  -
0.06
2  

0.175  -
0.46
0  

. . .  NT  530  383  117
0  

76  19  . . .  187.8  0.10
2  

683  638  -
0.06
6  

0.424  -
0.61
7  

SCMV 4 
(2.25CR-
1MO)  

. . .  NT  530  383  117
0  

76  19  . . .  187.8  0.09
2  

633  596  -
0.05
8  

0.546  -
0.63
8  

SCMV 2  146 HV  NT  471  224  . . .  73  27  . . .  188.8  0.08 688  709  - 1.511  -



2  0.06
2  

0.76
3  

. . .  NT  471  224  . . .  73  27  . . .  188.8  0.07
5  

693  716  -
0.05
8  

1.574  -
0.77
9  

155 HV 10  NT  453  234  . . .  73  26  . . .  195  0.12
8  

758  794  -
0.09
3  

1.616  -
0.74
1  

. . .  NT  453  234  . . .  73  26  . . .  195  0.07
1  

572  584  -
0.05
2  

1.247  -
0.72
4  

. . .  NT  522  266  119
3  

76  28  . . .  195  0.04
8  

549  543  -
0.03
3  

0.862  -
0.70
1  

SCMV 3  

. . .  NT  522  266  119
3  

76  28  . . .  195  0.08
2  

693  617  -
0.04
5  

0.285  -
0.57
0  

MATERIAL: CHROMIUM-MOLYBDENUM LOW-ALLOY STEEL, PLATE, TESTED AT 500 °C  
. . .  NT  411  272  . . .  82  29  . . .  184.8  0.13

0  
650  728  -

0.10
5  

2.176  -
0.79
3  

. . .  NT  411  272  . . .  82  29  . . .  184.8  0.10
6  

519  550  -
0.08
2  

1.470  -
0.75
5  

. . .  NT  466  356  100
2  

83  23  . . .  184.8  0.07
7  

497  473  -
0.05
1  

0.320  -
0.60
1  

SCMV 4  

. . .  NT  466  356  100
2  

83  23  . . .  184.8  0.07
0  

450  439  -
0.05
1  

0.616  -
0.71
5  

146 HV  NT  416  206  . . .  78  26  . . .  191.7  0.05
8  

517  560  -
0.05
2  

3.442  -
0.87
8  

SCMV 2  

. . .  NT  416  206  . . .  78  26  . . .  191.7  0.10
0  

612  636  -
0.08
1  

1.471  -
0.80
8  

155 HV 10  NT  390  225  . . .  81  33  . . .  190.2  0.09
0  

549  602  -
0.07
4  

3.986  -
0.87
3  

. . .  NT  390  225  . . .  81  33  . . .  190.2  0.08
9  

488  505  -
0.06
8  

1.602  -
0.77
5  

. . .  NT  438  244  112
8  

82  29  . . .  190.2  0.07
6  

550  556  -
0.05
8  

0.903  -
0.73
7  

. . .  NT  438  244  112
8  

82  29  . . .  190.2  0.12
6  

684  628  -
0.08
5  

0.449  -
0.65
7  

SCMV 3  

. . .  NT  438  244  112
8  

82  29  . . .  190.2  0.12
6  

625  636  -
0.10
5  

1.143  -
0.82
9  

MATERIAL: CHROMIUM-MOLYBDENUM LOW-ALLOY STEEL, PLATE, TESTED AT 550 °C  
. . .  NORMALIZE

D  
336  218  . . .  82  33  . . .  170  0.21

5  
657  808  -

0.19
7  

2.471  -
0.90
7  

. . .  NORMALIZE
D  

336  218  . . .  82  33  . . .  170  0.19
1  

700  882  -
0.17
6  

3.558  -
0.92
9  

2 CR-1 
MO  

. . .  NORMALIZE
D  

336  218  . . .  82  33  . . .  170  0.18
0  

740  816  -
0.14
7  

1.603  -
0.81
0  

MATERIAL: CHROMIUM-MOLYBDENUM LOW-ALLOY STEEL, PLATE, TESTED AT 600 °C  
. . .  NT  313  225  . . .  90  44  . . .  162  0.11

3  
481  480  -

0.08
0  

0.968  -
0.70
8  

. . .  NT  313  225  . . .  90  44  . . .  162  0.07
9  

309  327  -
0.06
6  

2.109  -
0.83
7  

SCMV 4  

. . .  NT  344  264  950  91  30  . . .  162  0.05
7  

327  316  -
0.03

0.576  -
0.68
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. . .  NT  344  264  950  91  30  . . .  162  0.02

7  
242  249  -

0.02
5  

1.272  -
0.81
7  

 

. . .  NT  344  264  950  91  30  . . .  162  0.08
8  

279  293  -
0.07
6  

21.63
7  

-
1.25
3  

146 HV 10  NT  285  180  . . .  88  48  . . .  152.5  0.11
7  

481  495  -
0.08
6  

1.364  -
0.74
0  

SCMV 2  

. . .  NT  285  180  . . .  88  48  . . .  152.5  0.22
4  

654  787  -
0.19
0  

1.991  -
0.83
1  

155 HV 10  NT  285  191  . . .  90  48  . . .  172.4  0.12
7  

516  530  -
0.09
1  

1.306  -
0.72
3  

. . .  NT  285  191  . . .  90  48  . . .  172.4  0.15
2  

460  537  -
0.13
0  

3.041  -
0.87
0  

. . .  NT  294  188  105
8  

90  40  . . .  172.4  0.13
6  

486  466  -
0.09
3  

0.729  -
0.68
2  

. . .  NT  294  188  105
8  

90  40  . . .  172.4  0.12
1  

386  443  -
0.10
9  

2.812  -
0.88
4  

SCMV 3  

. . .  NT  294  188  105
8  

90  40  . . .  172.4  0.11
0  

288  263  -
0.07
7  

0.522  -
0.72
6  

MATERIAL: LOW-ALLOY STEEL, RAIL, TESTED AT 23 °C  
AISI 1080  . . .  AS-

RECEIVED  
820  359  965  . . .  . . .  0.25

1  
206  0.16

7  
114
3  

111
6  

-
0.10
5  

0.911  -
0.63
6  

MATERIAL: LOW-ALLOY STEEL, DRUM, TESTED AT 350 °C  
19 MN 5  . . .  AS-

RECEIVED  
630  266  . . .  49  22  . . .  178  0.04

0  
680  743  -

0.04
4  

8.097  -
1.08
6  

MATERIAL: LOW ALLOY STEEL, BLANK, TESTED AT 23 °C  
25-27 
HRC  

QT  898  780  169
2  

67  . . .  1.12  221  0.13
8  

136
6  

121
1  

-
0.07
1  

1.008  -
0.65
2  

AISI 4130  

39-40 
HRC  

QT  142
9  

136
0  

208
5  

55  . . .  0.79  200.2
5  

0.12
4  

175
8  

169
1  

-
0.08
0  

0.814  -
0.67
4  

AISI 52100  52-53 
HRC  

QT  201
6  

192
7  

223
0  

12  . . .  0.12  207  0.14
6  

332
8  

262
0  

-
0.09
3  

0.145  -
0.56
0  

MATERIAL: LOW-ALLOY STEEL, GEAR BLANK, TESTED AT 23 °C  
82 HRB  CARBURIZE

D  
158
6  

120
0  

166
9  

3  . . .  0.02
6  

195  0.13
5  

275
9  

231
3  

-
0.09
5  

0.089
2  

-
0.57
6  

AISI 
8620H  

47 HRC  FORGED, 
NORM.  

151
0  

120
0  

203
4  

42  . . .  0.54
9  

198  0.11
2  

214
9  

304
6  

-
0.14
1  

0.542  -
0.78
3  

MATERIAL: LOW-ALLOY STEEL, STRIP, TESTED AT 23 °C  
A36  140 HB  HOT-

ROLLED  
540  351  117

3  
67  . . .  1.10

0  
200  0.21

4  
121
9  

985  -
0.10
6  

0.373  -
0.49
3  

MATERIAL: LOW-ALLOY STEEL, TRUCK FRAME WITH FEW SERVICE LOADS, TESTED AT 23 °C  
AOS 1122 
A  

289 HB  . . .  100
8  

904  128
4  

49  . . .  0.68  207  0.18
3  

190
0  

113
7  

-
0.06
9  

1.199  -
0.74
0  

MATERIAL: LOW-ALLOY STEEL, FORGED SQUARES, TESTED AT 23 °C  
C30MB  293 HB  QT  950  820  144

5  
64  19  1.06

8  
206  0.16

6  
161
8  

148
2  

-
0.10
6  

2.799  -
0.82
4  

41CRM4B  293 HB  QT  930  800  139
0  

62  19  0.96  207.2
8  

0.14
3  

134
0  

127
1  

-
0.08
2  

1.248  -
0.65
3  

40 CR MO 
4  

293 HB  QT  940  840  144
0  

64  19  1.03
5  

208.7
8  

0.13
0  

130
7  

127
4  

-
0.07

1.674  -
0.67
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MATERIAL: LOW-ALLOY STEEL, SHAFT, TESTED AT 23 °C  

. . .  . . .  840  566  115
2  

19  44  0.38
0  

210.2  0.15
9  

139
6  

144
0  

-
0.10
5  

0.602
5  

-
0.57
4  

. . .  . . .  840  566  115
2  

19  44  0.38
0  

210.2  0.16
9  

136
0  

790  -
0.05
5  

0.043  -
0.33
2  

49 MNVS 
3  

. . .  . . .  840  566  115
2  

19  44  0.38
0  

210.2  0.19
3  

177
6  

105
6  

-
0.07
2  

0.067  -
0.37
2  

28CRMON
IV 49  

. . .  QT  759  616  . . .  66  21  . . .  197.4  0.05
0  

748  821  -
0.04
9  

3.557  -
0.91
7  

. . .  QT  910  700  116
8  

66  20  0.70
8  

206  0.08
5  

972  108
7  

-
0.07
0  

1.312  -
0.70
5  

. . .  QT  910  700  116
8  

66  20  0.70
8  

206  0.02
9  

636  761  -
0.03
6  

0.731  -
0.63
2  

. . .  QT  910  700  116
8  

66  20  0.70
8  

206  0.04
1  

656  636  -
0.02
4  

0.190  -
0.50
7  

30 
CRNIMO 8 
(DIN 
1.6580)  

. . .  QT  910  700  116
8  

66  20  0.70
8  

206  0.09
5  

995  101
3  

-
0.06
4  

1.184  -
0.67
3  

. . .  QT  111
1  

998  152
5  

60  23  0.49
6  

211.4  0.10
4  

136
7  

145
4  

-
0.07
5  

1.508  -
0.71
6  

. . .  QT  111
1  

998  152
5  

60  23  0.49
6  

211.4  0.20
6  

240
0  

123
4  

-
0.07
6  

0.045  -
0.38
3  

42 CRMO 
4  

. . .  QT  111
1  

998  152
5  

60  23  0.49
6  

211.4  0.08
4  

114
6  

103
4  

-
0.04
4  

0.271  -
0.51
9  

MATERIAL: LOW-ALLOY STEEL, SHAFT, TESTED AT 525 °C  
28CRMON
IV 49  

. . .  QT  507  449  . . .  74  21  . . .  161  0.06
0  

552  553  -
0.05
1  

1.137  -
0.85
3  

MATERIAL: LOW-ALLOY STEEL, RAIL HEAD, TESTED AT 23 °C  
ASTM A1  25.8 HRC  HOT-

ROLLED  
931  502  106

0  
16  15  0.17

4  
187.5  0.22

5  
185
9  

124
9  

-
0.10
1  

0.175  -
0.45
1  

MATERIAL: LOW-ALLOY STEEL, BAR, TESTED AT 20 °C  
55 CR 3  . . .  ROLLED, 

ANN., 
HARDENED  

130
0  

. . .  . . .  . . .  . . .  . . .  210  0.11
4  

210
5  

324
8  

-
0.18
1  

39.63
0  

-
1.56
6  

MATERIAL: LOW-ALLOY STEEL BAR, TESTED AT 23 °C  
44 HRC  QT  147

1  
137
4  

192
0  

38  . . .  0.48  193.5  0.11
8  

189
0  

188
0  

-
0.08
6  

0.706  -
0.66
2  

AISI 4340  

22-24 
HRC  

HOT-
ROLLED, 
ANN.  

829  635  120
1  

43  . . .  0.57  193.5  0.16
7  

133
2  

120
6  

-
0.09
5  

0.536  -
0.56
8  

MATERIAL: LOW-ALLOY STEEL, BAR, TESTED AT 525 °C  
10CRMO 9 
10  

. . .  NT  442  332  . . .  78  25  . . .  163.4  0.13
7  

724  645  -
0.09
0  

0.385  -
0.64
6  

MATERIAL: LOW-ALLOY STEEL, ROUND BAR, TESTED AT 20 °C  
. . .  QT  472  350  . . .  76  31  . . .  208  0.23

2  
122
0  

811  -
0.10
2  

0.161  -
0.42
8  

13 CRMO 
44  

. . .  QT  514  369  . . .  77  30  . . .  210  0.10
5  

608  453  -
0.03
8  

0.075  -
0.38
5  

34 
CRNIMO 6  

. . .  QT  110
4  

101
5  

. . .  58  16  . . .  206  0.08
8  

133
0  

121
7  

-
0.05
6  

0.269  -
0.59
8  

MATERIAL: LOW-ALLOY STEEL, ROUND BAR, TESTED AT 350 °C  
13 CRMO . . .  QT  523  264  . . .  65  24  . . .  179  0.07 609  643  - 2.493  -



44  5  0.06
5  

0.88
2  

MATERIAL: LOW-ALLOY STEEL, BLOCK, TESTED AT 23 °C  
. . .  FORGED  929  775  162

9  
64  21  . . .  208.5  0.04

5  
755  829  -

0.04
1  

8.768  -
0.92
6  

30 
CRNIMO 8  

. . .  QT  119
7  

114
2  

194
9  

56  15  . . .  200  0.04
2  

119
3  

155
5  

-
0.06
6  

2.042  -
0.85
0  

28 
NICRMO 
74  

. . .  FORGED  102
3  

908  177
7  

63  18  . . .  200  0.04
9  

104
9  

128
9  

-
0.06
4  

0.667  -
0.70
7  

MATERIAL: LOW-ALLOY STEEL, TUBE, TESTED AT 20 °C  
15 MO 3  . . .  AS-

RECEIVED  
481  335  . . .  65  33  . . .  209  0.13

3  
794  641  -

0.06
4  

0.205  -
0.48
1  

MATERIAL: LOW-ALLOY STEEL, TUBE, TESTED AT 23 °C  
30 
CRNIMO 8  

. . .  QT  100
2  

845  195
4  

70  18  . . .  208.3  0.01
6  

666  694  -
0.01
5  

8.937  -
0.90
1  

14 MOV 
63  

. . .  QT  570  390  . . .  66  25  . . .  210  0.15
3  

986  890  -
0.09
1  

0.513  -
0.59
3  

MATERIAL: LOW-ALLOY STEEL, TUBE, TESTED AT 350 °C  
15 MO 3  . . .  AS-

RECEIVED  
513  197  . . .  59  30  . . .  179.5  0.07

0  
701  693  -

0.05
4  

0.748  -
0.75
1  

MATERIAL: LOW-ALLOY STEEL TUBE, TESTED AT 530 °C  
14 MOV 
63  

. . .  QT  387  248  . . .  76  59  . . .  170  0.09
7  

676  657  -
0.07
6  

1.265  -
0.85
5  

Source: Adapted from Ref 12 and other sources 

(A) NT = NORMALIZED AND TEMPERED, QT = QUENCHED AND TEMPERED, ANN. = 
ANNEALED.  

TABLE 5 MONOTONIC AND FATIGUE PROPERTIES FOR HIGH-ALLOY STEELS (R = -1, 
LONGITUDINAL DIRECTION) 

MATE
RIAL  

HARD
NESS  

PRODU
CT 
CONDIT
ION(A)  

UT
S, 
M
PA  

TY
S, 
M
PA  

F, 
M
PA  

R
A, 
%  

E
L, 
%
  

T  E, 
GP
A  

N'  K, 
MP
A  

'F, 
M
PA  

B  'F  C  

TESTED AT 22 °C  
INCOL
OY 800 
H  

. . .  ST  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  210  0.2

57  
156
8  

10
61  

-
0.1
08  

0.4
00  

-
0.4
94  

AISI 
304  

. . .  ST  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  210  0.5

46  
669
3  

58
13  

-
0.3
24  

0.1
94  

-
0.4
16  

TESTED AT 23 °C  
. . .  . . .  65

0  
32
5  

14
00  

80  . . 
.  

1.6
1  

183  0.2
91  

162
8  

98
6  

-
0.1
17  

0.1
70  

-
0.3
99  

AISI 
304  

. . .  . . .  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  185  0.2

91  
167
5  

10
08  

-
0.1
17  

0.1
71  

-
0.4
00  

X 10 
CRNITI 
18 9  

. . .  AS-
RECEIVE
D  

. . .  26
5  

. . .  . . 
.  

. . 

.  
. . .  200  0.2

01  
117
0  

10
19  

-
0.1
10  

0.1
325  

0.3
94  



TESTED AT 23 °C, H2, 10 MPA  
INCOL
OY 
800H  

. . .  STA  55
0  

24
0  

. . .  . . 
.  

5
5  

. . .  210  0.3
39  

207
1  

11
21  

-
0.1
42  

0.1
64  

-
0.4
20  

TESTED AT 427 °C  
AISI 
304  

. . .  ST  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  179  0.4

35  
279
5  

19
42  

-
0.2
22  

0.1
352  

-
0.3
94  

TESTED AT 538 °C  
INCOL
OY 800 
H  

. . .  ST  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  193  0.2

42  
145
5  

12
95  

-
0.1
46  

0.4
768  

-
0.5
70  

AISI 
304  

. . .  ST  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  193  0.2

26  
954  13

15  
-
0.1
86  

1.0
389  

-
0.6
50  

TESTED AT 593 °C  
INCOL
OY 
800H  

. . .  ST  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  171  0.1

77  
105
2  

11
33  

-
0.1
36  

0.6
617  

-
0.6
58  

AISI 
304  

. . .  ST  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  171  0.2

23  
797  36

0  
-
0.0
63  

0.0
23  

-
0.2
61  

TESTED AT 600 °C  
X 6 CR 
NI 18 11  

. . .  . . .  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  143.

2  
0.3
19  

107
4  

67
7  

-
0.1
46  

0.2
34  

-
0.4
59  

TESTED AT 871 °C  
HASTE
LLOY X  

. . .  ST  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  138  0.2

91  
135
0  

47
8  

-
0.0
73  

0.7
58  

-
0.7
58  

MATERIAL: BAR, TESTED AT 23 °C  
337 HV 
30  

STA  11
58  

77
7  

. . .  52  2
3  

. . .  210  0.1
25  

154
3  

15
74  

-
0.0
83  

1.1
09  

-
0.6
61  

SUH 
660-B  

337 HV 
30  

STA  11
58  

77
7  

. . .  52  2
3  

. . .  210  0.1
32  

161
7  

15
37  

-
0.0
80  

0.6
62  

-
0.6
06  

142 HV 
10  

STQ  61
1  

20
7  

. . .  75  6
6  

. . .  210  0.4
55  

333
1  

14
70  

-
0.1
79  

0.1
61  

-
0.3
89  

SUS 
304-B  

142 HV 
10  

STQ  61
1  

20
7  

. . .  83  7
9  

. . .  210  0.4
34  

300
1  

12
68  

-
0.1
60  

0.1
34  

-
0.3
66  

138 HV 
10  

STQ  58
7  

23
1  

. . .  78  6
8  

. . .  210  0.3
88  

275
5  

25
08  

-
0.2
77  

0.7
58  

-
0.5
82  

149 HV 
10  

STQ  65
5  

22
8  

. . .  81  6
7  

. . .  210  0.3
76  

267
4  

15
95  

-
0.1
63  

0.2
52  

-
0.4
33  

138 HV 
10  

STQ  58
7  

23
0  

. . .  78  6
8  

. . .  210  0.2
99  

164
4  

14
91  

-
0.5
68  

0.7
08  

-
0.5
68  

SUS 
316-B  

149 HV STQ  66 22 . . .  81  6 . . .  210  0.3 208 19 - 0.9 -



 10  5  8  7  36  1  99  0.1
90  

28  0.5
72  

163 HV 
10  

STQ  67
7  

21
1  

. . .  69  5
1  

. . .  210  0.3
21  

364
7  

19
68  

-
0.1
38  

0.1
10  

-
0.3
93  

163 HV 
10  

STQ  67
7  

21
1  

. . .  67  5
1  

. . .  210  0.4
69  

838
4  

20
46  

-
0.1
33  

0.0
46  

-
0.2
76  

135 HV 
10  

STQ  66
8  

18
2  

. . .  68  5
6  

. . .  210  0.4
35  

617
9  

19
98  

-
0.1
44  

0.0
81  

-
0.3
41  

135 HV 
10  

STQ  66
8  

18
2  

. . .  68  5
6  

. . .  210  0.6
20  

17,
743  

30
05  

-
0.1
83  

0.0
61  

-
0.3
04  

. . .  STQ  51
6  

17
7  

. . .  74  7
0  

. . .  210  0.3
75  

226
4  

19
69  

-
0.2
08  

0.6
52  

-
0.5
48  

108 HV 
10  

STQ  51
6  

17
7  

. . .  74  7
0  

. . .  210  0.2
92  

153
5  

18
06  

-
0.1
93  

1.7
20  

-
0.6
59  

122 HV 
10  

STA  53
5  

17
7  

. . .  77  7
0  

. . .  210  0.4
24  

308
0  

30
79  

-
0.2
53  

0.9
76  

-
0.5
93  

122 HV 
10  

STA  53
5  

17
7  

. . .  77  7
0  

. . .  210  0.3
48  

209
7  

18
68  

-
0.1
94  

0.8
03  

-
0.5
70  

122 HV 
10  

STA  52
9  

21
4  

. . .  74  6
3  

. . .  210  0.3
57  

208
6  

18
58  

-
0.1
99  

0.7
13  

-
0.5
58  

SUS 
321-B  

122 HV 
10  

STA  52
9  

21
4  

. . .  74  6
3  

. . .  210  0.3
06  

168
2  

17
40  

-
0.1
86  

1.1
36  

-
0.6
08  

150 HV 
10  

STQ  61
5  

23
7  

. . .  72  5
2  

. . .  210  0.3
19  

196
7  

10
05  

-
0.1
21  

0.1
27  

-
0.3
84  

SUS 
347-B  

150 HV 
10  

STQ  61
5  

23
7  

. . .  72  5
2  

. . .  210  0.2
89  

166
7  

10
60  

-
0.1
23  

0.2
30  

-
0.4
36  

238 HV 
10  

QT  73
6  

59
8  

. . .  70  2
1  

. . .  210  0.1
10  

987  96
2  

-
0.0
75  

0.7
98  

-
0.6
80  

SUS 
403-B  

238 HV 
10  

QT  73
6  

59
8  

. . .  70  2
1  

. . .  210  0.1
28  

105
6  

93
2  

-
0.0
74  

0.3
80  

-
0.5
79  

155 HV 
10  

STQ  63
0  

27
1  

. . .  69  4
5  

. . .  210  0.3
34  

230
2  

15
12  

-
0.1
53  

0.3
01  

-
0.4
65  

SUH 
310-B  

155 HV 
10  

STQ  63
0  

27
1  

. . .  69  4
5  

. . .  210  0.3
32  

224
2  

14
92  

-
0.1
52  

0.2
89  

-
0.4
54  

SUH 
616-B  

317 HV 
10  

STA  10
13  

79
5  

. . .  47  1
5  

. . .  210  0.0
93  

130
1  

12
16  

-
0.0
62  

0.4
90  

-
0.6
64  



 317 HV 
10  

STA  10
13  

79
5  

. . .  47  1
5  

. . .  210  0.0
99  

132
5  

12
49  

-
0.0
66  

0.5
56  

-
0.6
64  

H11 
MOD (X 
40 
CRMO
V 20 5)  

60 HRC  HOT-
WORKE
D  

25
76  

20
30  

. . .  33  . . 
.  

. . .  213  0.0
95  

457
7  

45
69  

-
0.0
94  

0.4
26  

-
0.8
44  

MATERIAL: ROLLED BAR, TESTED AT 23 °C  
REMAN
IT 1880  

. . .  AS-
RECEIVE
D  

63
5  

24
5  

19
08  

79  7
5  

1.5
63  

204  0.3
31  

239
7  

20
32  

-
0.1
83  

0.3
249  

-
0.4
41  

MATERIAL: BAR, TESTED AT 400 °C  
. . .  QT  58

5  
48
8  

. . .  69  1
5  

. . .  185.
2  

0.0
97  

691  66
8  

-
0.0
66  

0.7
01  

-
0.6
84  

SUS 
403-B  

. . .  QT  58
5  

48
8  

. . .  69  1
5  

. . .  185.
2  

0.0
79  

641  58
5  

-
0.0
46  

0.3
39  

-
0.5
94  

. . .  STA  81
6  

64
7  

. . .  49  1
2  

. . .  191.
8  

0.1
00  

109
6  

11
93  

-
0.0
87  

1.8
91  

-
0.8
40  

SUH 
616-B  

. . .  STA  81
6  

64
7  

. . .  49  1
2  

. . .  191.
8  

0.0
84  

103
4  

10
49  

-
0.0
66  

1.2
59  

-
0.7
97  

MATERIAL: BAR, TESTED AT 450 °C  
. . .  STA  10

11  
71
1  

. . .  49  1
8  

. . .  174.
95  

0.1
17  

157
4  

14
77  

-
0.0
75  

0.5
70  

-
0.6
42  

SUH 
660-B  

. . .  STA  10
11  

71
1  

. . .  49  1
8  

. . .  174.
95  

0.1
20  

163
8  

15
59  

-
0.0
81  

0.6
65  

-
0.6
78  

. . .  STQ  43
5  

10
6  

. . .  71  4
7  

. . .  170.
5  

0.5
14  

449
7  

25
28  

-
0.2
47  

0.3
25  

-
0.4
81  

. . .  STQ  43
5  

10
6  

. . .  71  4
7  

. . .  170.
5  

0.3
75  

236
3  

17
00  

-
0.2
02  

0.3
86  

-
0.5
29  

SUS 
304-B  

. . .  STQ  43
5  

10
6  

. . .  71  4
7  

. . .  170.
5  

0.3
40  

219
3  

18
90  

-
0.2
12  

0.6
53  

-
0.6
27  

. . .  STQ  46
5  

12
8  

. . .  70  4
7  

. . .  170  0.5
16  

529
0  

19
47  

-
0.2
07  

0.1
43  

-
0.3
99  

. . .  STQ  52
9  

14
5  

. . .  69  4
6  

. . .  135.
3  

0.3
49  

229
2  

21
31  

-
0.2
14  

0.8
25  

-
0.6
15  

. . .  STQ  46
5  

12
8  

. . .  70  4
7  

. . .  170  0.3
80  

229
4  

17
74  

-
0.1
92  

0.2
50  

-
0.5
04  

SUS 
316-B  

. . .  STQ  46
5  

12
8  

. . .  70  4
7  

. . .  170  0.3
54  

209
0  

15
46  

-
0.1
72  

0.1
78  

-
0.4
93  



 . . .  STQ  52
9  

14
5  

. . .  69  4
6  

. . .  135.
3  

0.3
26  

254
1  

18
81  

-
0.1
98  

0.3
21  

-
0.5
79  

. . .  STQ  41
6  

13
5  

. . .  62  3
9  

. . .  194  0.4
04  

232
9  

91
7  

-
0.1
43  

0.0
97  

-
0.3
51  

. . .  STQ  41
6  

13
5  

. . .  62  3
9  

. . .  194  0.3
71  

221
1  

11
40  

-
0.1
70  

0.1
60  

-
0.4
52  

. . .  STQ  40
4  

11
7  

. . .  66  4
2  

. . .  201.
25  

0.5
23  

429
0  

17
13  

-
0.2
12  

0.1
72  

-
0.4
04  

. . .  STQ  40
4  

11
7  

. . .  66  4
2  

. . .  201.
25  

0.4
17  

291
7  

27
63  

-
0.2
63  

0.8
44  

-
0.6
26  

STQ  37
9  

10
8  

. . .  72  4
6  

. . .  168.
75  

0.3
98  

222
3  

12
19  

-
0.1
80  

0.2
27  

-
0.4
56  

STA  37
9  

10
8  

. . .  72  4
6  

. . .  168.
75  

0.2
84  

141
9  

11
51  

-
0.1
63  

0.4
31  

-
0.5
63  

STA  36
7  

11
6  

. . .  72  4
0  

. . .  149.
7  

0.3
73  

171
0  

94
6  

-
0.1
63  

0.2
10  

-
0.4
40  

STA  36
7  

11
6  

. . .  72  4
0  

. . .  149.
7  

0.3
14  

147
4  

10
96  

-
0.1
73  

0.3
81  

-
0.5
49  

STA  37
5  

14
8  

. . .  68  3
7  

. . .  171  0.3
52  

163
6  

10
54  

-
0.1
69  

0.2
93  

-
0.4
82  

SUS 
321-B  

108 HV 
10  

STA  37
5  

14
8  

. . .  68  3
7  

. . .  171  0.3
34  

167
6  

13
44  

-
0.1
90  

0.5
10  

-
0.5
68  

. . .  STQ  44
9  

15
7  

. . .  63  3
7  

. . .  172  0.4
42  

315
1  

11
89  

-
0.1
68  

0.1
10  

-
0.3
78  

SUS 
347-B  

. . .  STQ  44
9  

15
7  

. . .  63  3
7  

. . .  172  0.3
47  

215
5  

11
58  

-
0.1
55  

0.1
59  

-
0.4
39  

. . .  STQ  52
1  

17
8  

. . .  60  4
2  

. . .  165.
65  

0.2
99  

175
4  

12
35  

-
0.1
44  

0.2
72  

-
0.4
68  

SUH 
310-B  

. . .  STQ  52
1  

17
8  

. . .  60  4
2  

. . .  165.
65  

0.2
46  

162
7  

11
30  

-
0.1
22  

0.2
51  

-
0.5
09  

MATERIAL: BAR, TESTED AT 500 °C  
. . .  QT  49

2  
40
4  

. . .  76  1
7  

. . .  197.
25  

0.1
31  

715  62
4  

-
0.0
77  

0.4
12  

-
0.6
05  

SUS 
403-B  

. . .  QT  49
2  

40
4  

. . .  76  1
7  

. . .  197.
25  

0.0
97  

507  46
6  

-
0.0
56  

0.4
18  

-
0.5
85  

SUH . . .  STA  70 53 . . .  71  2 . . .  185. 0.1 115 11 - 0.4 -



0  8  2  85  32  1  03  0.0
93  

68  0.6
47  

616-B  

. . .  STA  70
0  

53
8  

. . .  71  2
2  

. . .  185.
85  

0.1
08  

910  85
5  

-
0.0
71  

0.5
76  

-
0.6
57  

MATERIAL: BAR, TESTED AT 600 °C  
. . .  STA  91

2  
71
3  

. . .  56  2
2  

. . .  162.
8  

0.1
74  

184
2  

12
17  

-
0.0
76  

0.0
93  

-
0.4
40  

SUH 
660-B  

. . .  STA  91
2  

71
3  

. . .  56  2
2  

. . .  162.
8  

0.2
70  

322
1  

11
20  

-
0.0
80  

0.0
19  

-
0.2
87  

. . .  STQ  37
3  

92  . . .  73  4
2  

. . .  158  0.3
16  

154
4  

10
09  

-
0.1
56  

0.2
68  

-
0.4
99  

. . .  STQ  37
3  

92  . . .  73  4
2  

. . .  158  0.2
36  

103
1  

72
8  

-
0.1
18  

0.2
24  

-
0.4
99  

SUS 
304-B  

. . .  STQ  37
3  

92  . . .  73  4
2  

. . .  158  0.0
74  

37  39
4  

-
0.0
41  

0.2
62  

-
0.5
64  

. . .  STQ  40
5  

11
4  

. . .  71  4
8  

. . .  167  0.2
06  

110
4  

85
0  

-
0.1
13  

0.2
82  

-
0.5
48  

. . .  STQ  48
1  

13
5  

. . .  70  4
4  

. . .  170  0.3
12  

199
5  

13
96  

-
0.1
72  

0.2
80  

-
0.5
35  

. . .  STQ  40
5  

11
4  

. . .  71  4
8  

. . .  167  0.1
94  

106
3  

75
5  

-
0.0
99  

0.1
79  

-
0.5
13  

. . .  STQ  48
1  

13
5  

. . .  70  4
4  

. . .  170  0.2
02  

114
7  

92
5  

-
0.1
22  

0.3
45  

-
0.6
03  

. . .  STQ  40
5  

11
4  

. . .  71  4
8  

. . .  167  0.1
46  

799  60
1  

-
0.0
78  

0.1
39  

-
0.5
34  

SUS 
316-B  

. . .  STQ  48
1  

13
5  

. . .  70  4
4  

. . .  170  0.1
37  

778  57
9  

-
0.0
63  

0.1
70  

-
0.5
13  

. . .  STQ  34
9  

12
9  

. . .  66  3
9  

. . .  196.
2  

0.2
35  

891  58
7  

-
0.1
05  

0.1
69  

-
0.4
46  

. . .  STQ  34
9  

12
9  

. . .  66  3
9  

. . .  196.
2  

0.2
21  

804  48
6  

-
0.0
90  

0.1
04  

-
0.4
10  

. . .  STQ  35
3  

11
3  

. . .  66  4
2  

. . .  207.
85  

0.2
95  

129
3  

89
3  

-
0.1
47  

0.3
09  

-
0.5
09  

. . .  STQ  35
3  

11
3  

. . .  66  4
2  

. . .  207.
85  

0.1
94  

776  47
1  

-
0.0
75  

0.0
81  

-
0.3
94  

SUS 
321-B  

. . .  STQ  33
3  

97  . . .  71  4
3  

. . .  167.
8  

0.2
70  

111
6  

78
4  

-
0.1

0.2
85  

-
0.5



39  20  
. . .  STQ  33

3  
97  . . .  71  4

3  
. . .  167.

8  
0.1
40  

630  22  -
0.0
83  

0.2
63  

-
0.5
98  

. . .  STA  31
2  

10
1  

. . .  72  4
0  

. . .  151.
7  

0.3
01  

117
1  

81
7  

-
0.1
57  

0.3
07  

-
0.5
25  

. . .  STA  31
2  

10
1  

. . .  72  4
0  

. . .  151.
7  

0.1
48  

533  38
4  

-
0.0
69  

0.1
22  

-
0.4
76  

. . .  STA  31
9  

12
7  

. . .  73  4
0  

. . .  158  0.2
71  

104
1  

76
3  

-
0.1
43  

0.3
27  

-
0.5
32  

 

. . .  STA  31
9  

12
7  

. . .  73  4
0  

. . .  158  0.1
66  

610  45
3  

-
0.0
84  

0.1
68  

-
0.5
09  

. . .  STQ  40
9  

15
5  

. . .  63  3
6  

. . .  169.
4  

0.3
03  

154
7  

86
3  

-
0.1
31  

0.1
55  

-
0.4
41  

. . .  STQ  40
9  

15
5  

. . .  63  3
6  

. . .  196.
4  

0.2
24  

102
8  

55
9  

-
0.0
76  

0.0
69  

-
0.3
47  

SUS 
347-B  

. . .  STQ  40
9  

15
5  

. . .  63  3
6  

. . .  196.
4  

0.1
84  

820  50
8  

-
0.0
73  

0.0
71  

-
0.3
92  

. . .  QT  34
2  

23
2  

. . .  89  2
5  

. . .  173.
5  

0.1
16  

453  45
1  

-
0.0
79  

0.9
23  

-
0.6
76  

SUS 
403-B  

. . .  QT  34
2  

23
2  

. . .  89  2
5  

. . .  173.
5  

0.0
70  

275  25
5  

-
0.0
40  

0.3
56  

-
0.5
73  

. . .  STQ  45
6  

16
1  

. . .  54  4
0  

. . .  163.
55  

0.2
46  

140
4  

94
5  

-
0.1
17  

0.2
23  

-
0.4
89  

SUH 
310-B  

. . .  STQ  45
6  

16
1  

. . .  54  4
0  

. . .  163.
55  

0.1
77  

102
6  

79
2  

-
0.1
01  

0.2
36  

-
0.5
75  

. . .  STA  49
2  

35
6  

. . .  92  3
6  

. . .  166.
95  

0.1
36  

859  84
4  

-
0.0
96  

0.8
23  

-
0.6
94  

SUH 
616-B  

. . .  STA  49
2  

35
6  

. . .  92  3
6  

. . .  166.
95  

0.0
38  

355  35
6  

-
0.0
27  

0.8
88  

-
0.6
83  

MATERIAL: BAR, TESTED AT 700 °C  
. . .  STA  75

1  
59
5  

. . .  55  3
4  

. . .  164.
65  

0.2
08  

169
1  

10
49  

-
0.0
95  

0.0
86  

-
0.4
35  

SUS 
660-B  

. . .  STA  75
1  

59
5  

. . .  55  3
4  

. . .  164.
65  

0.3
32  

292
9  

89
1  

-
0.1
08  

0.0
25  

-
0.3
15  

SUS 
304-B  

. . .  STQ  27
8  

81  . . .  77  5
5  

. . .  152  0.1
47  

473  38
2  

-
0.0
75  

0.2
55  

-
0.5
23  



. . .  STQ  27
8  

81  . . .  77  5
5  

. . .  152  0.2
12  

587  38
9  

-
0.0
94  

0.1
38  

-
0.4
392  

 

. . .  STQ  19
2  

81  . . .  82  7
6  

. . .  152  0.1
54  

372  28
6  

-
0.0
76  

0.1
82  

-
0.4
93  

. . .  STQ  31
3  

11
3  

. . .  66  5
7  

. . .  159  0.2
14  

859  66
7  

-
0.1
22  

0.3
05  

-
0.5
69  

. . .  STQ  32
6  

11
4  

. . .  67  4
3  

. . .  168  0.2
23  

936  73
5  

-
0.1
27  

0.3
59  

-
0.5
78  

. . .  STQ  31
3  

11
3  

. . .  66  5
7  

. . .  159  0.1
52  

573  46
7  

-
0.0
85  

0.2
62  

-
0.5
63  

. . .  STQ  32
6  

11
4  

. . .  67  4
3  

. . .  168  0.2
40  

893  52
8  

-
0.0
99  

0.1
08  

-
0.4
09  

. . .  STQ  31
3  

11
3  

. . .  66  5
7  

. . .  159  0.2
11  

728  50
3  

-
0.1
12  

0.1
73  

-
0.5
29  

SUS 
316-B  

. . .  STQ  32
6  

11
4  

. . .  67  4
3  

. . .  168  0.1
51  

471  38
9  

-
0.0
82  

0.2
97  

-
0.5
50  

. . .  STQ  26
1  

12
0  

. . .  80  5
0  

. . .  198.
9  

0.1
63  

496  36
0  

-
0.0
72  

0.1
51  

-
0.4
48  

. . .  STQ  26
1  

12
0  

. . .  80  5
0  

. . .  198.
9  

0.1
22  

368  29
7  

-
0.0
62  

0.1
43  

-
0.4
83  

. . .  STQ  26
7  

11
5  

. . .  72  5
3  

. . .  202.
05  

0.1
55  

508  44
0  

-
0.0
88  

0.3
11  

-
0.5
38  

. . .  STQ  26
7  

11
5  

. . .  72  5
3  

. . .  202.
05  

0.1
68  

523  36
9  

-
0.0
83  

0.1
09  

-
0.4
77  

. . .  STQ  25
0  

94  . . .  32  2
8  

. . .  170.
9  

0.1
84  

609  51
0  

-
0.1
10  

0.3
77  

-
0.5
97  

. . .  STQ  25
0  

94  . . .  32  2
8  

. . .  170.
9  

0.1
33  

421  31
2  

-
0.0
72  

0.0
92  

-
0.5
23  

. . .  STA  24
7  

10
9  

. . .  59  4
6  

. . .  168.
5  

0.2
10  

665  57
7  

-
0.1
30  

0.4
39  

-
0.6
14  

. . .  STA  24
7  

10
9  

. . .  59  4
6  

. . .  168.
5  

0.1
48  

423  30
6  

-
0.0
79  

0.1
06  

-
0.5
28  

. . .  STA  25
5  

12
9  

. . .  55  4
8  

. . .  174  0.2
02  

636  54
5  

-
0.1
22  

0.4
66  

-
0.6
06  

SUS 
321-B  

. . .  STA  25
5  

12
9  

. . .  55  4
8  

. . .  174  0.1
23  

355  30
0  

-
0.0

0.2
52  

-
0.5



 74  96  
. . .  STQ  31

9  
16
0  

. . .  61  4
8  

. . .  168.
75  

0.1
51  

593  44
0  

-
0.0
68  

0.1
35  

-
0.4
47  

. . .  STQ  31
9  

16
0  

. . .  61  4
8  

. . .  168.
75  

0.1
89  

704  42
8  

-
0.0
73  

0.0
70  

-
0.3
84  

SUS 
347-B  

. . .  STQ  31
9  

16
0  

. . .  61  4
8  

. . .  168.
75  

0.1
96  

676  41
2  

-
0.0
83  

0.0
73  

-
0.4
14  

. . .  STQ  35
7  

15
6  

. . .  58  4
4  

. . .  164  0.1
71  

700  52
7  

-
0.0
81  

0.1
94  

-
0.4
78  

SUH 
310-B  

. . .  STQ  35
7  

15
6  

. . .  58  4
4  

. . .  164  0.1
99  

617  38
6  

-
0.0
81  

0.0
95  

-
0.4
08  

MATERIAL: BAR, TESTED AT 800 °C  
. . .  STQ  19

2  
73  . . .  82  7

6  
. . .  160  0.1

59  
365  28

3  
-
0.0
77  

0.2
10  

-
0.4
88  

SUS 
304-B  

. . .  STQ  19
2  

73  . . .  82  7
6  

. . .  160  0.0
63  

146  14
1  

-
0.0
43  

0.4
51  

-
0.6
53  

. . .  STQ  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  123.

6  
0.2
00  

567  54
0  

-
0.1
41  

0.8
00  

-
0.7
05  

SUS 
316-B  

. . .  STQ  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  123.

6  
0.0
56  

187  18
2  

-
0.0
40  

0.8
69  

-
0.7
56  

. . .  STQ  21
6  

12
7  

. . .  53  4
9  

. . .  169.
35  

0.1
49  

423  35
4  

-
0.0
86  

0.3
52  

-
0.6
06  

SUS 
347-B  

. . .  STQ  21
6  

12
7  

. . .  61  4
8  

. . .  169.
35  

0.1
59  

290  23
7  

-
0.0
96  

0.2
72  

-
0.6
04  

MATERIAL: BLANK, TESTED AT 23 °C  
INCON
EL X  

34-35 
HRC  

ANNEAL
ED  

12
15  

70
4  

15
12  

20  . . 
.  

0.2
2  

214.
055  

0.1
28  

213
0  

19
90  

-
0.1
05  

0.1
77  

-
0.5
99  

50-52 
HRC  

COLD 
DRAWN  

19
06  

18
64  

22
65  

20  . . 
.  

0.2
3  

179.
53  

0.1
01  

307
2  

29
47  

-
0.1
10  

0.1
76  

-
0.7
67  

AM 350  

. . .  HOT-
ROLLED, 
PICKLED
, 
ANNEAL
ED BY 
SUPPLIE
R  

13
19  

44
2  

23
41  

52  . . 
.  

0.7
4  

193.
34  

0.3
88  

11,
825  

27
77  

-
0.1
37  

0.0
14  

-
0.2
87  

AISI 
304  

34-36 
HRC  

COLD 
DRAWN  

95
3  

74
6  

20
37  

69  . . 
.  

1.1
6  

172.
625  

0.1
55  

231
3  

20
67  

-
0.1
12  

0.3
01  

-
0.6
49  



AISI 
ELC  

82-84 
HRB  

HOT 
ROLLED 
AND 
ANNEAL
ED  

74
6  

25
5  

19
20  

74  . . 
.  

1.3
7  

186.
435  

0.3
09  

463
4  

23
77  

-
0.1
52  

0.0
68  

-
0.4
28  

AISI 
310  

75-81 
HRB  

HOT-
ROLLED, 
PICKLED
, 
ANNEAL
ED BY 
SUPPLIE
R  

64
2  

22
0  

13
60  

63  . . 
.  

1.0
1  

193.
34  

0.2
71  

226
7  

16
46  

-
0.1
54  

0.3
02  

-
0.5
68  

MATERIAL: CAST CYLINDERS, TESTED AT 23 °C  
37 HRC  ST  93

2  
78
7  

. . .  . . 
.  

2  . . .  208.
8  

0.1
21  

189
9  

12
64  

-
0.0
62  

0.0
32  

-
0.5
00  

INCON
EL 713C  

36 HRC  ST  10
01  

78
0  

. . .  . . 
.  

1
0  

. . .  208.
5  

0.0
99  

157
6  

11
40  

-
0.0
53  

0.0
35  

-
0.4
92  

MATERIAL: PLATE, TESTED AT 21 °C  
TYPE 
316  

71-77 
HRB  

ST  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  205  0.1

54  
691  66

0  
-
0.0
79  

0.3
41  

-
0.4
53  

MATERIAL: PLATE, TESTED AT 23 °C  
AISI 
304  

. . .  . . .  60
1  

28
0  

. . .  46  . . 
.  

. . .  192  0.4
19  

280
7  

19
36  

-
0.2
02  

0.4
12  

-
0.4
83  

SUS 
316-HP  

149 HV 
10  

HOT-
ROLLED  

60
6  

25
7  

18
30  

79  5
7  

. . .  210  0.2
98  

200
0  

13
14  

-
0.1
32  

0.2
49  

-
0.4
45  

MATERIAL: PLATE, TESTED AT 400 °C  
. . .  HOT-

ROLLED  
51
3  

18
4  

10
20  

62  4
0  

. . .  171.
5  

0.3
28  

220
4  

97
5  

-
0.1
15  

0.0
96  

-
0.3
68  

. . .  HOT-
ROLLED  

51
3  

18
4  

99
0  

62  4
0  

. . .  171.
5  

0.2
71  

178
9  

97
3  

-
0.1
08  

0.1
13  

-
0.4
07  

SUS 
316-HP  

. . .  HOT-
ROLLED  

51
3  

18
4  

10
20  

62  4
0  

. . .  171.
5  

0.2
15  

150
4  

11
90  

-
0.1
33  

0.3
41  

-
0.6
22  

MATERIAL: PLATE, TESTED AT 500 °C  
. . .  HOT-

ROLLED  
49
3  

17
8  

99
0  

62  4
1  

. . .  178  0.2
24  

140
6  

89
1  

-
0.1
01  

0.1
27  

-
0.4
46  

. . .  HOT-
ROLLED  

49
3  

17
8  

99
0  

62  4
1  

. . .  178  0.1
75  

115
5  

69
6  

-
0.0
65  

0.0
78  

-
0.4
13  

SUS 
316-HP  

. . .  HOT-
ROLLED  

49
3  

17
8  

99
0  

62  4
1  

. . .  178  0.1
89  

140
9  

81
1  

-
0.0
82  

0.0
62  

-
0.4
54  

MATERIAL: PLATE, TESTED AT 600 °C  
AISI . . .  . . .  . . .  . . .  . . .  . . . . . . .  149  0.2 102 63 - 0.1 -



.  .  72  2  5  0.1
21  

77  0.4
46  

. . .  . . .  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  149  0.2

49  
836  57

6  
-
0.1
38  

0.2
26  

-
0.5
57  

. . .  . . .  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  149  0.2

48  
861  53

0  
-
0.1
12  

0.1
41  

-
0.4
52  

304  

. . .  . . .  . . .  . . .  . . .  . . 
.  

. . 

.  
. . .  149  0.2

82  
108
0  

62
5  

-
0.1
19  

0.1
45  

-
0.4
22  

. . .  HOT-
ROLLED  

44
9  

16
4  

86
0  

62  4
1  

. . .  168.
5  

0.2
23  

123
0  

68
1  

-
0.0
87  

0.0
72  

-
0.3
93  

. . .  HOT-
ROLLED  

44
9  

16
4  

63
0  

62  4
1  

. . .  168.
5  

0.2
28  

126
2  

61
5  

-
0.0
79  

0.0
41  

-
0.3
43  

SUS 
316-HP  

. . .  HOT-
ROLLED  

44
9  

16
4  

86
0  

62  4
1  

. . .  168.
5  

0.0
67  

991  86
9  

-
0.0
42  

0.1
41  

-
0.6
24  

MATERIAL: PLATE, TESTED AT 700 °C  
. . .  HOT-

ROLLED  
31
9  

15
5  

63
0  

68  6
1  

. . .  175.
5  

0.2
21  

818  58
6  

-
0.1
17  

0.2
05  

-
0.5
21  

. . .  HOT-
ROLLED  

31
9  

15
5  

63
0  

68  6
1  

. . .  175.
5  

0.1
77  

550  39
5  

-
0.0
86  

0.1
48  

-
0.4
79  

SUS 
316-HP  

. . .  HOT-
ROLLED  

31
9  

15
5  

63
0  

68  6
1  

. . .  175.
5  

0.1
47  

395  35
5  

-
0.0
98  

0.5
12  

-
0.6
76  

MATERIAL: TURBINE WHEEL FORGING, TESTED AT 23 °C  
22 HRC  STA  . . .  54

5  
. . .  . . 

.  
. . 
.  

. . .  210  0.1
54  

181
4  

13
40  

-
0.0
75  

0.1
495  

-
0.4
97  

WASPA
LOY A  

35 HRC  STA  10
91  

78
7  

. . .  . . 
.  

7  . . .  210  0.1
28  

193
1  

15
10  

-
0.0
76  

0.1
47  

-
0.5
91  

WASPA
LOY  

36 
HRC  

STA  . . .  81
5  

. . .  . . 
.  

. . 

.  
. . .  210  0.1

80  
272
5  

18
62  

-
0.0
90  

0.1
12  

-
0.4
87  

Source: Adapted from Ref 12 

(A) ST = SOLUTION TREATED, STA = SOLUTION TREATED AND AGED OR ANNEALED, STQ = 
SOLUTION TREATED, QUENCHED, QT = QUENCHED AND TEMPERED.  

TABLE 6 MONOTONIC AND FATIGUE PROPERTIES FOR ALUMINUM AND TITANIUM ALLOYS (R = -1, 
LONGITUDINAL DIRECTION) 

MATE
RIAL  

HARD
NESS  

PRODUC
T 
CONDIT
ION(A)  

UT
S, 
M
PA  

TY
S, 
M
PA  

F, 
M
PA  

R
A, 
%  

E
L, 
%  

T  E, 
GP
A  

N'  K, 
M
PA  

'F, 
M
PA  

B  'F  C  



MATERIAL: ALUMINUM ALLOY, COLD-ROLLED SHEET, TESTED AT 23 °C  
   CR-SR  73  19        43     70  0.2

65  
25
5  

95  -
0.0
88  

0.02
2  

-
0.3
28  

AL 99.5  

   CR-SR  73  19        43     70  0.3
37  

45
3  

11
7  

-
0.1
09  

0.01
7  

-
0.3
15  

MATERIAL: ALUMINUM ALLOY, BAR STOCKS, TESTED AT 23 °C  
1100 
AL  

~26 
HRB  

AS-
RECEIVE
D  

11
0  

97     87
.6  

   2.0
9  

69.0
5  

0.1
59  

18
4  

15
9  

-
0.0
92  

0.46
7  

-
0.6
13  

MATERIAL: ALUMINUM ALLOY, EXTRUDED ROUND BAR, TESTED AT 23 °C  
ALLOY 
6082  

   STA     29
0  

            64  0.0
51  

39
7  

61
1  

-
0.0
99  

1.08
5  

-
0.8
57  

MATERIAL: ALUMINUM ALLOY, BAR, TESTED AT 23 °C  
   COLD 

AGE-
HARD  

26
0  

15
7  

   58  32     66.7  0.0
60  

39
2  

48
1  

-
0.0
84  

1.09
5  

-
0.8
67  

AL MG 
SI 0.8  

   WARM 
AGE-
HARD  

32
9  

29
4  

   22
.5  

15     67.2  0.0
50  

45
1  

54
2  

-
0.0
75  

0.70
0  

-
0.8
16  

   COLD 
AGE-
HARD  

34
8  

25
0  

   25
.5  

16     74.5  0.0
52  

45
4  

44
5  

-
0.0
54  

0.11
6  

-
0.6
41  

AL MG 
SI 1  

   WARM 
AGE-
HARD  

38
3  

34
8  

   45
.5  

14     74.5
5  

0.0
46  

47
8  

55
4  

-
0.0
68  

5.37
5  

-
1.2
08  

   COLD 
AGE-
HARD  

44
6  

27
5  

   24  20
.5  

   74.1  0.0
62  

64
8  

68
7  

-
0.0
74  

0.51
4  

-
0.8
30  

AL CU 
MG 2  

   SOFT-
ANNEAL
ED  

24
5  

88     38  18     74.6  0.2
01  

45
3  

31
4  

-
0.0
91  

0.16
2  

-
0.4
52  

MATERIAL: ALUMINUM ALLOY, BAR STOCKS, TESTED AT 23 °C  
5456-
H311  

56 HRB  AS-
RECEIVE
D  

40
0  

23
5  

56
6  

34
.6  

   0.4
2  

69.0
5  

0.0
84  

63
6  

70
2  

-
0.1
02  

0.20
0  

-
0.6
55  

2014-T6  81-84 
HRB  

AS-
RECEIVE
D  

51
1  

46
3  

62
8  

25
.0  

   0.2
9  

69.0
5  

0.0
72  

70
4  

77
6  

-
0.0
91  

0.26
9  

-
0.7
42  

MATERIAL: ALUMINUM ALLOY, EXTRUDED PROFILE, TESTED AT 23 °C  
AL MG 
SI 0.8  

   STA                    66  0.0
52  

45
4  

44
4  

-
0.0
63  

0.00
5  

-
0.4
27  

   STA                    75  0.1
20  

36
4  

38
1  

-
0.1
02  

0.03
9  

-
0.4
52  

AL MG 
1 SI CU  

   STA                    80        21
72  

-
0.2
24  

0.00
4  

-
0.2
49  

MATERIAL: ALUMINUM ALLOY, PLATE, TESTED AT 23 °C  
AL MG    . . .  36 29       13     71.5  0.1 69 65 - 0.45 -



3  8  25  3  4  0.0
89  

0  0.7
55  

   . . .  36
3  

29
8  

      13     71.5  0.0
7  

53
5  

62
9  

-
0.0
86  

0.32
9  

-
0.6
84  

   . . .  36
3  

29
8  

      13     71.5  0.0
80  

56
1  

72
3  

-
0.1
08  

1.61
3  

-
0.8
71  

   PRESTR
AINED  

36
3  

29
8  

      13     71.5  0.2
20  

11
03  

15
76  

-
0.2
01  

1.30
3  

-
0.8
79  

4.5 MN  

   PRESTR
AINED  

36
3  

29
8  

      13     71.5  0.1
37  

77
7  

54
6  

-
0.0
70  

0.03
4  

-
0.4
36  

7075-
T61  

   . . .                    70  0.0
74  

85
2  

12
31  

-
0.1
22  

0.26
3  

-
0.8
06  

7075-
T7351  

   . . .  46
2  

38
2  

      8.
4  

   71  0.0
94  

69
5  

98
9  

-
0.1
40  

6.81
2  

-
1.1
98  

MATERIAL: ALUMINUM ALLOY, ROD, TESTED AT 23 °C  
7075-T6     STA  58

0  
47
0  

80
1  

33     0.4
10  

71.1
2  

0.0
88  

91
3  

88
6  

-
0.0
76  

0.44
6  

-
0.7
59  

2024-T4     STA  47
6  

30
4  

68
4  

35     0.4
30  

70.4
3  

0.0
98  

80
8  

76
4  

-
0.0
75  

0.33
4  

-
0.6
49  

MATERIAL: ALUMINUM ALLOY, SHEET, TESTED AT 23 °C  
AL MG 
4.5 MN  

   ROLLED  34
8  

22
6  

   22
.5  

17     85  0.0
56  

45
0  

90
6  

-
0.1
48  

52.0
58  

-
1.4
41  

   . . .  49
0  

39
6  

   16  16     73.3  0.0
39  

55
7  

78
2  

-
0.0
82  

0.19
7  

-
0.6
44  

AL CU 
MG 2  

      49
0  

47
6  

   16  16     73.3  0.0
74  

66
9  

89
1  

-
0.1
03  

4.20
6  

-
1.0
56  

   . . .  48
6  

37
8  

      17
.3  

   74.5  0.0
40  

59
0  

10
44  

-
0.1
14  

1.76
5  

-
0.9
27  

      48
6  

37
8  

      17
.3  

   74.5  0.0
40  

59
0  

31
48  

-
0.2
47  

0.06
9  

-
0.6
34  

2024-T3  

      48
6  

37
8  

      17
.3  

   82  0.0
40  

59
0  

10
44  

-
0.1
14  

1.76
5  

-
0.9
27  

MATERIAL: ALUMINUM ALLOY, STOCK, TESTED AT 23 °C  
                        72  0.0

32  
64
6  

12
94  

-
0.1
25  

10.2
02  

-
1.2
31  

7075-
T65  

                        74  0.3
19  

49
58  

19
99  

-
0.1
98  

0.04
5  

-
0.5
99  



MATERIAL: TITANIUM ALLOY, TESTED AT 23 °C  
TITANI
UM  

   ANNEAL
ED  

52
0  

27
5  

      20     120  0.5
30  

73
83  

16
71  

-
0.1
97  

0.06
3  

-
0.3
78  

   ANNEAL
ED  

84
5  

80
5  

73
8  

22     0.2
52  

121.
5  

0.0
95  

12
88  

12
93  

-
0.0
88  

0.26
0  

-
0.7
21  

      10
34  

10
06  

      14
.5  

   120.
35  

0.1
27  

17
02  

22
07  

-
0.1
26  

2.80
2  

-
0.8
60  

TI-6AL-
4V  

      10
34  

10
06  

      14
.5  

   120.
35  

0.0
96  

14
13  

16
19  

-
0.0
80  

0.60
5  

-
0.6
70  

MATERIAL: TITANIUM ALLOY, CENTERLESS GROUND, TESTED AT 23 °C  
TI-6AL-
4V  

40-41 
HRC  

ST  12
36  

11
88  

17
19  

41
.0  

   0.5
3  

117.
385  

0.1
08  

19
38  

17
97  

-
0.0
85  

0.39
6  

-
0.6
84  

MATERIAL: TITANIUM ALLOY, ROD, TESTED AT 23 °C  
TI-8AL-
1MO-
1V  

   HEAT-
TREATE
D  

10
22  

10
08  

16
50  

48     0.6
6  

117.
4  

0.1
24  

16
85  

18
25  

-
0.0
95  

1.82
9  

-
0.7
65  

MATERIAL: TITANIUM ALLOY, FORGED, EXTRUDED, SWAGED TO 20.8 MM DIAM, TESTED AT 
23 °C  
TI-
0.4MN  

   ST & 
WORKE
D  

43
4  

30
3  

   69  42     100  0.2
53  

17
19  

49
86  

-
0.3
39  

312.
263  

-
1.5
55  

   ST & 
WORKE
D  

81
4  

62
7  

   50        100  0.1
61  

20
23  

17
08  

-
0.1
01  

0.40
2  

-
0.6
48  

   ST & 
WORKE
D  

85
5  

67
6  

   38        100  0.1
92  

26
59  

18
62  

-
0.1
14  

0.15
0  

-
0.5
90  

   ST & 
WORKE
D  

83
4  

66
2  

   51  29     100  0.3
03  

41
51  

28
48  

-
0.1
70  

0.28
3  

-
0.5
59  

TI-5MN  

   ST & 
WORKE
D  

88
3  

77
2  

   50        100  0.2
04  

26
75  

21
89  

-
0.1
28  

0.38
0  

-
0.6
31  

TI-8MN     ST & 
WORKE
D  

94
5  

88
3  

   51  30     100  0.0
99  

16
86  

32
98  

-
0.1
82  

1939  -
1.9
58  

TI-
10MN  

   ST & 
WORKE
D  

98
6  

97
9  

   51        100  0.0
59  

14
48  

15
78  

-
0.0
66  

3.80
9  

-
1.0
98  

Source: Adapted from Ref 12 

(A) CR = COLD ROLLED, SR = STRESS RELIEVED, STA = SOLUTION TREATED AND AGED.  

TABLE 7 MONOTONIC AND FATIGUE PROPERTIES FOR CAST AND WELDED METALS (R = -1, 
LONGITUDINAL DIRECTION) 

MATER HARD PRODUC UT TY F, R E T  E, N'  K, 
'F, 

B  'F  C  



IAL  NESS  T 
CONDIT
ION(A)  

S, 
M
PA  

S, 
M
PA  

M
PA  

A, 
%  

L, 
%  

GP
A  

M
PA  

M
PA  

MATERIAL: WELDS AT 23 °C  
A36     SIM. 

HAZ  
66
7  

53
5  

91
8  

52     0.7
45  

189  0.1
46  

10
29  

88
7  

-
0.0
81  

0.2
88  

-
0.5
31  

A514     SIM. 
HAZ  

14
09  

11
81  

22
51  

53     0.7
50  

209  0.0
96  

17
03  

17
14  

-
0.0
72  

0.6
24  

-
0.6
79  

A516  225 HV  SIM. 
HAZ  

                  194  0.2
44  

16
67  

13
56  

-
0.1
35  

0.2
77  

-
0.5
05  

   WELD 
METAL  

60
0  

34
0  

      35     216  0.1
43  

93
9  

91
4  

-
0.0
89  

0.7
34  

-
0.6
12  

X 2 CR 
NI 18 9  

   WELD 
METAL  

                  204  0.1
51  

91
20  

87
5  

-
0.1
01  

0.7
74  

-
0.6
68  

2276 
MPA 
HV  

SIM. 
HAZ  

53
2  

43
6  

87
7  

61     0.9
3  

219
.6  

0.0
87  

60
1  

61
1  

-
0.0
57  

0.5
49  

-
0.5
92  

2472 
MPA 
HV  

SIM. 
HAZ  

54
6  

44
1  

85
6  

62     0.9
1  

224
.4  

0.0
14  

37
2  

10
23  

-
0.0
95  

0.0
31  

-
0.3
35  

1825 
MPA 
HV  

SIM. 
HAZ  

46
3  

37
6  

67
7  

54     0.7
8  

206
.5  

0.0
21  

36
3  

45
1  

-
0.0
32  

0.4
33  

-
0.5
61  

1511 
MPA 
HV  

SIM. 
HAZ  

47
4  

37
1  

60
8  

49     0.6
8  

209
.2  

0.1
09  

62
1  

61
4  

-
0.0
66  

0.0
05  

-
0.1
51  

HI-
FORM 
60  

1952 
MPA 
HV  

SIM. 
HAZ  

50
1  

37
6  

74
6  

54     0.7
7  

214  0.4
06  

59
25  

14
05  

-
0.1
25  

0.0
29  

-
0.3
07  

MS4361     SIM. 
HAZ  

62
5  

41
4  

91
8  

61     0.7
45  

198
.2  

0.1
69  

10
10  

77
5  

-
0.0
78  

0.2
07  

-
0.4
63  

E70T-1     WELD 
METAL  

76
0  

46
3  

14
64  

48     0.9
28  

212
.3  

0.1
48  

13
13  

11
33  

-
0.0
76  

0.4
19  

-
0.5
26  

MATERIAL: CAST IRONS, TESTED AT 23 °C  
137 HB        21

5  
26
0  

      0.0
08  

90  0.1
72  

23
4  

12
3  

-
0.0
58  

0.0
41  

-
0.4
40  

212 HB        21
5  

26
0  

      0.0
08  

90  0.1
50  

46
8  

35
3  

-
0.1
15  

0.0
37  

-
0.5
82  

212 HB        21
5  

26
0  

      0.0
08  

90  0.1
39  

45
5  

34
2  

-
0.1
05  

0.0
33  

-
0.5
81  

GG 25  

174 HB        21
5  

26
0  

      0.0
08  

90  0.0
95  

18
0  

24
1  

-
0.1
15  

0.0
08  

-
0.3
60  



GG 35  195 
BULK  

SAND 
CAST  

43
8  

34
5  

         0.0
15  

134  0.2
37  

15
49  

69
6  

-
0.1
14  

0.0
16  

-
0.3
83  

GG 40  215 
BULK  

SAND 
CAST  

57
0  

42
0  

         0.0
31  

140  0.1
53  

10
12  

64
5  

-
0.0
78  

0.0
37  

-
0.4
57  

GGG 40        43
7  

29
7  

      24     165  0.0
68  

58
2  

58
6  

-
0.0
58  

0.6
19  

-
0.8
16  

GGG 60        63
2  

38
2  

      7     158  0.0
76  

75
0  

72
0  

-
0.0
58  

0.7
59  

-
0.7
89  

GTS 55        60
0  

38
9  

      5     155  0.1
28  

91
1  

71
1  

-
0.0
73  

0.1
49  

-
0.5
75  

GGG 60     AS-
CAST, Y-
BLOCK  

   55
3  

71
6  

      0.0
41  

164  0.0
70  

77
0  

10
10  

-
0.0
91  

0.6
08  

-
0.7
76  

MATERIAL: CAST PLATE, TESTED AT 23 °C  
      50

1  
31
2  

      26     203  0.1
51  

92
5  

67
7  

-
0.0
84  

0.1
151  

-
0.5
26  

      50
1  

31
2  

      26     203  0.1
50  

94
4  

49
4  

-
0.0
66  

0.1
95  

-
0.6
98  

GSMNNI 
6 3  

      50
1  

31
2  

      26     203  0.1
09  

69
5  

31
8  

-
0.0
18  

0.0
01  

-
0.1
07  

GS-
22MO4  

   ANNEAL
ED  

49
7  

29
9  

   60  28     210  0.1
66  

92
1  

73
9  

-
0.0
95  

0.3
04  

-
0.5
90  

   ANNEAL
ED  

82
4  

64
8  

   45  18     199  0.1
21  

12
22  

11
24  

-
0.0
86  

0.4
51  

-
0.6
88  

G-
X22CRM
OV12 1  

   ANNEAL
ED  

82
4  

64
8  

   45  18     199  0.2
04  

21
48  

10
96  

-
0.1
01  

0.0
40  

-
0.5
06  

MATERIAL: CAST PLATE, TESTED AT 530 °C  
GS-
22MO4  

   ANNEAL
ED  

32
2  

17
6  

   75  36     175  0.1
13  

47
6  

49
3  

-
0.0
93  

1.3
55  

-
0.8
24  

   ANNEAL
ED  

49
4  

34
9  

   57  24     170  0.0
55  

51
4  

47
1  

-
0.0
35  

0.5
13  

-
0.7
73  

G-
X22CRM
OV12 1  

   ANNEAL
ED  

49
4  

34
9  

   57  24     170  0.0
98  

65
0  

65
4  

-
0.0
81  

0.6
66  

-
0.7
59  

MATERIAL: CAST PLATE, TESTED AT 600 °C  
   WELD 

METAL  
                  165  0.1

15  
51
4  

48
8  

-
0.0
72  

0.7
92  

-
0.6
57  

X 2 
CRNI 18 
9  

   WELD 
METAL  

                  165  0.1
42  

60
0  

60
5  

-
0.1

1.1
55  

-
0.7



02  28  
   WELD 

METAL  
                  165  0.1

40  
55
0  

56
6  

-
0.1
11  

1.4
05  

-
0.8
12  

 

   WELD 
METAL  

                  165  0.0
96  

41
1  

42
9  

-
0.0
84  

1.5
40  

-
0.8
74  

MATERIAL: CAST BLOCKS, TESTED AT 23 °C  
137 HB  ANNEAL

ED  
49
6  

30
3  

75
1  

46     0.6
2  

207  0.1
69  

88
7  

70
4  

-
0.0
91  

0.2
119  

-
0.5
18  

0030  

   ANNEAL
ED  

54
4  

31
7  

62
0  

30     0.3
6  

209  0.2
10  

13
96  

10
21  

-
0.1
12  

0.2
52  

-
0.5
50  

GS 34 
MN 5  

206 HB  ANNEAL
ED  

70
3  

54
4  

75
1  

31     0.3
7  

211  0.1
70  

15
51  

12
45  

-
0.1
02  

0.2
906  

-
0.6
14  

GS 34 
MN 5  

   QT  75
8  

55
8  

86
1  

30     0.3
6  

210  0.1
67  

14
29  

12
70  

-
0.1
12  

0.7
028  

-
0.7
15  

0050A  192 HB  ANNEAL
ED  

78
5  

41
3  

86
6  

19     0.2
1  

209  0.2
56  

21
28  

13
74  

-
0.1
28  

0.2
20  

-
0.5
24  

0050A     ANNEAL
ED  

   43
4  

92
3  

16     0.1
7  

209  0.1
77  

14
96  

13
91  

-
0.1
17  

0.4
79  

-
0.6
29  

8630  305 HB  QT  11
44  

98
5  

12
68  

29     0.3
5  

207  0.1
82  

23
63  

20
99  

-
0.1
31  

0.4
207  

-
0.6
96  

8630     QT  11
78  

99
9  

12
54  

28     0.3
3  

214  0.1
19  

16
54  

17
63  

-
0.1
03  

0.6
87  

-
0.7
59  

MATERIAL: GEAR CASTING, TESTED AT 23 °C  
254 HB  ANNEAL

ED  
78
7  

71
1  

84
2  

16     0.1
7  

200
.25  

0.0
57  

87
6  

11
78  

-
0.1
17  

0.3
48  

-
0.9
20  

MPS 
CAST 
8630  

254 HB  ANNEAL
ED  

78
7  

71
1  

84
2  

16     0.1
7  

200
.25  

0.1
00  

10
65  

97
9  

-
0.1
11  

3.1
30  

-
1.5
48  

MATERIAL, CAST STICKS, TESTED AT 900 °C  
   STA                    130  0.0

79  
90
8  

11
81  

-
0.1
13  

15.
049  

-
1.3
44  

IN 738 
LC  

                        130  0.1
12  

99
4  

87
8  

-
0.0
88  

0.3
30  

-
0.7
82  

MATERIAL: STRUCTURAL PART, TESTED AT 23 °C  
GK-
ALSI7M
G  

   WARM 
AGE 
HARDEN
ED  

                  71.
7  

0.0
83  

39
8  

38
8  

-
0.0
75  

0.1
14  

-
0.6
14  

MATERIAL: WELD PLATE, TESTED AT 23 °C  
SPV 50     HAZ                    210  0.1 10 95 - 0.4 -



53  51  9  0.0
81  

61  0.5
16  

   HAZ                    210  0.1
09  

75
2  

91
2  

-
0.0
79  

0.7
136  

-
0.4
25  

SWT32     WELD 
METAL  

                  209  0.0
94  

69
7  

69
7  

-
0.0
60  

0.7
65  

-
0.6
12  

   WELD 
METAL  

64
2  

               210  0.1
06  

88
8  

94
9  

-
0.0
74  

1.8
36  

-
0.6
97  

SPV 50  

   WELD 
METAL  

64
2  

               210  0.0
64  

59
7  

71
1  

-
0.0
51  

0.0
04  

-
0.1
94  

MATERIAL: BUTT-WELDED JOINT OF A36, TESTED AT 23 °C  
   WELD 

METAL  
71
1  

58
1  

98
7  

45     0.5
9  

189  0.1
22  

84
8  

80
0  

-
0.0
67  

0.6
44  

-
0.5
52  

E60S-3  

   WELD 
METAL  

58
0  

40
9  

10
15  

61     0.9
33  

189  0.1
39  

89
5  

84
1  

-
0.0
79  

0.6
352  

-
0.5
67  

MATERIAL: BUTT-WELDED JOINT OF A514, TESTED AT 23 °C  
   WELD 

METAL  
10
36  

83
6  

22
10  

58     0.8
57  

209  0.1
13  

14
06  

16
28  

-
0.1
03  

1.5
09  

-
0.8
05  

E110  

   WELD 
METAL  

91
1  

76
0  

16
64  

59     0.8
99  

209  0.1
12  

12
38  

10
95  

-
0.0
57  

0.6
30  

-
0.5
89  

Source: Adapted from Ref 12 

(A) SIM. HAZ = SIMULATED HEAT-AFFECTED ZONE, STA = SOLUTION TREATED AND AGED, 
QT = QUENCHED AND TEMPERED.  

Fatigue Constant Approximations. Although the four fatigue constants are often adequately defined from available 
data, the following approximations can be useful in estimating their values. 

Fatigue strength coefficient, 'f. A fairly good approximation is 'f f (where f is fracture stress with necking 
corrections). For steels with hardnesses below 500 HB: f UTS + 50 ksi. Other values in estimating 'f include (Ref 
7):  

'F = F 
'F = 1.09 F 

'F = 0.92 F (B = -0.12) 
'F = 1.15 F (B = -0.12)  

Fatigue strength exponent, b. The exponent b varies from -0.05 to -0.12 for most metals with an average of -0.085. 

Fatigue ductility coefficient, ε'f. As described earlier for the universal slopes method, a fairly good approximation for 
this coefficient is ε'f εf (monotonic fracture ductility) with εf = 1 ln [1/(1 - RA)] and where RA is the reduction in area. 
Other values in estimating ε'f include (Ref 7):  



'F = 0.35 F 
'F = 0.5 F (C = -0.6) 
'F = 0.75 ( F)0.75 (C = -0.6) 
'F = 0.76 ( F)0.6 (C = -0.6) 
'F = 0.50 F 
'F = 0.71 F  

Fatigue ductility exponent, c. The exponent c is not as well defined as the other parameters. A rule-of-thumb 
approach must be followed rather than an empirical equation (Ref 4). Estimated values include:  

• COFFIN FOUND C TO BE ABOUT -0.5.  
• MANSON FOUND C TO BE ABOUT -0.6.  
• MORROW FOUND THAT C VARIED BETWEEN -0.5 AND -0.7.  

Fairly ductile metals (where εf 1) have average value of c = -0.6. For strong metals (where εf 0.5) a value of c = -0.5 
is probably more reasonable (Ref 4). 
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Introduction 

LINEAR ELASTIC FRACTURE MECHANICS (LEFM), which constitutes the majority of practical fracture mechanics 
applications, can be based on either energy calculations or stress-intensity calculations (Ref 1). The methods are related 
and provide identical results in predicting fracture loads of structures containing sharp flaws of known size and location. 
However, the stress-intensity approach is more generally used because it deals directly with crack-tip stresses and strains, 
which are more commonly used in engineering. 

The stress-intensity concept is based on the parameter K, which quantifies the stresses at a crack tip. Using the 
conventional theory of elasticity, it is possible to calculate the stress field at the tip of a crack in an arbitrary body with an 
arbitrary crack under arbitrary loading. Using the coordinate system shown in Fig. 1, the crack-tip stresses for Mode I 
loading are:  

  
(EQ 1) 



 

FIG. 1 ARBITRARY BODY AND COORDINATE SYSTEMS UNDER MODE I LOADING 

If r is very small, the first term of the solution is very large (infinite for r = 0); therefore, the other terms can be neglected. 
Because all cracking and fracturing take place at or very near the crack tip (where r ･0), it is justifiable to use only the 
first term of the solution to describe the stress field in the area of interest. For the stress in the y-direction along the plane 
θ= 0, the function fyy(θ) = 1, so that:  

  
(EQ 2) 

where the subscript I denotes Mode I loading. 

Equation 2 shows that the crack-tip stress in the yy direction depends on the distance r from the crack tip. A similar 
relation applies to other directions, or if the entire stress field is taken into account. As a general solution, Eq 2 applies to 
any geometry under Mode I loading. A specific solution is shown in Fig. 2 for a through-thickness crack in a plate 
section. 



 

FIG. 2 DISTRIBUTION OF STRESSES NEAR THE TIP OF A THROUGH-THICKNESS CRACK IN A PLATE. SOURCE: 
REF 1 

The stress near the crack tip (Eq 2) is also directly proportional to the applied stress ( ), as long as stresses are in the 
elastic regime. Therefore, under elastic conditions:  

(APPLIED) YY = KI/   (EQ 3) 

which means that a stress intensity, KI, can be defined in terms of the applied stress and a distance r near the crack tip. 
The precise relation between the applied stress and KI depends on geometry, as described in this article for various part 
configurations and crack geometries. This forms the basis for defining stress-intensity factors (KI) for fracture mechanics. 

The discussions remain valid even if there is some plastic deformation in the region near the crack tip. In reality, a 
material exhibits some plastic deformation near the crack tip when stresses exceed the yield strength ( YS) for small 
values of r (as r approaches zero in Eq 2). However, it can be shown that the size of the so-called plastic zone at the crack 
tip (Fig. 3) is determined by the value of K (Ref 2). Consequently, for equal values of K, the plastic zones are equal, and 
the stresses and strains acting on the boundary of the plastic zone are equal. This being the case, equal behavior will take 
place inside the plastic zones (similitude for equal K). Thus, if the material exhibits a fracture for a certain value of K, it 
will always exhibit fracture at that value of K. 



 

FIG. 3 CRACK-TIP STRESS DISTRIBUTION UNDER (A) ELASTIC CONDITIONS AND (B) ELASTIC-PLASTIC 
CONDITIONS 

However, those arguments require that one condition be satisfied: The plastic zone must be so small that its size is 
determined fully by K and by K only. This will be the case if the plastic zone does not extend beyond a value of r, at 
which the first term in Eq 1 is still much larger than all other terms; otherwise, the constants C1, C2, and so on in Eq 1 will 
become significant. In general, this will not occur until the value of KI/ YS exceeds about 2 (this also depends on 
geometry). If it does occur, LEFM is no longer valid, and elastic plastic fracture mechanics (EPFM) must be used, 
although the use of LEFM can be stretched further with simple approximations (Ref 2). 
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LEFM Geometry Factors 

 

This article summarizes and describes some Mode I stress-intensity factors (K) for various crack geometries commonly 
found in structural components. A great majority of all practical fracture cases are Mode I problems. 

Combined-mode loading is more difficult to deal with, but if the modes are in phase (and remain proportional), the crack 
in a very early stage of development will turn into a direction in which it experiences only Mode I, unless it is prevented 
from doing so due to geometrical confinement. (When the modes are independent and/or out of phase, combined-mode 
loading presents a problem for which no accepted solution is available.) In view of this, fracture mechanics is generally 
confined to Mode I. 

Equation 2 is a general solution for Mode I crack problems, such that the parameter KI accounts for all effects of loading 
and geometry and thus defines the crack-tip stress field in its entirety. However, KI in Eq 2 is an undefined quantity in 
terms of a general arbitrary case; it does not define the crack-tip stress field parameter (K) in terms of the applied load and 
the particular geometry of the crack and part configuration. Therefore, the practical definition of K depends on the 
relation between the crack-tip stress (σyy) in terms of the applied stress (Eq 3). This relation between applied stress (σ) and 
crack-tip stress (σyy) is governed by the particular geometry of a crack in a part. 

For a given structural configuration and applied stress, the definition of K can be determined by a number of analytical 
methods. For purposes of illustration and a simple introduction, however, first consider a plate of width W containing a 
through-thickness crack of length 2a (Fig. 4a). As long as the stresses are elastic, the stress at any point is proportional to 
the applied stress (σyy σ). It must be expected that the crack-tip stress will also depend on the crack size. Because σyy 

depends on 1/  according to Eq 2, it is inevitable that it depends on ; otherwise, the dimensions would be wrong. 
Hence, a simple argument shows that:  

  
(EQ 4) 

This proportional relation can be used to define an explicit relation between the applied stress (σ) and the crack-tip stress 
( yy) such that:  

  
(EQ 5) 

where β is a dimensionless constant. The crack-tip stresses will be higher when W is smaller. Thus, β must depend on W. 
It is known that β must be dimensionless, yet β cannot be dimensionless and depend on W at the same time, unless β 
depends on W/a or a/W, that is, β= f(a/W). Comparison of Eq 2 and 5, then, shows that:  

  
(EQ 6) 

where the first term β is expressed as a function of a/W. If the crack-tip stress is affected by other geometric parameters--
for example, if a crack emanates from a hole, the crack-tip stress will depend on the size of the hole--the only effect on 
the stress-intensity factor (and the crack-tip stresses) will be in β. Consequently, β will be a function of all geometric 



factors affecting the crack-tip stress: β= β(a/W, a/L, a/D). Crack-tip stresses are always given by Eq 2; the value of K in 
Eq 2 is always given by Eq 6. All effects of geometry are reflected in one geometric parameter, β. 

 

FIG. 4 CRACK-TIP STRESS-INTENSITY (KI) IN TERMS OF APPLIED STRESS ( ) FOR (A) A CENTER-CRACKED 
PLATE AND (B) AN EDGE-CRACKED PLATE UNDER UNIFORM TENSION. THE CRACK SHOWN IN (A) IS DEFINED 
AS 2A AND THE CRACK SHOWN IN (B) IS DEFINED AS A, BECAUSE OF THE CONVENTION THAT ANY CRACK 
WITH TWO TIPS IS DEFINED AS 2A AND ANY CRACK WITH ONE TIP IS DEFINED AS A. THERE IS NO 
OBJECTION TO DEFINING THE CRACK IN (A) AS A, BUT ALL QUANTITATIVE EXPRESSIONS WILL THEN DIFFER 

BY A FACTOR OF . 

The geometric factor or function (termed βelsewhere in this Volume, as in Eq 6) has been calculated and compiled for 
many generic geometries in various handbooks (Ref 3, 4, 5, 6) and other references listed at the end of this article. The 

general expression for stress intensity (Eq 6) is re-expressed in some cases as K = σY , where Y is the function β 
(a/W) in Eq 6. In this article, the symbol β is used as a term for specific geometric factors as defined in specific cases in 
this article. In such cases, the term Y represents the complete geometric function of β(a/W) in Eq 6. In general, the 
expression for stress intensity is defined by the geometric factor [Y, or β (a/W)] that depends on a given structural 
configuration and crack geometry. The value of K can be determined by a number of analytical methods (e.g., finite 
element, boundary integral equation, weight function, boundary collocation, etc.). This article will not get into the 
technicality of these methods. Only the results (mainly extracted from open literature) are presented here. However, it is 
significant to point out that each K value can be determined for a specific crack size in an explicit structural (or test 
specimen) configuration. In this case, the dimensionless factor (β or Y) would be defined when K is normalized by σand 



. After a series of K values for various crack sizes across the entire crack plane are determined, a close-form 
equation can then be obtained by fitting a curve through all the geometric factors. 

This article is only intended to be a summary of some Mode I stress-intensity factors for crack geometries commonly 
found in structural parts. The following sections consider  

• A CRACK IN A SHEET (OR PLATE)  
• A CRACK ORIGINATED AT A CIRCULAR HOLE IN A SHEET (OR PLATE)  
• A PIN-LOADED LUG  
• A ROUND BAR (WHICH CAN BE A PIN OR A BOLT)  
• A HOLLOW CYLINDER (I.E., A TUBE)  

The crack may be a through-the-thickness crack or a part-through crack (commonly known as a surface crack, or corner 
crack). The part may be subjected to uniaxial tension, or bending, or it may be loaded by a pair of concentrated forces or 
the combination of the pin and the reaction loads (e.g., an attachment lug). Many of these stress-intensity solutions have 
become available only recently and have not been incorporated into any existing handbooks. Although very important in 
the design and analysis of air transport structures, stress-intensity solutions for a metal sheet (or plate) attached with metal 
stringers (or manufactured with integral stiffeners) are not included here. Readers are referred to the "Selected 
References" section at the end of this article. A bibliography of stress intensity factors for mechanical fasteners is also 
contained in the article "Fatigue of Mechanically Fastened Joints" in this Volume. 

Compounding of Geometric Factors. When β is a function of more than one variable, it is desirable to separate the β 
function into a series of dimensionless parametric functions, where each segment represents an explicit boundary 
condition. Therefore Eq 6 can be rewritten as:  

K = [ ]   
(EQ 7A) 

where is the product of a series of dimensionless parametric functions, or factors, accounting for the influence of the 
part and the crack geometries and loading condition. In the absence of any geometric influence, for example a through-
the-thickness crack in an infinitely wide sheet under uniform farfield tension, approaches unity (  = 1) and Eq 7a 
reduces to the basic stress-intensity expression:  

K =   
(EQ 7B) 

where σ is the applied stress and a is the half-length of the through-the-thickness crack (Fig. 4). As before, K is a physical 

quantity (not a factor) with dimensional units of ksi  or MPa . In this article the term stress intensity factor is 
loosely defined; it might mean K, or a geometric factor (such as α in Eq 7a or β or Y, as discussed earlier). 

The advantage of separating geometric factors into several individual segments is obvious. The fracture mechanics 
analysis can build around a compounded equation to suit the crack model under consideration by combining several 
known solutions. The method of compounding is quite simple, but complete coverage is beyond the scope of this article. 
Several articles that describe the compounding technique are listed in the "Selected References" section at the end of this 
article. 
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Through-the-Thickness Crack in a Plate 

 

Through-the-thickness cracks may be located in the middle of a plate (in which case they are called center cracks, Fig. 
4a); at the edge of a plate (edge cracks, Fig. 4b); or at the edge of a hole inside a plate. 
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Uniform Farfield Loading 

There are many stress-intensity factor solutions for the center crack subjected to farfield uniform tension stress. Among 
them, the Isida solution (Ref 7, 8) is regarded as being the most accurate by the fracture mechanics community. It 
accounts for the boundary effect (the free edges that define the width and length of the panel). As derived from Eq 7b, 
which is for a crack in an infinite sheet, the stress-intensity expression can be written as:  

K = [ ]   
(EQ 8) 

where σ is gross cross-sectional area stress (i.e., ignoring the crack). The geometric factor is a dimensionless function of 
the ratio of crack length to panel width and the ratio of panel length to panel width, as given in Fig. 5. For a panel having 
its length greater than two times the width, the effect of panel length on K vanishes. According to Feddersen (Ref 9), the 
finite-width correction factors (i.e., the curve labeled as L 2W in Fig. 5) can be represented by a secant function (sec). 
That is:  

W =   
(EQ 9A) 

Here the secant function, in radians, is commonly known as the width correction factor for the center crack panel 
configuration. If the crack is located off the centerline of the plate, Eq 9a is replaced by the eccentricity correction factors 
given in Fig. 6. According to Newman (Ref 10), this set of curves can be approximated by the following equations:  

  (EQ 9B) 

  (EQ 9C) 

where the subscripts "A" and "B" refer to the two crack tips indicated in the figure, e is the distance from the center of the 
crack to the centerline of the specimen, b = W/2, and b1 = b - e (the distance from the center of the crack to the nearest 
edge of the specimen). When e = 0, either Eq 9b or 9c is reduced to Eq 9a. 



 

FIG. 5 STRESS-INTENSITY FACTORS FOR A THROUGH-THE-THICKNESS CRACK LOADED IN TENSION, WHERE 

K =  



 

FIG. 6 STRESS-INTENSITY FACTORS FOR AN ECCENTRICALLY CRACKED PLATE LOADED IN TENSION 

Edge Crack. For a limiting case in which the crack is right at the edge of the plate (edge crack), the factor is given by 
(Ref 11) as:  

E = SEC [(TAN )/ ]  · [0.752 + 2.02 (A/W) 
+ 0.37 (1 - SIN )3]  

(EQ 9D) 

where a is the total crack length measured from the edge of the plate across the width W, and β is a specific geometric 
factor for this case such that β= πa/(2W). The subscript "e" stands for the edge crack, e = 1.122 at a/W = 0. 

Crack Emanating from a Hole. In the case where a crack is originated at the edge of a circular hole inside an infinitely 
wide sheet,  

K = [ ] N  
(EQ 10) 

where is the gross cross-sectional area stress (i.e., again ignoring the hole and the crack), c is the crack length measured 

from the edge of the hole (not from the center of the hole), and n is the Bowie solution for cracks coming out from a 



circular hole (Ref 11 and 12). According to Ref 13, the Bowie solution (see Fig. 7) can be fitted by the following 
equations:  

1 = 0.707 - 0.18 · + 6.55 · 2 
- 10.54 · 3 + 6.85 · 4  

(EQ 11A) 

and  

2 = 1 - 0.15 · + 3.46 · 2 
- 4.47 · 3 + 3.52 · 4  

(EQ 11B) 

where λ= (1 + c/r)-1 and r is the radius of the hole. The subscripts 1 and 2 stand for a single crack, and two symmetric 
cracks, respectively. Alternatively, the Bowie solution can be approximated by the following equation (Ref 14):  

N = F1 · (F2 + C/R)-1 + F3  (EQ 11C) 

where F1 = 0.8733, F2 = 0.3245, and F3 = 0.6762 for a single crack and F1 = 0.6865, F2 = 0.2772, and F3 = 0.9439 for 
double symmetrical cracks. 

 

FIG. 7 STRESS-INTENSITY FACTORS FOR CRACK(S) COMING OUT FROM A CIRCULAR HOLE 

To include the finite width effect:  

K =[ ] · N · FN  
(EQ 11D) 



where  

  
(EQ 11E) 

and  

  
(EQ 11F) 

where n = 1 for a single crack, n = 2 for two symmetric cracks, and the hole is located in the center of the plate. 
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Point Loading of a Center Crack 

A crack of length 2a, subjected to forces per unit thickness P, acting at the center of the crack surfaces, is located 
centrally in a rectangular plate of height 2H and width 2b (Fig. 8). The expression for the stress-intensity factor in this 

case is K = PY/ , where Y is the geometric factor, as shown in Fig. 8 (Ref 15). 



 

FIG. 8 STRESS-INTENSITY FACTORS FOR A CENTRAL CRACK IN A RECTANGULAR PLATE WITH OPPOSING 
FORCES AT THE CENTER OF THE CRACK, FROM THE COLLOCATION SOLUTION BY NEWMAN (REF 15), WHERE K 

= PY/ , WHERE P IS THE FORCE (LOAD) PER UNIT THICKNESS 
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Point Loading of Edge Crack 

In case the forces are applied at a point on the surface of an edge crack (Fig. 9), the stress-intensity factor is defined as K 

= 2P · Y/ , where the geometric factor Y is defined by the Tada solution (Ref 3) as:  

Y = 1 - 2 + 3 · 4  (EQ 12A) 

where  

1 = 3.52 (1 - )/(1 - )3/2  (EQ 12B) 



2 = (4.35 - 5.28 )/(1 - )   (EQ 12C) 

3 = [(1.3 - 0.3 3/2)/(1 - 2) ] 
+ 0.83 - 1.76   

(EQ 12D) 

4 = 1 - (1 - )   (EQ 12E) 

where λ= c/a and β= a/b. When the load is applied right at the edge of the plate (i.e., λ= 0), Eq 12a reduces to:  

Y = 3.52/(1 - β)3/2 - 4.35/(1 - β)  + 2.13(1 - β)  (EQ 12F) 

 

FIG. 9 AN EDGE CRACK LOADED BY A PAIR OF POINT FORCES 
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The Compact Specimen 

Although it is not a common configuration to be considered for structural analysis, the compact specimen (Fig. 10) is 
specified in ASTM E 399 and E 647 as the standard specimen geometry for generating material KIc and fatigue crack 
growth rate data. Therefore, the ASTM-recommended stress-intensity equation for the compact specimen is included 
here. The equation given in the 1995 Annual Book of ASTM Standards, Volume 03.01, is:  

K = (P/(T )) · F(α1) · F(α 2)  (EQ 13) 



where  

F(α 1) = 0.886 + 4.64 α - 13.32 α 2 
+ 14.72 α 3 - 5.6 α 4  

(EQ 13A) 

and  

F(α 2) = (2 + α)/(1 - α)3/2  (EQ 13B) 

where α = a/W and where again P is the force per unit thickness. Equation 13 is accurate within 0.5% over the range of 
a/W from 0.2 to 1. As shown in Fig. 10, the height of the specimen (H), the length of the chevron notch, and the loading 
pin location (h), are functions of the specimen width (W). The ASTM-recommended dimension for the thickness B is as 
follows:  

• FOR KIC TESTS, THE PREFERRED THICKNESS IS W/2. ALTERNATIVELY, 2 ･W/B ･4 (WITH 
NO CHANGE IN OTHER PROPORTIONS) IS ALLOWED.  

• FOR FATIGUE CRACK GROWTH RATE TESTS, B CAN BE IN THE RANGE OF W/20 TO W/4.  

 

FIG. 10 THE COMPACT SPECIMEN CONFIGURATION. PIN HOLE DIAMETER IS 0.25 W. 

For test data reported in the earlier literature, an older version of the K-equation (e.g., one from the 1972 edition of the 
ASTM standard) might have been used. That is:  

F(α1) = 29.6 α  - 185.5 α 3/2 + 655.7 α 5/2 
- 1017.0 α 7/2 + 754.6 α 9/2  

(EQ 13C) 

for specimens where H/W = 0.6, or  

F(α 1) = 30.96 α  - 195.8 α 3/2 + 730.6 α 5/2 
- 1186.3 α 7/2 + 638.9 α 9/2  

(EQ 13D) 



for specimens where H/W = 0.486. The second part of the geometric correction factor, F( 2) did not exist in earlier 
versions of the equation. 
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Part-Through Crack in a Plate 

 

A part-through crack originated on the surface of a plate is usually modeled as one-half of an ellipse. As shown in Fig. 11, 
either the major or the minor axis of the ellipse may be placed on the front surface of the plate, depending on the 
configuration. The length and depth dimensions of the crack are designated as 2c, and a, respectively. The crack shape is 
described by an aspect ratio a/2c (or a/c). 

 

FIG. 11 CONFIGURATION OF A SEMI-ELLIPTICAL SURFACE CRACK. THIS FIGURE SHOWS THE C-TIP IS AT 
EITHER END OF THE MAJOR AXIS (ALONG THE SURFACE). THE A-TIP IS AT THE MAXIMUM DEPTH OF THE 
MINOR AXIS. IN THIS ARTICLE C-TIP(S) ARE ALWAYS ON THE SURFACE, A-TIP IS ALWAYS AT THE MAXIMUM 
DEPTH WHETHER C IS GREATER THAN A, OR VICE VERSA. THIS DEFINITION ALSO IS APPLICABLE TO THE 
CORNER CRACK(S) AT A CIRCULAR HOLE CONFIGURATION. 
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Farfield Tensile Loading 

For a plate subjected to uniform farfield tension, the expression for K, for some point on the periphery of a semielliptical 
crack in a semi-infinite solid, is adopted from Ref 16 as:  

K = [  ] · F  · F  
(EQ 14) 

where the applied stress σis equated to the applied load (force) over the full cross section of the plate (ignoring the crack). 
Both Q and f  are parameters accounting for the shape of the ellipse. Initially, Q was presented in the literature as a 



function of and the σ/Fty ratio, where is a crack shape parameter (the complete elliptical integral of the second kind 
presented in Fig. 12) and Fty is the material tensile yield strength. As explained in Ref 2 and 3, the term σ/Fty is used for 
converting the physical crack length to the effective crack length (to include the effect of crack tip plasticity, Fig. 3). 

Having this term deleted from Q, the elastic K is solely related to . In the remainder of this article and are 
regarded as the same (without plasticity correction). 

 

FIG. 12 ELLIPTICAL INTEGRAL  

The angular function f  has the following form:  

F  = [(A/C)2 · COS2  + SIN2 ]   (EQ 15A) 

for a/c 1, and  

F  = [(C/A)2 · SIN2  + COS2 ]   (EQ 15B) 

for a/c > 1. 

In Eq 15a and 15b, is a parametric angle measured from the plate surface toward the center of the crack (i.e., = 0° is 
on the plate surface and = 90° is at the maximum depth of the crack). This terminology is used in all open literature for 
defining the position of a point on the ellipse. However, it is not an angle that actually connects the center of the ellipse to 
a specific point on the physical crack periphery. To translate to β (the angle between the plate surface and a specific 
point on the periphery of the ellipse, Fig. 13), the following relationship between and the geometric angle β can be 
used:  

= TAN-1 [(A/C) · TAN ]  (EQ 16) 



 

FIG. 13 DEFINITION OF AND FOR AN ELLIPTICAL CRACK. (A) A/C ･1. (B) A/C ･1. 

Finally, the parameter αf in Eq 15a and 15b is called the front face influence factor. It is a function of a/c and . For a 

given a/c ratio, f  is a function of . Therefore, the combination of α f, f , and 1/  is the source of the variance in K 
values along the crack periphery. Each point along the crack front grows a different amount in different directions. As a 
result, the crack shape continuously changes as the crack extends. In making structural life prediction, a minimum of two 
K values (i.e., at the maximum depth, and on the surface) are required for each crack size and its corresponding aspect 
ratio. A demonstration of the fundamentals of K variation (as a function of a/c and ) is given in Fig. 14. Further 
discussion of Fig. 14, along with discussions of finite element solutions, is presented in the following section of this 
article. 

 



FIG. 14 VARIATION OF STRESS-INTENSITY FACTORS FOR A SHALLOW CRACK IN A SEMI-INFINITE SOLID, 

WHERE F = K/  AND F = FS/ , ACCORDING TO EQ 17A 
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Part-Through Crack in a Finite Plate 

For a crack in a rectangular plate of finite thickness and width, the solution for K, (with a given crack size and shape) 
should account for the influence of the width and the front and back faces of the plate. Finite element solutions (for cracks 
subjected to tension or bending) have been developed by Newman and Raju (Ref 17, 18) and updated by Raju et al. (Ref 

19). The new data (the values of K/(σ ) are presented in Tables 1 and 2. These data have been built into the 
crack library in the NASA/FLAGRO computer program (Ref 20), with which interpolations are accomplished by using a 
nonlinear table lookup routine to obtain stress-intensity factors that are not available in the tables. Comparisons of the 
new and old data are shown in Fig. 15, 16, 17, 18, 19, 20, 21, and 22. In some cases the differences are significant. 

TABLE 1 CORRECTION FACTORS (K/ ) FOR STRESS INTENSITY AT SHALLOW SURFACE 
CRACKS UNDER TENSION 

A/T  2C/W  A/C  
0.0  0.20  0.50  0.80  1.0  

AT THE C-TIP: TENSILE LOADING  
0.0  0.20  0.5622  0.6110  0.7802  1.1155  1.4436  
0.0  0.40  0.6856  0.7817  0.9402  1.1583  1.3383  
0.0  1.00  1.1365  1.1595  1.2328  1.3772  1.5145  
0.1  0.20  0.5685  0.6133  0.7900  1.1477  1.5014  
0.1  0.40  0.6974  0.7824  0.9456  1.2008  0.4256  
0.1  1.00  1.1291  1.1544  1.2389  1.3892  1.5273  
0.4  0.20  0.5849  0.6265  0.8438  1.3154  1.7999  
0.4  0.40  0.7278  0.8029  1.0127  1.4012  1.7739  
0.4  1.00  1.1366  1.1969  1.3475  1.5539  1.7238  
0.6  0.20  0.5939  0.6415  0.9045  1.5056  2.1422  
0.6  0.40  0.7385  0.8351  1.1106  1.6159  2.1036  
0.6  1.00  1.1720  1.2855  1.5215  1.8229  2.0621  
0.8  0.20  0.6155  0.6739  1.0240  1.8964  2.8650  
0.8  0.40  0.7778  0.9036  1.3151  2.1102  2.9068  
0.8  1.00  1.2630  1.4957  1.9284  2.4905  2.9440  
1.0  0.20  0.6565  0.7237  1.2056  2.6060  4.2705  



1.0  0.40  0.8375  1.0093  1.6395  2.9652  4.3596  
1.0  1.00  1.3956  1.8446  2.6292  3.6964  4.5865  
AT THE A-TIP: TENSILE LOADING  
0.0  0.20  1.1120  1.1445  1.4504  1.7620  1.9729  
0.0  0.40  1.0900  1.0945  1.2409  1.3672  1.4404  
0.0  1.00  1.0400  1.0400  1.0672  1.0883  1.0800  
0.1  0.20  1.1120  1.1452  1.4595  1.7744  1.9847  
0.1  0.40  1.0900  1.0950  1.2442  1.3699  1.4409  
0.1  1.00  1.0400  1.0260  1.0579  1.0846  1.0820  
0.4  0.20  1.1120  1.1577  1.5126  1.8662  2.1012  
0.4  0.40  1.0900  1.1140  1.2915  1.4254  1.4912  
0.4  1.00  1.0400  1.0525  1.1046  1.1093  1.0863  
0.6  0.20  1.1120  1.1764  1.5742  1.9849  2.2659  
0.6  0.40  1.0900  1.1442  1.3617  1.5117  1.5761  
0.6  1.00  1.0400  1.1023  1.1816  1.1623  1.0955  
0.8  0.20  1.1120  1.2047  1.6720  2.2010  2.5895  
0.8  0.40  1.0900  1.1885  1.4825  1.6849  1.7727  
0.8  1.00  1.0400  1.1685  1.3089  1.2767  1.1638  
1.0  0.20  1.1120  1.2426  1.8071  2.5259  3.0993  
1.0  0.40  1.0900  1.2500  1.6564  1.9534  2.0947  
1.0  1.00  1.0400  1.2613  1.4890  1.4558  1.3010  

Note: These values are built into the NASA/FLAGRO program (Ref 20). 

Source: Ref 19 

TABLE 2 CORRECTION FACTORS (K/ ) FOR STRESS INTENSITY AT SHALLOW SURFACE 
CRACKS IN BENDING 

A/T  2C/W  A/C  
0.0  0.20  0.50  0.80  1.0  

AT THE C-TIP: BENDING LOADING  
0.0  0.20  0.5622  0.5772  0.6464  0.7431  0.8230  
0.0  0.40  0.6856  0.7301  0.7694  0.7358  0.6729  
0.0  1.00  1.1365  1.0778  1.0184  0.9716  0.9474  
0.1  0.20  0.5685  0.5809  0.6524  0.7646  0.8624  
0.1  0.40  0.6974  0.7315  0.7856  0.8008  0.7895  
0.1  1.00  1.1291  1.0740  1.0114  0.9652  0.9435  
0.4  0.20  0.5849  0.5981  0.6934  0.8654  1.0249  
0.4  0.40  0.7278  0.7519  0.8327  0.9312  1.0068  
0.4  1.00  1.1366  1.1079  1.0634  1.0358  1.0268  
0.6  0.20  0.5939  0.6158  0.7438  0.9704  1.1802  
0.6  0.40  0.7385  0.7816  0.8906  1.0215  1.1211  
0.6  1.00  1.1720  1.1769  1.1759  1.1820  1.1900  
0.8  0.20  0.6155  0.6446  0.8320  1.1794  1.5113  
0.8  0.40  0.7778  0.8386  1.0150  1.2791  1.5073  
0.8  1.00  1.2630  1.3633  1.4785  1.5360  1.5431  
1.0  0.20  0.6565  0.6848  0.9593  1.5053  2.0518  
1.0  0.40  0.8375  0.9232  1.2285  1.7607  2.2637  
1.0  1.00  1.3956  1.6821  2.0140  2.1482  2.1446  
AT THE A-TIP: BENDING LOADING  



0.0  0.20  1.1120  0.8825  0.6793  0.3063  -0.0497  
0.0  0.40  1.0900  0.8292  0.5291  0.1070  -0.2489  
0.0  1.00  1.0400  0.7411  0.3348  -0.1149  -0.4396  
0.1  0.20  1.1120  0.8727  0.6697  0.3071  -0.0348  
0.1  0.40  1.0900  0.8243  0.5170  0.1047  -0.2336  
0.1  1.00  1.0400  0.7398  0.3322  -0.1172  -0.4408  
0.4  0.20  1.1120  0.8683  0.6794  0.3439  0.0291  
0.4  0.40  1.0900  0.8330  0.5270  0.1257  -0.1989  
0.4  1.00  1.0400  0.7602  0.3572  -0.1080  -0.4543  
0.6  0.20  1.1120  0.8904  0.7248  0.4033  0.0915  
0.6  0.40  1.0900  0.8625  0.5803  0.1678  -0.1874  
0.6  1.00  1.0400  0.7982  0.4072  -0.0856  -0.4750  
0.8  0.20  1.1120  0.9191  0.7925  0.5102  0.2254  
0.8  0.40  1.0900  0.8987  0.6619  0.2524  -0.1300  
0.8  1.00  1.0400  0.8556  0.4981  -0.0329  -0.4960  
1.0  0.20  1.1120  0.9545  0.8827  0.6666  0.4351  
1.0  0.40  1.0900  0.9417  0.7723  0.3810  -0.0250  
1.0  1.00  1.0400  0.9323  0.6312  0.0505  -0.5249  

Note: These values are built into the NASA/FLAGRO program (Ref 20). 

Source: Ref 19 

 

FIG. 15 NEW AND OLD SOLUTIONS FOR C-TIP SURFACE CRACK (FIG. 11) WITH A/C = 0.2 IN TENSION. 
SOURCE: REF 19 



 

FIG. 16 NEW AND OLD SOLUTIONS FOR A-TIP SURFACE CRACK (FIG. 11) WITH A/C = 0.2 IN TENSION. 
SOURCE: REF 19 



 

FIG. 17 NEW AND OLD SOLUTIONS FOR C-TIP SURFACE CRACK (FIG. 11) WITH A/C = 1.0 IN TENSION. 
SOURCE: REF 19 



 

FIG. 18 NEW AND OLD SOLUTIONS FOR A-TIP SURFACE CRACK (FIG. 11) WITH A/C = 1.0 IN TENSION. 
SOURCE: REF 19 



 

FIG. 19 NEW AND OLD SOLUTIONS FOR C-TIP SURFACE CRACK (FIG. 11) WITH A/C = 0.2 IN BENDING. 
SOURCE: REF 19 



 

FIG. 20 NEW AND OLD SOLUTIONS FOR A-TIP SURFACE CRACK (FIG. 11) WITH A/C = 0.2 IN BENDING. 
SOURCE: REF 19 



 

FIG. 21 NEW AND OLD SOLUTIONS FOR C-TIP SURFACE CRACK (FIG. 11) WITH A/C = 1.0 IN BENDING. 
SOURCE: REF 19 



 

FIG. 22 NEW AND OLD SOLUTIONS FOR A-TIP SURFACE CRACK (FIG. 11) WITH A/C = 1.0 IN BENDING. 
SOURCE: REF 19 

The old data were curve fitted, and a general expression for K, which included a group of correction factors for the width 
and the front and back faces of the plate, was developed by Newman and Raju (Ref 17, 18). These stress-intensity 
correction factors are included here because the equations are in close form, covering a full range of geometric 
combinations, and have been used for some time by fracture mechanics analysts in the aircraft/aerospace industry:  

K = · FS ·   
(EQ 17A) 

where is (Fig. 12), as previously discussed, and Fs is a function of a/c, a/t, c/W, and such that:  

FS = [M1 + M2(A/T)2 + M3(A/T)4] · G1 · F  · FW  (EQ 17B) 

For a/c 1:  

M1 = 1.13 - 0.09 (A/C)  (EQ 18A) 

M2 = -0.54 + 0.89/[0.2 + (A/C)]  (EQ 18B) 

M3 = 0.5 - 1/[0.65 + (A/C)] + 14.0(1 - A/C)24  (EQ 18C) 

G1 = 1 + [0.1 + 0.35(A/T)2] · (1 - SIN )2  (EQ 18D) 

  (EQ 18E) 



and f  is given by Eq 15a. 

By inputting large values of W and t in Eq 17b, the configuration of a shallow crack (a/c ･1) in a semi-infinite solid (i.e., 
without the presence of other boundaries such as width and back face) is obtained. The stress-intensity factor F = K/

 which is equal to Fs/  (Eq 17a) has been computed for several points on the crack periphery (for several a/c 
ratios) and is plotted in Fig. 14. Conceptually, the location of the highest K value is at the maximum depth (for a < c). 
However, the highest K value is on the surface of the plate when a ･c. As shown in Fig. 14, the switching actually takes 
place at a/c 0.8. For this flaw shape (i.e., a/c 0.8), all the F values along the crack boundary are approximately the 
same. Thus, crack growth rates at each point along the crack boundary are approximately the same. Therefore, whether 
the crack starts as a scratch (having a << c) or a deep cavity (having c << a), given time its flaw shape will eventually 
stabilize at a/c 0.8. 

For a/c > 1:  

M1 = [1.0 + 0.04(C/A)] · (C/A)   (EQ 19A) 

M2 = 0.2(C/A)4  (EQ 19B) 

M3 = -0.11(C/A)4  (EQ 19C) 

G1 = 1 + [0.1 + 0.35(C/A)(A/T)2] · (1 - SIN )2  (EQ 19D) 

and fw is given by Eq 18e and f  is given by Eq 15b. 

In case the plate is subjected to bending load, Eq 17a becomes  

K = · FS · H ·   
(EQ 20) 

where is (Fig. 12) and Fs is given in Eq 17b for uniform tension. The applied stress ( ) is equal to Mc/I (where M 
is the bending moment and I is the moment of inertia). For a/c 1, the function H has the form  

H = H1 + (H2 - H1) · SIN   (EQ 21A) 

where  

= 0.2 + A/C + 0.6 (A/T)  (EQ 21B) 

H1 = 1 - 0.34(A/T) - 0.11 (A/C) · (A/T)  (EQ 21C) 

H2 = 1 + F1(A/T) + F2(A/T)2  (EQ 21D) 

In Eq 21d, the factors F1 and F2 are as follows:  

F1 = -1.22 - 0.12(A/C)  (EQ 21E) 

F2 = 0.55 - 1.05(A/C)0.75 + 0.47(A/C)1.5  (EQ 21F) 

A final note on part-through crack growth behavior is directed at the estimate of stress-intensity factors while the crack 
front is approaching the back face of the plate. Usually, there is a discontinuity where the calculation of K is suddenly 
switched from the part-through crack solution to the through crack solution. This is commonly known as the transition 
phenomenon. Literature containing discussion of the techniques in handling this problem is listed in the "Selected 
References" at the end of this article. 
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Corner Crack(s) at a Circular Hole 

 

The problem of corner crack(s) at a circular hole configuration (Fig. 23) has received considerable attention from the 
fracture mechanics community because of its effect on the life of aircraft structures. The first set of test data (on fatigue 
and fracture strength of specimens containing a circular hole) was presented at the Air Force Conference in 1969 (Ref 
21). Since then, considerable efforts have been directed at the development of analytical and semiempirical solutions. The 
latest study was published in 1995 (Ref 22). Prior to the development of a complete set of finite element solutions by 
Newman and Raju in 1983 (Ref 18), Liu's one-dimensional semiempirical equation (Ref 23) was widely adopted by 
fracture mechanics analysts in the aircraft/aerospace industry. 



 

FIG. 23 CORNER CRACKS AT AN OPEN HOLE UNDER UNIFORM TENSION 

The two-dimensional, curve-fitted equations of Newman and Raju (Ref 18) are presented in the following paragraphs. 
This group of equations covers a full range of geometric variables and has been accepted by the fracture mechanics 
community for more than a decade. 
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Double Crack Configuration 

For the double symmetric crack configuration:  

K = · FCH ·   
(EQ 22) 

where σ again is the applied stress (load over cross section ignoring the hole and the crack) and is (Fig. 12). If the 
panel length (2h) is sufficiently long, Fch is a function of a/c, a/t, r/t, r/W, c/W, and . That is:  

FCH = [M1 + M2(A/T)2 + M3(A/T)4· G1 · G2 · G3 · F  · FW  (EQ 23A) 

For a/c ･1:  

G2 = (1 + 0.358  + 1.425 2 - 1.578 3 
+ 2.156 4)/(1 + 0.13 2)  

(EQ 23B) 

where  

= {1 + (C/R)} · COS (0.85 )}-1  (EQ 23C) 

The functions G3 and FW are as follows:  

G3 = [0.1 + 0.04(A/C) · [1 + 0.1(1 - COS )2] 
· [0.85 + 0.15 (A/T) ]  

(EQ 23D) 

  
(EQ 23E) 

where n = 1 for a single crack and n = 2 for double cracks. The other functions (i.e., M1, M2, M3, G1, and f ) are the same 
as those previously given for the surface flaw. 

For a/c > 1:  

G3 = [1.13 + 0.09(C/A)] · [1 + 0.1(1 - COS )2] 
· [0.85 + 0.15 (A/T)   

(EQ 23F) 

The functions G2 and FW are given by Eq 23b and 23e, respectively. The other functions (i.e., M1, M2, M3, G1, and f ) are 
the same as those previously given for the surface flaw. 
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Single Corner Crack 

The stress-intensity factors for a single corner crack at a hole can be estimated by using Eq 22 with a conversion factor 
given by (Ref 24):  

  
(EQ 23G) 

Implementation of these equations may be cumbersome because of their complexity. To simplify the lengthy calculations 

in Eq 22 let F = Fch/FW/  so that Eq 22 can be rewritten as:  

K = · F · FW   
(EQ 24) 

Parametric curves (for F versus a/t) for three commonly used hole diameters (2r = 6.35, 12.7, and 19.05 mm, or 0.25, 0.5, 
and 0.75 in.) have been developed and are graphically presented in Fig. 24, 25, 26, 27, 28, and 29. Again, the techniques 
to handle the transition from part-through crack to through crack are documented in the open literature. Some of the 
publications are listed in the "Selected References" section at the end of this article. 



 

FIG. 24 STRESS-INTENSITY FACTORS FOR A CORNER CRACK AT AN OPEN HOLE UNDER UNIFORM TENSION, R 
= 3.175 MM (0.125 IN.). (A) A/C 1, A-TIP SURFACE CRACK. (B) A/C 1, A-TIP SURFACE CRACK. (C) A/C 
1, C-TIP SURFACE CRACK. (D) A/C 1, C-TIP SURFACE CRACK 



 

FIG. 25 STRESS-INTENSITY FACTORS FOR A PAIR OF CORNER CRACKS AT AN OPEN HOLE TENSION, R = 
3.175 MM (0.125 IN.). (A) A/C 1, A-TIP SURFACE CRACK. (B) A/C 1, A-TIP SURFACE CRACK. (C) A/C 1, 
C-TIP SURFACE CRACK. (D) A/C 1, C-TIP SURFACE CRACK 



 

FIG. 26 STRESS-INTENSITY FACTORS FOR A CORNER CRACK AT AN OPEN HOLE UNDER UNIFORM TENSION, R 
= 6.35 MM (0.25 IN.). (A) A/C ･1, A-TIP SURFACE CRACK. (B) A/C ･1, A-TIP SURFACE CRACK. (C) A/C ･1, C-
TIP SURFACE CRACK. (D) A/C ･1, C-TIP SURFACE CRACK 



 

FIG. 27 STRESS-INTENSITY FACTORS FOR A PAIR OF CORNER CRACKS AT AN OPEN HOLE UNDER UNIFORM 
TENSION, R = 6.35 MM (0.25 IN.). (A) A/C ･1, A-TIP SURFACE CRACK. (B) A/C ･1, A-TIP SURFACE CRACK. (C) 
A/C ･1, C-TIP SURFACE CRACK. (D) A/C ･1, C-TIP SURFACE CRACK 



 

FIG. 28 STRESS-INTENSITY FACTORS FOR A CORNER CRACK AT AN OPEN HOLE UNDER UNIFORM TENSION, R 
= 9.525 MM (0.375 IN.). (A) A/C ･1, A-TIP SURFACE CRACK. (B) A/C ･1, A-TIP SURFACE CRACK. (C) A/C ･1, 
C-TIP SURFACE CRACK. (D) A/C ･1, C-TIP SURFACE CRACK 



 

FIG. 29 STRESS-INTENSITY FACTORS FOR A PAIR OF CORNER CRACKS AT AN OPEN HOLE UNDER UNIFORM 
TENSION, R = 9.525 MM (0.375 IN.). (A) A/C ･1, A-TIP SURFACE CRACK. (B) A/C ･1, A-TIP SURFACE CRACK. 
(C) A/C ･1, C-TIP SURFACE CRACK. (D) A/C ･1, C-TIP SURFACE CRACK 
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Crack at Pin Hole in a Lug 

 

Two types of attachment lugs are considered in this article, the straight lug and the tapered lug (Fig. 30). The stress-
intensity factors for cracks at the bore of the pin hole are summarized below. 



 

FIG. 30 ATTACHMENT LUG CONFIGURATIONS. (A) STRAIGHT. (B) TAPERED 
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The Straight Lug 

Figure 31 presents the finite element solutions of stress-intensity factors for an axially loaded straight attachment lug. The 
pin load is applied at the direction normal to the base of the lug (θ = 0°). Either the bearing stress, σbr, or the gross area 
stress, σ0, can be used to compute stress intensity. That is, for a single through-the-thickness crack on one side of the pin 
hole (perpendicular to the direction of loading, P) according to Ref 25:  

K = BR · FRB ·   
(EQ 25A) 

Because σbr = P/2Rit and σo = P/2Rot, Eq 25a can be rewritten as:  



K = O · FRB · RO/RI ·   
(EQ 25B) 

The values of FRB for five Ro/Ri ratios are given in Fig. 31. 

 

FIG. 31 NORMALIZED STRESS-INTENSITY FACTORS FOR SINGLE THROUGH-THE-THICKNESS CRACKS 
EMANATING FROM A STRAIGHT LUG SUBJECTED TO A PIN LOADING APPLIED IN THE 0° LOADING DIRECTION. 
SOURCE: REF 25 

Equations 25a and 25b can be modified to analyze a corner crack. Two methods have been proposed (Ref 25). The 
method that involves analysis at two crack tips (i.e., Points A and C of the corner crack) is rather complicated and 
incomplete and will not be discussed here. In the one-parameter method, the crack shape (i.e., a/c ratio) is assumed to be 
constant and equal to 1.33. The stress-intensity factor at the lug surface point (i.e., Point C) is computed using a corner 
crack correction factor:  

71 = 1 - 0.2886/[1 + 2(A/C)2 + (C/T)2]  (EQ 25C) 

and Eq 25a or 25b becomes:  

KC = K · 71  (EQ 25D) 

where the superscript C stands for corner crack and K is the stress-intensity factor for the through-the-thickness crack, 
given by Eq 25a or 25b. 
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The Tapered Lug 

All the equations listed above for the straight lug are also applicable to the tapered lug (with a new set of FRB factors). The 
FRB factors for 0° loading are presented in Fig. 32. Limited finite element data are available for tapered lugs loaded in 
other directions. The through crack solutions for θ= 180°, -45°, and -90° are presented in Fig. 33, 34, and 35, respectively. 

 

FIG. 32 NORMALIZED STRESS-INTENSITY FACTORS FOR SINGLE THROUGH-THE-THICKNESS CRACKS 
EMANATING FROM A TAPERED LUG SUBJECTED TO A PIN LOADING APPLIED IN THE 0° LOADING DIRECTION. 
SOURCE: REF 25 



 

FIG. 33 NORMALIZED STRESS-INTENSITY FACTORS FOR SINGLE THROUGH-THE-THICKNESS CRACKS 
EMANATING FROM A TAPERED LUG SUBJECTED TO A PIN LOADING APPLIED IN THE 180° LOADING 
DIRECTION. SOURCE: REF 25 

 

FIG. 34 NORMALIZED STRESS-INTENSITY FACTORS FOR SINGLE THROUGH-THE-THICKNESS CRACKS 
EMANATING FROM A TAPERED LUG SUBJECTED TO A PIN LOADING APPLIED IN THE -45° LOADING DIRECTION 



AND ITS REVERSED DIRECTIONS, RO/RI = 2.25. SOURCE: REF 25 

 

FIG. 35 NORMALIZED STRESS-INTENSITY FACTORS FOR SINGLE THROUGH-THE-THICKNESS CRACKS 
EMANATING FROM A TAPERED LUG SUBJECTED TO A PIN LOADING APPLIED IN THE -90° LOADING DIRECTION 
AND ITS REVERSED DIRECTIONS, RO/RI = 2.25. SOURCE: REF 25 
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Crack in a Solid Cylinder 

 

This type of crack usually has an almond shape, as shown schematically in Fig. 36. In the remainder of this section we 
will refer it as a crack on the shank of a bolt, or at the thread of a bolt. However, one should keep in mind that this kind of 



crack can be found in any circumferential plane of a solid round bar. The stress-intensity solutions presented herein are 
applicable to both. 

 

FIG. 36 DEFINITION OF CRACK DIMENSIONS FOR AN ALMOND-SHAPED CRACK IN A SOLID CYLINDER 

The nomenclature for this crack type is defined in Fig. 36, where a is the crack depth, the point (Point A) that travels 
through the diameter of the cylinder; b is the crack length (i.e., one-half of the crack tip-to-tip circumferential arc); d is 
the minor diameter at the thread of a bolt (or a notched round bar); and D is the diameter of a rod or the diameter at the 
unthreaded portion of a bolt, depending on the application. 

Due to the geometric difference between a cylinder and a plate, this crack cannot be treated as an edge crack or as a 
thumbnail crack in a rectangular cross section. It is in a class by itself. Many fracture mechanics analysts believe (Ref 26, 
27) that this type of crack has the shape of a circular arc, rather than one-half of an ellipse. The center of the circle floats 
in between the free surface of the cylinder and a point infinitely far away from the cylindrical surface. As the crack front 
passes through the center of the rod, the crack front curvature will become flattened, approaching a straight crack front 
despite the fact that a circular shape (by geometric definition) had been maintained at all times. Experimental 
observations on crack growth in unthreaded and threaded rods (Ref 28, 29, 30, 31, 32) seem to support this claim. 
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Partly-Circular Crack in a Bolt 

For an almond-shaped crack in a bolt, a large portion of the crack growth activity will take place in only one-half of the 
cylindrical crack plane, that is, where a ･D/2 (or a ･d/2), before it becomes critical. Experimental data has also shown 
that the crack maintains a circular shape and a constant a/b ratio in this region. Referring back to the semielliptical flaw 
problem, a constant flaw shape during crack growth implies that the K values along the crack periphery are nearly 
constant. However, this is not the case here because the crack tip on the surface, which travels along the circumference of 
the cylindrical cross section, has to travel a longer distance than the crack middle point (which propagates in the depth 
direction), in order to keep up with the crack shape aspect ratios. That is, db/dN > da/dN in each increment of crack 
extension. This means that the K value at Point B would be higher than that at Point A. Therefore, a two-dimensional 
crack growth scheme is more suitable for this type of crack geometry. However, if the relationship between a/D and a/b is 
clearly established, and the K values (or the geometric factor of β or Y) at locations on the crack propagation path are 
specifically determined for the expected crack geometries, crack growth can be predicted by monitoring only one point on 
the crack periphery (i.e., by treating the crack configuration as if it were a one-dimensional crack). In this section the 
geometry factor Y will be expressed as a function of a/D (or a/d) for stress-intensity factors at Point A. Justifications for 
using this approach were made by showing good correlations between the stress-intensity equations (presented below) 
and available test data (Ref 27). A bibliography of stress-intensity factors for mechanical joints is also given in the article 
"Fatigue of Mechanically Fastened Joints" in this Volume. 
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Crack on Bolt Shank or Thread 

For a crack originated on the circumferential surface of an unthreaded (or threaded) cylinder, the one-dimensional crack-
tip stress intensity, K, can be defined as:  

K = S · Y ·   
(EQ 26A) 

where S is the applied stress [equal to 4P/(πD2), 4P/(πd2), 32M/(πD3), or 32M/(πd3), depending on the application]. The 
equation below is suitable for cracks on the shank of a bolt, or at the root of a screw thread, subjected to either tension or 
bending:  



Y = · EXP[  X] + A + BX + CX2 + DX3 
+ EX4 + FX5 + GX6  

(EQ 26B) 

Here, x equals a/D or a/d, whichever is appropriate. In the case of an unthreaded cylinder the first two terms in Eq 26b do 
not exist, because these terms cover the local stress concentration caused by the screw thread. The magnitude of the 
exponential term decreases rapidly as crack length increases. The values of the coefficients are given in Table 3. A 
graphical presentation of Eq 26b is shown in Fig. 37. 

TABLE 3 COEFFICIENTS OF CLOSED-FORM STRESS-INTENSITY EQUATIONS FOR THREADED AND 
UNTHREADED CYLINDERS 

TENSION  BENDING  COEFFICIENT  
NO THREAD(A)  THREADED(B)  NO THREAD(A)  THREADED(C)  

λ . . .  2.4371  . . .  2.295  
β . . .  -36.5  . . .  -44.0  
A  0.6647  0.5154  0.666  0.654  
B  -1.2425  0.4251  -1.2628  -0.9  
C  27.998  2.4134  10.737  0.8  
D  -162.44  -15.4491  -50.539  10.5  
E  472.23  36.157  139.29  -26.2  
F  -629.63  . . .  -183.85  25.9  
G  326.05  . . .  96.347  . . .   

(A) EQUIVALENT TO THE TRIGONOMETRIC EQUATIONS OF REF 30. 
(B) EQUATION 8(B) OF REF 26 OR EQ 9 OF REF 27. 
(C) EQUATION 8(D) OF REF 26  

 

FIG. 37 STRESS-INTENSITY FACTORS FOR THREADED AND UNTHREADED CYLINDERS 

It should be noted that λ and β are associated with the stress concentration factor and the local stress distribution near the 
notch root (or screw thread). It is expected that their values may vary, depending on the depth, the root radius, and the 



pitch angle of the thread. Therefore, it would be conceptually impossible to have a single curve for Y cover a wide range 
of geometric details. The values listed in Table 3 for λ and β represent a mixture of geometries that were used in the 
development of analytical and experimental data. The finite element models had a 45° pitch angle with root radii in a 
range of 0 to 0.125 mm. The test data were generated from notched specimens that either contained machined grooves 
that simulated the 12-UNF-3A screw thread (having a root radius of 0.38 mm) or had an unknown geometry. Although 
these values (for λ and β) certainly will not be universally suitable for all the local geometries encountered in practice, it 
is conceivable that they are applicable to most thread geometries as long as the crack size is not too small. In any event, 
Table 3 is a guide to making crack growth life estimates. 
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Crack on the Circumferential Plane of a Hollow Cylinder 

 

In this category of cracks we consider the through-the-thickness crack and the thumbnail crack originated on the inner or 
outer wall of a hollow cylinder (a tube; a pipe; or a pressure vessel) that is subjected to axial loads (i.e., uniform tension, 
bending, or both). 
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Through-the-Thickness Crack 

The nomenclature for this crack type is defined in Fig. 38, where M is the bending moment; P is the tensile load; α is the 
angle that represents one-half of the crack tip-to-tip circumferential arc; t is the thickness of the cylinder wall; R is the 
average radius of the inner and outer cylinder wall; c is half the crack length (Rα); St is the tension stress (P/(2πRt); and Sb 
is the bending stress (M/(πtR2). The stress-intensity equation is:  

K = S · F ·   
(EQ 27A) 

where S can be designated as St or Sb, depending on the loading condition. Likewise, F can be designated as Ft or Fb. The 
dimensionless factors (Ft and Fb) are given in Eq 27a as a group of close-form solutions. However, application of these 
equations may be cumbersome because of their complexity. To help readers cut through the lengthy calculations, these 



factors have been computed for several specific R/t ratios (with an assumed Poisson ratio of 0.3). The results are 
presented in Fig. 39 and 40. Each of these curves was fitted by a polynomial equation:  

F = A + B  + C 2 + D 3 + E 4 + F 5 + G 6  (EQ 27B) 

The coefficients are listed in Tables 4 and 5. For R/t ratios not included in these tables, interpolated values for Ft or Fb can 
be used. 

TABLE 4 POLYNOMIAL COEFFICIENTS FOR EQ 27B IN TENSION 

R/T  COEFFICIENT  
110  55  30  15  7  

A  1.0679  1.0775  1.0996  1.0199  1.0203  
B  0.0005  -0.0145  -0.0251  -0.015  -0.0145  
C  0.0038  0.0037  0.0037  0.0025  0.0019  
D  -0.0001  -0.0001  -0.0001  -8 × 10-5  -6 × 10-5  
E  2 × 10-6  2 × 10-6  2 × 10-6  1 × 10-6  1 × 10-6  
F  -2 × 10-8  -1 × 10-8  -1 × 10-8  -1 × 10-8  -7 × 10-9  
G  5 × 10-11  4 × 10-11  4 × 10-11  3 × 10-11  2 × 10-11  

Note: Values are for circumferential through-the-thickness cracks in hollow cylinders. 

TABLE 5 POLYNOMIAL COEFFICIENTS FOR EQ 27B IN BENDING 

R/T  COEFFICIENT  
110  55  30  15  7  

A  0.9524  0.9798  1.0158  1.0083  1.0107  
B  0.0297  0.0101  -0.0039  -0.007  -0.008  
C  0.0015  0.0019  0.0021  0.0017  0.0012  
D  -6 × 10-5  -6 × 10-5  -6 × 10-5  -5 × 10-5  -4 × 10-5  
E  1 × 10-6  1 × 10-6  1 × 10-6  7 × 10-7  5 × 10-7  
F  -8 × 10-9  -8 × 10-9  -7 × 10-9  -5 × 10-9  -4 × 10-9  
G  2 × 10-11  2 × 10-11  2 × 10-11  2 × 10-11  1 × 10-11  

Note: Values are for circumferential through-the-thickness cracks in hollow cylinders. 



 

FIG. 38 A CIRCUMFERENTIAL THROUGH-THE-THICKNESS CRACK IN A HOLLOW CYLINDER 

 

FIG. 39 STRESS-INTENSITY FACTORS FOR CIRCUMFERENTIAL THROUGH CRACKS IN HOLLOW CYLINDERS 



SUBJECTED TO TENSION (EQ 27A AND 27B) 

 

FIG. 40 STRESS-INTENSITY FACTORS FOR CIRCUMFERENTIAL THROUGH CRACKS IN HOLLOW CYLINDERS 
SUBJECTED TO BENDING (EQ 27A AND 27B) 

It should be noted that the solution of Eq 27a was developed on the basis of the thin-wall theory (for R/t ･30). Figures 39 
and 40 and Tables 4 and 5 can be used for tubes having thicker walls or smaller curvatures (i.e., R/t < 30). Although R/t = 
7 is included in these figures and tables, it is recommended that R/t = 15 be considered the limit of applicability. 
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Part-Through Crack 

For a thumbnail crack on the inner or outer wall of a hollow cylinder (Fig. 41), the expression for K is given by Ref 33 as:  

K = S · F ·   
(EQ 28) 

where S can be St or Sb, depending on the loading condition. In either case, F is a function of a/c, R/t, and a/t. The values 
of F for internal and external cracks subjected to tension or bending are given in Tables 6 and 7. 



TABLE 6 F-FACTORS FOR INTERNAL THUMBNAIL CRACKS ON CIRCUMFERENTIAL PLANE OF A HOLLOW CYLINDER 
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TABLE 7 F-FACTORS FOR EXTERNAL THUMBNAIL CRACKS ON CIRCUMFERENTIAL PLANE OF A HOLLOW CYLINDER 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  R/
T  A/T 

= 0  
A/T 
= 0.2  

A/T 
= 0.5  

A/T 
= 0.8  

A/T 
= 1.0  

A/T 
= 0  

A/T 
= 0.2  

A/T 
= 0.5  

A/T 
= 0.8  

A/T 
= 1.0  

A/T 
= 0  

A/T 
= 0.2  

A/T 
= 0.5  

A/T 
= 0.8  

A/T 
= 1.0  

A/T 
= 0  

A/T 
= 0.2  

A/T 
= 0.5  

A/T 
= 0.8  

A/T 
= 1.0  

A/T 
= 0  

A/T 
= 0.2  

A/T 
= 0.5  

A/T 
= 0.8  

A/T = 
1.0  

C-TIP, UNIFORM LOADING  
1.0  0.5

90  
0.6
72  

0.8
93  

1.2
49  

1.5
52  

0.6
64  

0.7
13  

0.8
71  

1.1
38  

1.3
68  

0.7
12  

0.7
39  

0.8
46  

1.0
39  

1.2
09  

0.7
34  

0.7
47  

0.8
18  

0.9
54  

1.0
75  

0.7
31  

0.7
39  

0.7
88  

0.8
82  

0.9
66  

2.0  0.5
60  

0.6
60  

0.8
76  

1.1
77  

1.4
16  

0.6
43  

0.7
06  

0.8
59  

1.0
86  

1.2
71  

0.6
99  

0.7
34  

0.8
38  

1.0
06  

1.1
48  

0.7
27  

0.7
44  

0.8
14  

0.9
38  

1.0
46  

0.7
28  

0.7
37  

0.7
87  

0.8
81  

0.9
64  

4.0  0.5
40  

0.6
53  

0.8
73  

1.1
62  

1.3
83  

0.6
30  

0.7
01  

0.8
58  

1.0
81  

1.2
57  

0.6
91  

0.7
31  

0.8
39  

1.0
06  

1.1
45  

0.7
22  

0.7
42  

0.8
15  

0.9
40  

1.0
46  

0.7
25  

0.7
35  

0.7
86  

0.8
80  

0.9
62  

10.
0  

0.5
42  

0.6
46  

0.8
67  

1.1
72  

1.4
14  

0.6
30  

0.6
97  

0.8
55  

1.0
87  

1.2
75  

0.6
89  

0.7
28  

0.8
38  

1.0
10  

1.1
53  

0.7
20  

0.7
41  

0.8
15  

0.9
41  

1.0
49  

0.7
22  

0.7
34  

0.7
85  

0.8
79  

0.9
61  

300
.0  

0.5
38  

0.5
83  

0.7
47  

1.0
75  

1.3
98  

0.6
01  

0.6
79  

0.8
18  

1.0
23  

1.1
99  

0.6
68  

0.7
22  

0.8
29  

0.9
69  

1.0
74  

0.7
00  

0.7
39  

0.8
17  

0.9
19  

0.9
96  

0.7
26  

0.7
36  

0.7
85  

0.8
78  

0.9
60  

C-TIP, BENDING LOADING  
1.0  0.5

92  
0.6
43  

0.7
42  

0.8
70  

0.9
67  

0.6
59  

0.6
90  

0.7
61  

0.8
61  

0.9
40  

0.7
04  

0.7
20  

0.7
68  

0.8
44  

0.9
08  

0.7
27  

0.7
31  

0.7
60  

0.8
19  

0.8
71  

0.7
29  

0.7
24  

0.7
40  

0.7
85  

0.8
29  

2.0  0.5
52  

0.6
45  

0.7
98  

0.9
72  

1.0
92  

0.6
32  

0.6
91  

0.8
01  

0.9
39  

1.0
40  

0.6
87  

0.7
20  

0.7
95  

0.9
02  

0.9
87  

0.7
16  

0.7
31  

0.7
80  

0.8
63  

0.9
32  

0.7
20  

0.7
24  

0.7
57  

0.8
20  

0.8
76  

4.0  0.5
45  

0.6
45  

0.8
35  

1.0
75  

1.2
54  

0.6
24  

0.6
90  

0.8
27  

1.0
14  

1.1
58  

0.6
78  

0.7
17  

0.8
14  

0.9
56  

1.0
69  

0.7
06  

0.7
28  

0.7
94  

0.8
99  

0.9
87  

0.7
10  

0.7
22  

0.7
67  

0.8
45  

0.9
12  

10.
0  

0.5
24  

0.6
33  

0.8
50  

1.1
36  

1.3
57  

0.6
12  

0.6
84  

0.8
40  

1.0
57  

1.2
29  

0.6
72  

0.7
15  

0.8
23  

0.9
84  

1.1
15  

0.7
03  

0.7
27  

0.8
01  

0.9
18  

1.0
16  

0.7
05  

0.7
21  

0.7
72  

0.8
59  

0.9
32  

300
.0  

0.5
38  

0.5
83  

0.7
47  

1.0
75  

1.3
98  

0.6
01  

0.6
79  

0.8
18  

1.0
23  

1.1
99  

0.6
68  

0.7
22  

0.8
29  

0.9
69  

1.0
74  

0.7
00  

0.7
39  

0.8
17  

0.9
19  

0.9
96  

0.7
26  

0.7
36  

0.7
85  

0.8
78  

0.9
60  

A-TIP, UNIFORM LOADING  
1.0  1.1

40  
1.1
89  

1.4
69  

2.1
79  

2.8
98  

1.0
00  

1.0
19  

1.1
88  

1.5
83  

1.9
69  

0.8
60  

0.8
72  

0.9
60  

1.1
40  

1.3
03  

0.7
37  

0.7
48  

0.7
85  

0.8
47  

0.8
99  

0.6
44  

0.6
47  

0.6
60  

0.6
85  

0.7
08  

2.0  1.1
26  

1.1
67  

1.3
70  

1.7
59  

2.1
12  

0.9
75  

1.0
05  

1.1
32  

1.3
62  

1.5
64  

0.8
44  

0.8
65  

0.9
35  

1.0
51  

1.1
49  

0.7
33  

0.7
46  

0.7
80  

0.8
27  

0.8
66  

0.6
40  

0.6
48  

0.6
63  

0.6
83  

0.6
98  

4.0  1.0
99  

1.1
57  

1.3
20  

1.5
76  

1.7
90  

0.9
59  

0.9
99  

1.1
03  

1.2
60  

1.3
88  

0.8
35  

0.8
62  

0.9
23  

1.0
06  

1.0
72  

0.7
28  

0.7
46  

0.7
77  

0.8
15  

0.8
43  

0.6
37  

0.6
49  

0.6
66  

0.6
83  

0.6
93  

10.
0  

1.0
79  

1.1
46  

1.2
84  

1.4
70  

1.6
15  

0.9
45  

0.9
93  

1.0
83  

1.1
98  

1.2
84  

0.8
27  

0.8
59  

0.9
14  

0.9
77  

1.0
20  

0.7
24  

0.7
45  

0.7
76  

0.8
06  

0.8
25  

0.6
36  

0.6
50  

0.6
68  

0.6
84  

0.6
93  

300 1.0 1.0 1.3 1.6 1.8 0.9 0.9 1.0 1.1 1.2 0.7 0.8 0.8 0.9 0.9 0.7 0.7 0.7 0.7 0.7 0.6 0.6 0.6 0.6 0.7



.0  59  90  84  82  81  48  51  79  88  51  92  32  88  40  71  20  33  54  77  92  42  56  75  91  00  
A-TIP, BENDING LOADING  
1.0  1.1

10  
1.1
24  

1.2
52  

1.6
76  

2.1
20  

0.9
45  

0.9
58  

1.0
08  

1.2
07  

1.4
19  

0.8
50  

0.8
16  

0.8
10  

0.8
57  

0.9
14  

0.7
29  

0.6
97  

0.6
56  

0.6
24  

0.6
08  

0.6
41  

0.6
01  

0.5
45  

0.4
95  

0.4
66  

2.0  1.1
15  

1.1
21  

1.2
36  

1.4
87  

1.7
21  

0.9
66  

0.9
64  

1.0
18  

1.1
44  

1.2
63  

0.8
36  

0.8
27  

0.8
37  

0.8
76  

0.9
15  

0.7
26  

0.7
11  

0.6
94  

0.6
81  

0.6
75  

0.6
35  

0.6
15  

0.5
85  

0.5
54  

0.5
34  

4.0  1.0
97  

1.1
24  

1.2
42  

1.4
29  

1.5
86  

0.9
49  

0.9
69  

1.0
35  

1.1
38  

1.2
23  

0.8
22  

0.8
34  

0.8
63  

0.9
05  

0.9
37  

0.7
16  

0.7
20  

0.7
25  

0.7
28  

0.7
30  

0.6
30  

0.6
25  

0.6
19  

0.6
05  

0.5
93  

10.
0  

1.0
42  

1.1
17  

1.2
48  

1.4
03  

1.5
14  

0.9
18  

0.9
69  

1.0
51  

1.1
42  

1.2
05  

0.8
08  

0.8
39  

0.8
85  

0.9
30  

0.9
59  

0.7
09  

0.7
27  

0.7
50  

0.7
67  

0.7
75  

0.6
23  

0.6
34  

0.6
45  

0.6
49  

0.6
49  

300
.0  

1.0
59  

1.0
90  

1.3
84  

1.6
82  

1.8
81  

0.9
48  

0.9
51  

1.0
79  

1.1
88  

1.2
51  

0.7
92  

0.8
32  

0.8
88  

0.9
40  

0.9
71  

0.7
20  

0.7
33  

0.7
54  

0.7
77  

0.7
92  

0.6
42  

0.6
56  

0.6
75  

0.6
91  

0.7
00  

Source: Ref 33 



 

FIG. 41 PART-THROUGH CRACKS ON THE CIRCUMFERENTIAL PLANE IN A HOLLOW CYLINDER 
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Pressurized Cylinder and Sphere 

 
Axial Cracks in Cylinder 

In this section we consider a long cylinder subjected to internal pressure. A through-the-wall-thickness crack or a part-
through crack is placed along the length of the cylinder (Fig. 42). The length of the cylinder is sufficiently long (as 
compared to the length of the crack), and the end effect on crack-tip stress intensity is not considered. 



 

FIG. 42 AXIAL CRACKS IN A HOLLOW CYLINDER 

Through-the-Thickness Crack. In a pressurized thin-wall cylinder (Fig. 42), the elastic stress-intensity factor of 
Folias/Erdogan is given by Ref 34 as:  

K = S · Y ·   
(EQ 29A) 

where  

Y = (1 + 0.52  + 1.29 2 - 0.074 3)   (EQ 29B) 

where λ= c/ , S is the pR/t stress, and R is the inner radius of the cylinder. Equation 29a accounts for the effects 

of shell curvature on stress intensity. Poisson's ratio is assumed to be . The applicable range is 0 ･λ･10. 

Part-Through Crack. Now consider a pair of thumbnail cracks symmetrically located on the inner or outer wall of a 
hollow cylinder (Fig. 42). The expression for K can be written as:  

K = S · ·   
(EQ 30A) 

where S = pR/t, and α is a function of R/t, a/c, a/t, , and the nonuniform tangential stresses acting on the crack plane. 
Having the nonuniform stress distribution normalized to the pR/t stress, the function can be written as (Ref 35):  

I = (T/R) · R2/(R2 - R2) · [2H0 - 2H1(A/R) 
+ 3H2(A/R)2 - 4H3(A/R)3]  

(EQ 30B) 

for an internal crack, or  

O = (T/R) · R2/(R2 - R2) · [2G0 + 2G1(A/R) + 
3G2(A/R)2 + 4G3(A/R)3]  

(EQ 30C) 



for an external crack. 

Here r and R are the outer and inner radius of the cylinder, respectively. The H and G values are functions of R/t, a/c, a/t, 
and . Each H or G value corresponds to a particular loading distribution. The subscript 0 corresponds to uniform 
tension; subscript 1 to linear distribution; subscript 2 to quadratic; and subscript 3 to cubic. Using the H and G values 
given in Ref 33, αi and αo values for the pressurized cylinder were computed for 11 R/t ratios (1, 1.5, 2, 3, 4, 6, 8, 10, 20, 
30, and ･50). 

Let F = α/  so that Eq 30a is reduced to:  

K = S · F ·   
(EQ 30D) 

The computed F values are presented in Tables 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, and 18. In Ref 33, the stress-intensity 
factor tables listed H and G values for only five R/t ratios (1, 2, 4, 10, and 50), in combination with three a/c ratios (0.2, 
0.4, and 1.0) and five a/t ratios (0, 0.2, 0.5, 0.8, and 1.0). For other R/t ratios listed in Tables 8, 9, 10, 11, 12, 13, 14, 15, 
16, 17, and 18, the F values have been obtained by linear interpolation. Likewise, interpolated F values can be used for 
other parametric combinations not included in these tables. 

TABLE 8 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 1 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90°)  F (0°)  F (90°)  F (0°)  F (9°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  

INSIDE CRACK  
0   2.73  1.542  2.433  1.713  2.15  1.754  1.898  1.769  1.683  1.771  
0.08  2.86  1.567  2.533  1.74  2.252  1.79  2.001  1.812  1.785  1.821  
0.2  3.099  1.608  2.725  1.786  2.448  1.851  2.198  1.885  1.982  1.902  
0.3  3.723  1.88  3.12  1.973  2.782  1.991  2.479  1.984  2.22  1.968  
0.4  4.457  2.181  3.598  2.181  3.192  2.147  2.829  2.096  2.519  2.044  
0.5  5.325  2.516  4.174  2.416  3.69  2.323  3.26  2.224  2.891  2.13  
0.6  7.272  3.337  5.23  2.919  4.528  2.663  3.911  2.427  3.388  2.222  
0.7  9.54  4.252  6.489  3.484  5.533  3.047  4.699  2.66  3.995  2.33  
0.8  12.188  5.277  7.986  4.123  6.732  3.483  5.645  2.928  4.73  2.46  
0.9  16.391  6.885  10.159  5.067  8.421  4.111  6.924  3.293  5.667  2.61  
1  21.273  8.687  12.73  6.133  10.425  4.826  8.447  3.715  6.791  2.791  
OUTSIDE CRACK  
0   0.789  0.479  0.663  0.514  0.577  0.508  0.501  0.498  0.437  0.487  
0.08  0.807  0.441  0.687  0.5  0.598  0.505  0.52  0.503  0.454  0.5  
0.2  0.836  0.382  0.726  0.476  0.633  0.499  0.552  0.512  0.482  0.52  
0.3  0.957  0.396  0.81  0.506  0.698  0.528  0.6  0.54  0.517  0.547  
0.4  1.086  0.411  0.901  0.537  0.768  0.558  0.653  0.57  0.555  0.576  
0.5  1.224  0.427  0.997  0.569  0.844  0.59  0.71  0.601  0.598  0.606  
0.6  1.593  0.581  1.188  0.695  0.981  0.684  0.804  0.668  0.655  0.652  
0.7  1.985  0.742  1.391  0.827  1.129  0.783  0.905  0.739  0.717  0.699  
0.8  2.402  0.91  1.608  0.964  1.287  0.886  1.014  0.813  0.785  0.749  
0.9  3.091  1.232  1.924  1.2  1.51  1.053  1.159  0.923  0.868  0.812  
1  3.823  1.568  2.261  1.446  1.75  1.228  1.316  1.039  0.957  0.879   

TABLE 9 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 1.5 

A/T  A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  



 F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  
INSIDE CRACK  
0   2.097  1.194  1.93  1.326  1.713  1.395  1.52  1.436  1.355  1.462  
0.08  2.189  1.212  1.974  1.352  1.757  1.416  1.563  1.453  1.396  1.475  
0.2  2.343  1.241  2.055  1.397  1.836  1.452  1.639  1.481  1.47  1.497  
0.3  2.692  1.411  2.255  1.522  1.999  1.543  1.771  1.544  1.575  1.536  
0.4  3.078  1.592  2.48  1.656  2.185  1.641  1.922  1.612  1.698  1.579  
0.5  3.505  1.784  2.736  1.801  2.397  1.747  2.097  1.685  1.842  1.626  
0.6  4.402  2.237  3.223  2.078  2.775  1.945  2.383  1.818  2.05  1.704  
0.7  5.391  2.719  3.769  2.373  3.201  2.157  2.708  1.96  2.291  1.788  
0.8  6.485  3.234  4.381  2.69  3.682  2.385  3.077  2.113  2.568  1.88  
0.9  8.152  4.019  5.259  3.135  4.356  2.702  3.578  2.323  2.925  2.002  
1  9.995  4.859  6.242  3.614  5.113  3.044  4.144  2.55  3.333  2.134  
OUTSIDE CRACK  
0   0.824  0.522  0.716  0.548  0.63  0.554  0.554  0.553  0.488  0.549  
0.08  0.856  0.489  0.744  0.54  0.653  0.554  0.573  0.559  0.504  0.56  
0.2  0.906  0.437  0.788  0.528  0.69  0.553  0.604  0.568  0.53  0.577  
0.3  1.042  0.457  0.872  0.566  0.754  0.587  0.65  0.598  0.561  0.604  
0.4  1.184  0.478  0.961  0.605  0.821  0.622  0.698  0.63  0.595  0.633  
0.5  1.333  0.5  1.055  0.645  0.891  0.658  0.75  0.662  0.63  0.662  
0.6  1.678  0.646  1.229  0.768  1.016  0.752  0.832  0.731  0.679  0.71  
0.7  2.039  0.797  1.412  0.894  1.147  0.848  0.92  0.801  0.73  0.759  
0.8  2.417  0.953  1.604  1.025  1.285  0.947  1.013  0.874  0.786  0.81  
0.9  3.009  1.239  1.876  1.237  1.475  1.102  1.135  0.98  0.853  0.876  
1  3.63  1.534  2.161  1.456  1.676  1.261  1.265  1.09  0.924  0.945   

TABLE 10 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 2 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  

INSIDE CRACK  
0   1.796  1.027  1.68  1.141  1.495  1.216  1.33  1.264  1.188  1.296  
0.08  1.873  1.043  1.705  1.165  1.518  1.231  1.35  1.271  1.207  1.297  
0.2  1.996  1.066  1.749  1.208  1.558  1.257  1.387  1.283  1.241  1.298  
0.3  2.249  1.197  1.883  1.308  1.665  1.329  1.471  1.332  1.304  1.328  
0.4  2.52  1.332  2.03  1.413  1.782  1.405  1.563  1.384  1.376  1.359  
0.5  2.81  1.474  2.19  1.524  1.911  1.485  1.665  1.438  1.456  1.392  
0.6  3.378  1.798  2.508  1.723  2.156  1.634  1.848  1.545  1.587  1.465  
0.7  3.988  2.137  2.853  1.931  2.422  1.79  2.048  1.658  1.733  1.541  
0.8  4.644  2.491  3.226  2.148  2.713  1.953  2.268  1.775  1.894  1.621  
0.9  5.6  3.019  3.762  2.442  3.122  2.176  2.571  1.938  2.108  1.733  
1  6.63  3.572  4.341  2.75  3.567  2.41  2.902  2.108  2.345  1.852  
OUTSIDE CRACK  
0   0.846  0.548  0.748  0.567  0.662  0.581  0.585  0.586  0.519  0.586  
0.08  0.885  0.517  0.777  0.564  0.686  0.583  0.604  0.592  0.534  0.596  
0.2  0.946  0.469  0.824  0.559  0.723  0.586  0.634  0.601  0.558  0.611  
0.3  1.09  0.493  0.907  0.601  0.785  0.622  0.677  0.633  0.586  0.638  
0.4  1.238  0.517  0.994  0.645  0.849  0.66  0.722  0.665  0.616  0.666  
0.5  1.393  0.542  1.085  0.689  0.916  0.698  0.77  0.698  0.647  0.694  
0.6  1.722  0.684  1.248  0.81  1.032  0.791  0.845  0.767  0.689  0.743  
0.7  2.063  0.829  1.418  0.933  1.152  0.885  0.924  0.837  0.734  0.794  



0.8  2.418  0.978  1.595  1.059  1.278  0.982  1.007  0.909  0.781  0.845  
0.9  2.953  1.243  1.84  1.257  1.448  1.128  1.115  1.013  0.838  0.913  
1  3.507  1.515  2.095  1.459  1.626  1.279  1.229  1.118  0.898  0.982   

TABLE 11 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 3 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  

INSIDE CRACK  
0   1.476  0.848  1.377  0.972  1.23  1.03  1.098  1.066  0.985  1.089  
0.08  1.547  0.864  1.408  0.993  1.255  1.044  1.118  1.075  1.001  1.094  
0.2  1.657  0.89  1.456  1.025  1.295  1.067  1.15  1.089  1.026  1.102  
0.3  1.848  0.992  1.551  1.103  1.367  1.124  1.204  1.129  1.064  1.127  
0.4  2.047  1.096  1.651  1.182  1.444  1.182  1.261  1.179  1.105  1.154  
0.5  2.253  1.204  1.756  1.264  1.525  1.243  1.321  1.212  1.149  1.181  
0.6  2.625  1.434  1.943  1.415  1.664  1.355  1.421  1.292  1.215  1.233  
0.7  3.012  1.671  2.139  1.571  1.811  1.47  1.526  1.373  1.286  1.287  
0.8  3.416  1.915  2.346  1.73  1.966  1.589  1.638  1.457  1.362  1.342  
0.9  3.977  2.268  2.627  1.946  2.175  1.749  1.786  1.57  1.459  1.417  
1  4.564  2.63  2.923  2.168  2.396  1.913  1.943  1.687  1.563  1.493  
OUTSIDE CRACK  
0   0.85  0.516  0.763  0.577  0.681  0.6  0.607  0.612  0.544  0.619  
0.08  0.904  0.51  0.801  0.584  0.71  0.608  0.629  0.622  0.56  0.629  
0.2  0.986  0.502  0.859  0.596  0.755  0.621  0.664  0.636  0.585  0.644  
0.3  1.134  0.544  0.939  0.646  0.813  0.663  0.703  0.669  0.609  0.671  
0.4  1.287  0.586  1.022  0.698  0.873  0.705  0.744  0.703  0.634  0.698  
0.5  1.443  0.629  1.106  0.75  0.935  0.747  0.786  0.737  0.66  0.725  
0.6  1.737  0.752  1.238  0.865  1.026  0.835  0.844  0.803  0.691  0.771  
0.7  2.04  0.877  1.374  0.982  1.121  0.925  0.904  0.869  0.722  0.818  
0.8  2.35  1.004  1.514  1.102  1.218  1.016  0.966  0.936  0.756  0.866  
0.9  2.792  1.204  1.693  1.276  1.341  1.146  1.042  1.029  0.792  0.928  
1  3.246  1.407  1.878  1.454  1.468  1.279  1.12  1.124  0.831  0.991   

TABLE 12 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 4 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  

INSIDE CRACK  
0   1.325  0.762  1.235  0.889  1.105  0.939  0.988  0.969  0.888  0.989  
0.08  1.393  0.78  1.267  0.907  1.13  0.952  1.008  0.979  0.903  0.995  
0.2  1.496  0.806  1.317  0.936  1.17  0.974  1.038  0.994  0.925  1.006  
0.3  1.661  0.895  1.397  1.003  1.229  1.024  1.08  1.03  0.953  1.029  
0.4  1.83  0.986  1.479  1.072  1.29  1.075  1.124  1.066  0.983  1.053  
0.5  2.004  1.078  1.564  1.142  1.354  1.127  1.17  1.103  1.014  1.078  
0.6  2.3  1.27  1.702  1.273  1.455  1.224  1.24  1.171  1.058  1.122  
0.7  2.604  1.466  1.845  1.406  1.56  1.322  1.313  1.24  1.104  1.167  
0.8  2.918  1.666  1.994  1.542  1.669  1.423  1.389  1.311  1.153  1.213  
0.9  3.339  1.95  2.187  1.726  1.809  1.558  1.485  1.405  1.212  1.273  
1  3.773  2.24  2.387  1.914  1.956  1.696  1.585  1.501  1.275  1.334  
OUTSIDE CRACK  
0   0.853  0.498  0.772  0.582  0.692  0.61  0.62  0.627  0.558  0.637  



0.08  0.914  0.507  0.814  0.595  0.724  0.623  0.643  0.638  0.574  0.647  
0.2  1.007  0.52  0.878  0.616  0.773  0.641  0.679  0.655  0.6  0.662  
0.3  1.158  0.572  0.956  0.671  0.828  0.685  0.716  0.689  0.621  0.689  
0.4  1.312  0.624  1.035  0.726  0.885  0.729  0.754  0.724  0.644  0.715  
0.5  1.468  0.677  1.116  0.783  0.943  0.774  0.793  0.759  0.666  0.742  
0.6  1.744  0.789  1.231  0.895  1.022  0.86  0.841  0.822  0.69  0.787  
0.7  2.025  0.902  1.348  1.009  1.102  0.946  0.891  0.886  0.715  0.832  
0.8  2.311  1.017  1.468  1.124  1.185  1.034  0.942  0.951  0.74  0.878  
0.9  2.705  1.182  1.613  1.286  1.282  1.155  1.001  1.038  0.766  0.936  
1  3.106  1.348  1.762  1.45  1.383  1.278  1.061  1.126  0.793  0.996   

TABLE 13 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 6 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  

INSIDE CRACK  
0   1.179  0.691  1.097  0.801  0.986  0.847  0.885  0.874  0.799  0.892  
0.08  1.247  0.706  1.133  0.82  1.012  0.861  0.904  0.885  0.811  0.9  
0.2  1.351  0.728  1.187  0.849  1.052  0.883  0.932  0.902  0.829  0.912  
0.3  1.491  0.806  1.253  0.909  1.1  0.929  0.964  0.935  0.849  0.935  
0.4  1.634  0.884  1.32  0.97  1.148  0.974  0.997  0.968  0.869  0.957  
0.5  1.779  0.963  1.388  1.032  1.198  1.021  1.031  1.001  0.89  0.98  
0.6  2.004  1.129  1.484  1.143  1.267  1.103  1.077  1.059  0.917  1.018  
0.7  2.232  1.296  1.582  1.256  1.337  1.187  1.124  1.118  0.945  1.056  
0.8  2.464  1.466  1.682  1.371  1.409  1.272  1.172  1.178  0.973  1.095  
0.9  2.76  1.707  1.804  1.524  1.495  1.384  1.23  1.256  1.007  1.145  
1  3.062  1.951  1.928  1.678  1.584  1.497  1.289  1.335  1.014  1.195  
OUTSIDE CRACK  
0   0.872  0.522  0.79  0.602  0.711  0.632  0.64  0.65  0.578  0.661  
0.08  0.935  0.529  0.833  0.616  0.743  0.644  0.662  0.66  0.593  0.67  
0.2  1.031  0.539  0.899  0.636  0.792  0.662  0.697  0.676  0.616  0.684  
0.3  1.176  0.595  0.97  0.691  0.842  0.706  0.73  0.71  0.634  0.709  
0.4  1.322  0.652  1.042  0.747  0.893  0.749  0.763  0.743  0.652  0.734  
0.5  1.47  0.709  1.115  0.804  0.944  0.793  0.796  0.777  0.671  0.759  
0.6  1.72  0.837  1.21  0.916  1.009  0.878  0.835  0.838  0.689  0.801  
0.7  1.973  0.966  1.306  1.029  1.074  0.963  0.875  0.9  0.708  0.844  
0.8  2.229  1.097  1.404  1.143  1.14  1.049  0.915  0.962  0.726  0.886  
0.9  2.572  1.288  1.517  1.303  1.215  1.168  0.959  1.046  0.744  0.941  
1  2.919  1.48  1.632  1.465  1.292  1.287  1.003  1.13  0.763  0.996   

TABLE 14 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 8 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  

INSIDE CRACK  
0   1.108  0.656  1.031  0.759  0.928  0.802  0.835  0.828  0.755  0.845  
0.08  1.176  0.669  1.068  0.777  0.955  0.816  0.853  0.839  0.766  0.853  
0.2  1.28  0.69  1.124  0.805  0.995  0.838  0.881  0.856  0.783  0.866  
0.3  1.409  0.762  1.183  0.862  1.038  0.881  0.909  0.888  0.799  0.888  
0.4  1.54  0.834  1.243  0.92  1.08  0.925  0.937  0.919  0.815  0.909  
0.5  1.672  0.908  1.304  0.978  1.124  0.968  0.966  0.951  0.832  0.931  



0.6  1.866  1.061  1.383  1.081  1.179  1.045  1.002  1.005  0.852  0.967  
0.7  2.062  1.215  1.462  1.184  1.235  1.122  1.038  1.059  0.873  1.002  
0.8  2.26  1.371  1.543  1.289  1.293  1.199  1.076  1.114  0.894  1.038  
0.9  2.505  1.593  1.636  1.428  1.358  1.301  1.118  1.185  0.917  1.083  
1  2.753  1.816  1.73  1.568  1.424  1.404  1.161  1.256  0.941  1.129  
OUTSIDE CRACK  
0   0.883  0.534  0.8  0.613  0.721  0.644  0.65  0.662  0.588  0.673  
0.08  0.946  0.54  0.844  0.627  0.753  0.656  0.672  0.672  0.603  0.382  
0.2  1.043  0.55  0.91  0.647  0.802  0.673  0.706  0.688  0.624  0.696  
0.3  1.185  0.608  0.977  0.702  0.849  0.716  0.736  0.72  0.64  0.72  
0.4  1.327  0.667  1.045  0.758  0.897  0.76  0.767  0.753  0.657  0.744  
0.5  1.471  0.726  1.114  0.814  0.945  0.804  0.798  0.787  0.674  0.768  
0.6  1.707  0.862  1.198  0.926  1.001  0.887  0.847  0.744  0.688  0.809  
0.7  1.946  0.999  1.284  1.039  1.059  0.972  0.907  0.774  0.704  0.85  
0.8  2.186  1.138  1.37  1.153  1.117  1.057  0.968  0.805  0.719  0.891  
0.9  2.504  1.342  1.467  1.312  1.181  1.174  1.05  0.838  0.733  0.943  
1  2.824  1.548  1.565  1.472  1.245  1.292  0.974  1.132  0.747  0.996   

TABLE 15 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 10 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0 °)  

INSIDE CRACK  
0   1.067  0.635  0.992  0.733  0.894  0.775  0.806  0.8  0.729  0.817  
0.08  1.135  0.648  1.03  0.752  0.921  0.79  0.823  0.812  0.739  0.826  
0.2  1.237  0.667  1.086  0.78  0.961  0.812  0.85  0.829  0.755  0.839  
0.3  1.361  0.736  1.142  0.835  1.001  0.853  0.876  0.859  0.769  0.86  
0.4  1.485  0.805  1.199  0.89  1.041  0.895  0.902  0.89  0.784  0.881  
0.5  1.61  0.875  1.256  0.945  1.081  0.937  0.928  0.921  0.798  0.902  
0.6  1.786  1.021  1.324  1.043  1.129  1.01  0.959  0.972  0.815  0.936  
0.7  1.964  1.168  1.394  1.142  1.177  1.083  0.99  1.024  0.831  0.97  
0.8  2.144  1.316  1.464  1.241  1.227  1.157  1.021  1.076  0.849  1.004  
0.9  2.361  1.527  1.541  1.372  1.281  1.253  1.056  1.143  0.867  1.047  
1  2.58  1.739  1.62  1.504  1.335  1.35  1.09  1.21  0.885  1.09  
OUTSIDE CRACK  
0   0.889  0.542  0.806  0.62  0.728  0.651  0.657  0.669  0.595  0.681  
0.08  0.953  0.547  0.85  0.633  0.76  0.663  0.678  0.679  0.609  0.689  
0.2  1.051  0.556  0.917  0.653  0.808  0.68  0.712  0.695  0.629  0.703  
0.3  1.19  0.616  0.981  0.709  0.853  0.723  0.74  0.727  0.644  0.726  
0.4  1.33  0.676  1.047  0.765  0.899  0.766  0.769  0.76  0.659  0.75  
0.5  1.471  0.736  1.113  0.821  0.945  0.81  0.798  0.792  0.675  0.774  
0.6  1.699  0.878  1.191  0.933  0.997  0.893  0.829  0.852  0.688  0.814  
0.7  1.929  1.02  1.27  1.045  1.05  0.977  0.86  0.912  0.701  0.854  
0.8  2.16  1.163  1.35  1.159  1.103  1.062  0.891  0.972  0.714  0.894  
0.9  2.462  1.375  1.436  1.317  1.16  1.178  0.923  1.053  0.726  0.945  
1  2.766  1.589  1.524  1.477  1.217  1.295  0.956  1.134  0.738  0.996   

TABLE 16 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 20 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  



INSIDE CRACK  
0   0.972  0.594  0.92  0.677  0.833  0.722  0.753  0.751  0.684  0.771  
0.08  1.05  0.607  0.96  0.698  0.86  0.738  0.77  0.762  0.692  0.777  
0.2  1.167  0.626  1.021  0.73  0.901  0.761  0.795  0.778  0.704  0.788  
0.3  1.278  0.688  1.07  0.781  0.935  0.799  0.816  0.806  0.714  0.807  
0.4  1.39  0.75  1.12  0.832  0.969  0.838  0.837  0.835  0.725  0.827  
0.5  1.501  0.812  1.169  0.884  1.003  0.878  0.858  0.863  0.735  0.847  
0.6  1.631  0.94  1.219  0.968  1.037  0.942  0.879  0.911  0.745  0.88  
0.7  1.762  1.068  1.268  1.053  1.071  1.006  0.9  0.958  0.755  0.914  
0.8  1.893  1.197  1.318  1.137  1.105  1.071  0.921  1.006  0.766  0.947  
0.9  2.033  1.378  1.366  1.246  1.138  1.154  0.941  1.067  0.775  0.991  
1  2.175  1.56  1.414  1.354  1.171  1.237  0.961  1.128  0.785  1.034  
OUTSIDE CRACK  
0   0.884  0.546  0.829  0.62  0.751  0.659  0.679  0.684  0.617  0.701  
0.08  0.958  0.555  0.971  0.683  0.78  0.673  0.697  0.694  0.627  0.708  
0.2  1.069  0.569  0.933  0.655  0.823  0.693  0.725  0.709  0.641  0.718  
0.3  1.185  0.627  0.985  0.716  0.858  0.732  0.746  0.738  0.651  0.738  
0.4  1.3  0.684  1.037  0.766  0.894  0.771  0.768  0.766  0.662  0.759  
0.5  1.416  0.742  1.09  0.817  0.93  0.81  0.79  0.795  0.673  0.779  
0.6  1.565  0.866  1.143  0.905  0.965  0.877  0.811  0.845  0.682  0.814  
0.7  1.715  0.99  1.196  0.994  1.001  0.944  0.832  0.894  0.691  0.849  
0.8  1.865  1.114  1.25  1.082  1.037  1.012  0.854  0.944  0.7  0.884  
0.9  2.039  1.293  1.302  1.2  1.071  1.101  0.873  1.009  0.708  0.929  
1  2.214  1.473  1.354  1.317  1.106  1.19  0.893  1.074  0.715  0.975   

TABLE 17 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 30 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  F (90°)  F (0°)  

INSIDE CRACK  
0   0.941  0.581  0.897  0.659  0.812  0.705  0.735  0.735  0.669  0.755  
0.08  1.022  0.593  0.938  0.681  0.84  0.72  0.752  0.745  0.676  0.761  
0.2  1.144  0.612  0.999  0.713  0.881  0.744  0.777  0.761  0.688  0.771  
0.3  1.251  0.672  1.046  0.763  0.913  0.782  0.796  0.788  0.697  0.79  
0.4  1.358  0.732  1.094  0.813  0.946  0.82  0.816  0.816  0.705  0.809  
0.5  1.466  0.792  1.141  0.864  0.968  0.858  0.835  0.844  0.714  0.828  
0.6  1.582  0.914  1.185  0.944  1.007  0.919  0.853  0.89  0.723  0.862  
0.7  1.698  1.036  1.229  1.024  1.037  0.981  0.871  0.936  0.731  0.895  
0.8  1.814  1.159  1.272  1.104  1.067  1.043  0.889  0.983  0.739  0.928  
0.9  1.932  1.331  1.311  1.205  1.093  1.122  0.905  1.042  0.747  0.972  
1  2.05  1.503  1.35  1.306  1.12  1.2  0.921  1.102  0.755  1.015  
OUTSIDE CRACK  
0   0.883  0.547  0.837  0.62  0.759  0.662  0.687  0.689  0.625  0.708  
0.08  0.96  0.558  0.878  0.64  0.786  0.676  0.704  0.699  0.633  0.714  
0.2  1.076  0.574  0.939  0.669  0.828  0.698  0.729  0.714  0.645  0.723  
0.3  1.183  0.63  0.986  0.718  0.86  0.735  0.749  0.741  0.654  0.742  
0.4  1.29  0.687  1.034  0.767  0.892  0.772  0.768  0.769  0.663  0.761  
0.5  1.397  0.744  1.082  0.816  0.925  0.809  0.788  0.796  0.672  0.781  
0.6  1.519  0.862  1.126  0.896  0.955  0.871  0.805  0.842  0.679  0.814  
0.7  1.642  0.98  1.171  0.976  0.985  0.933  0.823  0.888  0.687  0.847  
0.8  1.765  1.098  1.216  1.056  1.015  0.995  0.841  0.935  0.695  0.88  



0.9  1.896  1.266  1.256  1.16  1.041  1.075  0.857  0.994  0.702  0.924  
1  2.028  1.434  1.296  1.263  1.068  1.155  0.872  1.054  0.708  0.967   

TABLE 18 F-FACTORS FOR AXIAL CRACKS IN A PRESSURIZED CYLINDER (EQ 30D), R/T = 50 

A/C = 0.2  A/C = 0.4  A/C = 0.6  A/C = 0.8  A/C = 1.0  A/T  
F (90 °)  F (0 °)  F (90 °)  F (0 °)  F (90 °)  F (0 °)  F (90 °)  F (0 °)  F (90 °)  F (0 °)  

INSIDE CRACK  
0   0.917  0.57  0.878  0.645  0.796  0.691  0.721  0.722  0.657  0.743  
0.08  1  0.583  0.919  0.667  0.824  0.707  0.738  0.732  0.664  0.748  
0.2  1.125  0.601  0.982  0.7  0.866  0.73  0.762  0.747  0.674  0.757  
0.3  1.229  0.659  1.027  0.749  0.896  0.767  0.781  0.774  0.682  0.776  
0.4  1.333  0.717  1.073  0.798  0.927  0.805  0.799  0.802  0.69  0.795  
0.5  1.438  0.776  1.119  0.848  0.958  0.842  0.817  0.829  0.698  0.814  
0.6  1.543  0.893  1.158  0.924  0.984  0.902  0.833  0.874  0.705  0.847  
0.7  1.648  1.011  1.197  1.001  1.011  0.961  0.849  0.919  0.712  0.88  
0.8  1.753  1.129  1.237  1.078  1.037  1.021  0.864  0.964  0.719  0.913  
0.9  1.854  1.294  1.269  1.173  1.059  1.096  0.877  1.022  0.725  0.957  
1  1.955  1.459  1.301  1.269  1.081  1.172  0.89  1.08  0.731  1  
OUTSIDE CRACK  
0   0.882  0.548  0.844  0.62  0.765  0.664  0.693  0.694  0.631  0.714  
0.08  0.961  0.56  0.884  0.641  0.792  0.679  0.709  0.703  0.638  0.719  
0.2  1.081  0.578  0.943  0.673  0.832  0.702  0.733  0.718  0.648  0.727  
0.3  1.181  0.634  0.987  0.72  0.861  0.738  0.75  0.744  0.656  0.746  
0.4  1.281  0.689  1.031  0.767  0.891  0.773  0.768  0.77  0.663  0.764  
0.5  1.382  0.745  1.075  0.815  0.921  0.809  0.785  0.797  0.671  0.782  
0.6  1.482  0.858  1.113  0.888  0.946  0.867  0.8  0.84  0.678  0.814  
0.7  1.584  0.972  1.151  0.962  0.971  0.924  0.815  0.883  0.684  0.846  
0.8  1.685  1.085  1.188  1.036  0.997  0.981  0.831  0.927  0.691  0.878  
0.9  1.781  1.243  1.219  1.128  1.017  1.054  0.843  0.983  0.697  0.919  
1  1.878  1.402  1.25  1.22  1.038  1.126  0.856  1.038  0.702  0.961   

Although the α factors were originally derived for the double crack configuration, they are also applicable to the single 
crack configuration. When Eq 30a or 30d is used for the single crack configuration, the maximum error is 4% (higher 
than the actual value), depending on the a/c ratio. 
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Crack in Pressurized Sphere 

Currently, the Erdogan solution for a through-the-thickness crack (Ref 20) is the only solution available for the 
pressurized spherical shell (Fig. 43):  

K = S · Y ·   
(EQ 31) 

where Y = (1 + 3λ1.9)0.4, λ= c/ , S is the pR/2t stress; and R is the average of the inner and outer radii. This 

equation accounts for the effects of shell curvature on stress intensity. The Poisson ratio is assumed to be . The 
applicable range is 0 ･γ･3. 

 

FIG. 43 THROUGH-THE-THICKNESS CRACK IN A SPHERICAL SHELL, SECTION OF SPHERE AA 
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O ABBREVIATIONS AND SYMBOLS  
O  
o crack tip opening displacement, CTOD 
O M  
o CTOD at maximum load in measurement of fracture toughness 
O  
o actual or local strain at stress concentration 
O E  
o elastic strain 
O EL  
o elastic strain 
O IN  
o inelastic strain 
O M  
o mean strain 
O M, MECH  
o mechanical strain rate 
O MAX  
o maximum strain 
O MIN  
o minimum strain 
O P  
o plastic strain 
O PL  
o plastic strain 
O PL  
o plastic strain rate 
O PL,CUM  
o cumulative plastic strain 
O PL,MAX  
o maximum plastic strain 
O PL,MIN  
o minimum plastic strain 
O PL,S  
o plastic strain amplitude of saturation 
O TH  
o thermal strain rate 
O  
o strain range 
O , NET  
o net strain range 
O /2  
o strain amplitude 
O E/2  
o elastic strain amplitude 
O M,  MECH  
o mechanical strain range 
O P/2  
o plastic strain amplitude 
O P, PL  
o plastic strain range 
O TH  
o thermal strain range 
O PL  
o coefficient in Jpl calculation 
O  
o shear modulus 



O  
o shear strain or stacking fault energy 
O AP  
o amplitude of plastic shear strain 
O AP,M  
o shear strain amplitude in matrix 
O AP,PSB  
o shear strain amplitude in PSB 
O SF  
o stacking fault energy 
O  
o dislocation density, mass density or accumulated plastic strain 
O  
o actual or local stress at a stress concentration 
O 0  
o mean stress in strain life method 
O A  
o stress amplitude, a = ( max - min)/2 
O CE  
o critical stress in emergency condition 
O CU  
o critical stress in upset condition 
O F  
o friction stress amplitude 
O H  
o hydrostatic energy 
O M  
o mean stress, m = ( max + min)/2 
O MAX  
o maximum local stress 
O MIN  
o minimum local stress 
O P  
o minimum permissible residual strength 
O S  
o saturation stress amplitude 
O Y  
o yield stress 
O UTS  
o ultimate tensile strength 
O YS  
o yield strength 
O Y  
o effective yield strength 
O YD  
o dynamic yield strength 
O  
o stress range, or alternating component of  
O  
o stress range 
O /2  
o stress amplitude 
O A  
o amplitude of resolved shear stress 
O S  
o shear stress amplitude in saturation 
O F  



o flow shear stress 
O G  
o athermal flow stress component 
O *  
o thermal flow stress component 
O  
o Poisson's ratio or displacement 
O PL  
o plastic compenent of displacement 
O  
o phase 
O A  
o crack length, size, or size effect in fatigue notch factor equation 
O A0  
o initial or starting crack length 
O AC  
o critical crack size 
O AD  
o detected crack size 
O AE  
o effective crack length 
O AF  
o final crack length 
O AP  
o maximum permissible crack size 
O A  
o crack extension 
O AE  
o effective crack extension 
O A  
o the ratio of alternating to mean load values, A = a/ m 
O A(B)  
o arc bend specimen 
O AMT  
o accelerated mission test 
O A(T)  
o arc tension specimen 
O A(T)  
o arc-shaped specimen (in tension) 
O ATC  
o accelerated thermal cycling 
O A/W  
o crack length to depth ratio 
O B  
o uncracked ligament length 
O BN  
o Burgers vector 
O B  
o specimen thickness 
O BCC  
o body-centered cubic 
O BFS  
o back face strain 
O CA  
o constant amplitude 
O CC  
o center cracked 



O CG  
o center of gravity 
O CT  
o compact type 
O CCT  
o center-cracked tensile (specimen) 
O C(T)  
o compact tension specimen 
O CTE  
o coefficient of thermal expansion 
O CTOD  
o crack tip opening displacement 
O C(W)  
o crack-line-wedge-loaded 
O D  
o distance between corresponding partical dislocations 
O DA/DN  
o fatigue crack growth per cycle 
O DC  
o dislocation cell diameter of saturation 
O DC(T)  
o disk-shaped compact tension specimen 
O DCCW  
o diamond counterclockwise 
O DCW  
o diamond clockwise 
O E  
o nominal strain measured remotely from stress concentration 
O E  
o elastic (Young's) modulus 
O EHL  
o elastohydrodynamic lubrication 
O EMF  
o electromagnetic field 
O ENSIP  
o Engine Structural Integrity Program 
O EPFM  
o elastic-plastic fracture mechanics 
O F  
o frequency 
O FPSB  
o volume fraction of persistent slip bands 
O FTU  
o ultimate tensile strength 
O FTY  
o yield strength 
O FCC  
o face-centered cubic 
O FCGR  
o fatigue crack growth rate 
O FEM  
o finite-element method 
O FEMA  
o failure effects and modes analysis 
O G  
o shear modulus 
O H  



o total time of safe operation, or time available for fracture control 
O H  
o activation energy 
O HCP  
o hexagonal close-packed 
O HR  
o Hui-Riedel (stress field) 
O HRR  
o Hutchinson-Rice-Rosengren (stress field) 
O I  
o moment of inertia 
O IF  
o isothermal fatigue 
O IP  
o in-phase 
O IST  
o incremental step test 
O J  
o J integral fracture parameter 
O J2  
o Second Invariant of Deviatoric Stress 
O JC  
o J measurement of fracture toughness for unstable fracture 
O JEL  
o elastic component of J 
O JI  
o J based fracture initiation fracture toughness 
O JPL  
o plastic component of J 
O JQ  
o provisional value of JIc 
O JU  
o J measurement of fracture toughness for unstable fracture 
O J  
o cyclic J-Integral 
O K  
o yield stress in shear 
O K  
o crack-tip stress intensity factor 
O KC  
o critical stress intensity for static failure, or plane-stress fracture toughness 
O KF OR KF  
o fatigue notch factor, kf = unnotched fatigue strength/notched fatigue strength 
O KI  
o stress intensity in Mode I (tension-compression) 
O KIC  
o plane strain fracture toughness 
O KID  
o dynamic fracture toughness 
O KJC  
o critical stress intensity based on J integral 
O KMAX  
o maximum value of K in a K-R curve test 
O KQ  
o provisional value of KIc test 
O KT OR KT  
o theoretical (elastic) stress concentration factor 



O K  
o stress intensity range 
O KEFF  
o effective stress intensity range, Keff = K - Kclosure 
O KI  
o mode I stress intensity factor range 
O KI,TH  
o mode I fatigue crack growth threshold 
O KTH  
o threshold stress intensity range 
O LCF  
o low cycle fatigue 
O LEFM  
o linear elastic fracture mechanics 
O M  
o bending moment 
O M(T)  
o center-cracked tension specimen 
O M(T)  
o middle tension specimen geometry 
O MD  
o maximum temperature below which deformation-induced martensite formation occurs 
O MDS  
o mechanical deflection system 
O MS  
o martensite start temperature 
O MSD  
o multiple-site damage 
O N  
o number of cycles 
O NF  
o number of cycles to failure 
O 2NF  
o number of reversals to failure 
O 2NT  
o transition fatigue life 
O NDT  
o nil ductility transition temperature 
O NDT  
o nil ductility 
O OL  
o overload 
O OP  
o out-of-phase 
O P  
o applied load 
O PA  
o load amplitude or Sa 
O PF  
o load for fatigue precracking 
O PM  
o mean load (also Sm) 
O PMAX  
o maximum load in fracture toughness test 
O PMIN  
o minimum load 
O PP  



o minimum permissible residual strength load 
O PQ  
o provisional load 
O PS  
o service load 
O PU  
o design load 
O P  
o range of applied load in fatigue 
O PLB  
o persistent Lüders band 
O POD  
o probability of detection 
O PSB  
o persistent slip bands 
O PSE  
o principal structural elements 
O Q  
o notch sensitivity index, q = (Kf - 1)/(Kt - 1) 
O R  
o ratio of minimum load to maximum load, R = min/ max, or R = (1-A)/(1+A) 
O RCP  
o cyclic plastic zone radius 
O RP  
o rotation factor in CTOD test, plastic zone radius 
O RP  
o plastic zone radius 
O S  
o nominal stress or stress measured remotely from stress concentration 
O S0  
o mean stress 
O SA  
o stress amplitude, Sa = S/2 
O SA,MAX  
o maximum stress amplitude of a stress spectrum 
O SAR  
o completely reversed stress amplitude 
O SER  
o fatigue limit stress for a notched component (with completely reversed stress, Sar) 
O SIJ  
o deviatoric stress 

O  
o deviatoric back stress 
O SM  
o mean stress (see also S0) 
O SMF  
o mean stress in flight 
O S  
o stress range 
O SE(B)  
o single edge-notched bend 
O SE(B)  
o single-edge notched bending specimen 
O SE(T)  
o single-edge notched specimen in tension 
O SEN  
o single-edge notched (specimen) 



O SICP  
o particulate silicon carbide reinforcement 
O SICW  
o wisker silicon carbide reinforcement 
O SRP  
o strain range partitioning 
O SSC  
o small-scale secondary creep 
O SSY  
o small scale yielding 
O T  
o thickness or time 
O TC  
o cycle time (seconds, minutes) 
O TF  
o time to failure 
O T0  
o transition temperature 
O TM  
o melting temperature 
O TMAX  
o maximum temperature in a cycle 
O TMIN  
o minimum temperature in a cycle 
O TEM  
o transmission electron microscope/microscopy 
O TF  
o thermal fatigue, or triaxiality factor 
O TMF  
o thermo-mechanical fatigue 
O TMF DCCW  
o thermo-mechanical fatigue daimond counter-clockwise 
O TMF DCW  
o thermo-mechanical fatigue diamond clockwise 
O TMF OP  
o thermo-mechanical fatigue out-of-phase 
O TMP IP  
o thermo-mechanical fatigue in-phase 
O U  
o plastic work per unit area to advance crack 
O VA  
o variable-amplitude 
O W  
o specimen width 
O WFD  
o widespread fatigue damage 
O Y  
o yield strength or generalized geometry factor 
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